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Abstract

The field of quantum computing has been developing rapidly over the last decades,
driven by the belief that quantum computing can provide computational advantage
over devices of other computational paradigms. However, the aspect of scaling
quantum computing hardware systems to sizes where computational advantage can
be achieved remains the cornerstone problem of the field.

This thesis constitutes a step in the path towards scalable quantum systems. Specifi-
cally, the thesis describes the commissioning and operation of a trapped-ion quantum
computing setup with modular design assembled in two 19-inch racks. The setup
functions as a standalone device without a need for any special external infrastruc-
ture. The setup is capable of operating with 16 qubits in a highly-automated way
with the ability to access the setup through a hardware-agnostic high-level interface.
Details required for working with a 16-ion chain and the prospects of scaling the
system further are discussed throughout the work.

The setup’s performance is demonstrated via experimental implementation of quan-
tum error correction, a major milestone on the way to scalable and practically-useful
quantum computing. Various quantum error correction primitives were performed
with logical qubits encoded using color codes. The primitives include encoding of the
logical states, direct implementation of logical Clifford gates, and implementation
of logical non-Clifford gates via magic state injection and code switching. These re-
sults represent one of the first experimental logical-level manipulations with encoded
qubits.
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Chapter 1

Introduction

Quantum computing emerged as a field in the 1980s after proposals to use quantum
systems for computation supported by works of Paul Benioff [12], Yuri Manin [13],
Richard Feynman [14], and others. This idea initially arose from the fact that some
computational problems can not be solved on classical computers with a reasonable
amount of resources despite the presence of an algorithm leading to the solution.
For example, this is the case for simulations of some quantum systems with a clas-
sical computer where the required resources grow exponentially with the size of the
problem making it intractable for large system size.

Since then, the field of quantum computing has been developing theoretically and
experimentally. Currently, the main expectation from quantum computers is that
they can solve certain problems more efficiently in terms of resource scaling than
classical computers. A wide range of quantum algorithms achieving this advantage
have been proposed [15] while many of them are based on three basic ideas: the
factoring algorithm by Peter Shor proposed in 1994 [16], unstructured database
search algorithm by Lov Grover introduced in 1996 [17] and the initial quantum
system simulation idea proved by Seth Lloyd in 1996 [18].

Many physical platforms have been proposed and studied experimentally as poten-
tial hardware for quantum computers including photons, trapped atoms [19] and
ions [20–24], molecular nuclear spins in liquid solutions [25], superconducting sys-
tems [26–33], and quantum dots [34–36]. These systems allowed to demonstrate
basic quantum computing operations [37] and small-scale algorithms [38]. However,
today’s quantum computing systems are still too small and have too many errors in
basic quantum computing operations to be practically useful for computation. More-
over, it is not yet clear which physical platform offers the best potential for scaling
the size of quantum computers to achieve practically-useful quantum computing.

The errors present in quantum computers’ hardware have been decreasing over the
last decades but they can not be eliminated completely. As a consequence, the idea
of quantum error correction was proposed by Peter Shor [39] and Andrew Steane [40]
in 1996 inspired by error correction methods for classical computers. The hardware
errors can be suppressed at the cost of redundant information encoding in quantum
computers allowing large-scale quantum computation even in the presence of finite
hardware errors.

Nowadays, experimental quantum computing is far from being practically useful and
can only offer small- or medium-scale proof-of-principle demonstrations of quantum
computing due to modest system sizes. Therefore, scaling the size of quantum
computers is a necessary next step which represents the main priority for the field
of quantum computing at the moment. At the same time, experimental quantum
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error correction mechanisms should be developed and tested along with the system
size increase as a vital part of large-scale quantum computing.

This work studies two aspects of quantum computing: the potential of increasing
the system size and experimental quantum error correction. This work describes
the construction of a novel trapped-ion quantum computing setup and experimental
demonstrations of some basic quantum error correction mechanisms.

Structure outline

Ch. 2, 3, 4 provide some background knowledge about quantum information, quan-
tum error correction and ion trapping respectively. Basics introduced there will be
referred to in further parts of the work.

Ch. 5 describes the experimental setup created in this work.

Ch. 6 describes the approaches used in this work to operate the setup with long ion
chains. In particular, the details about 16-ion chain are given.

Ch. 7 describes three quantum error correction projects carried out on the setup.



10

Chapter 2

Quantum information basics

Quantum information science is based on the idea that information can be encoded
in quantum systems, e.g. individual atoms. The way information is stored and pro-
cessed in ‘quantum computers’ is different to the widely-used ‘classical computers’.
Encoding information in quantum systems offers two unique features that are not
present in conventional digital classical information processing, namely superposi-
tion states and entanglement. These two features open new paths for information
processing and allow quantum computers to utilize novel algorithms that solve cer-
tain problems more efficiently than classical computers.

This chapter describes the concepts of encoding information in so-called ‘qubits’,
manipulating this information using ‘quantum gates’ and introduces other basic
terms and notations for the theory of quantum information. The reader can refer
to Ref. 41 for a thorough review.

2.1 Qubits

Classical information processing usually operates with information encoded in ele-
mentary units of information called ‘bits’ (binary digit). A bit can take two possible
states/values often labeled as 0 and 1. Physically, a bit can be represented by a
physical system with two clearly distinguishable states, e.g. an electrical circuit
with two distinct voltage levels. Such circuits can be merged to form a sequence
of bits for information encoding. Whenever some information should be provided
as an input for a computation, it can be converted to a binary encoding forming a
string of bits. This bit string can be mapped to the voltages in the electrical circuit
making it available for manipulation by a classical computer.

The principles of quantum computing follow similar ideas. Information in quantum
computing is often encoded as qubits1, the quantum analog of classical bits. A qubit
can be represented by a two-level quantum system with states often denoted as |0⟩
and |1⟩. Here we use ’bra-ket’ notation introduced by Dirac [43] for complex vector
spaces, where |v⟩ denotes a vector v⃗, ⟨f | = |f⟩† denotes conjugate transpose of a

vector f⃗ and ⟨f |v⟩ = |f⟩† · |v⟩ is the scalar product or the inner product of two
vectors in the vector space.

1Qubits are not the only way to encode information for quantum computing. More generally, a
qudit, a quantum system with d states {|0⟩ , . . . , |d− 1⟩} can be used [42]. In this work we will
restrict our considerations to qubits, although many ideas can be generalized for the qudit case.
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The state of a qubit can be described by a wave function |ψ⟩:

|ψ⟩ = a |0⟩ + b |1⟩ = a


1

0


+ b


0

1


 =


a
b


 , (2.1)

where a, b ∈ C and |a|2 + |b|2 = 1. This is a superposition of the two states |0⟩ and
|1⟩ forming an orthonormal basis in two-dimensional Hilbert space, often referred
to as the ‘computational basis’. Such superposition states are not possible with
classical bits.

A qubit can be measured in the computational basis {|0⟩ , |1⟩}. The probabilities
to measure a qubit with the state |ψ⟩ in the computational basis are given by the
Born rule [44] as:

P (0) = | ⟨0|ψ⟩ |2 = |a|2 (2.2)

P (1) = | ⟨1|ψ⟩ |2 = |b|2 = 1 − |a|2.

This motivates the normalization condition |a|2 + |b|2 = 1 since the total probability
to observe the qubit in either of these states should be 1.

More generally, the outcome of a measurement can be described by a set of mea-
surement operators Mi such that

∑
i

M †
iMi = I:

P (i) = ⟨ψ|M †
iMi |ψ⟩ . (2.3)

Here the normalization condition ensures that the total probability to observe the
qubit in one of the states amounts to 1, i.e

∑
i P (i) = 1. For the computational

basis measurements operators are simply M0 = |0⟩ ⟨0| and M1 = |1⟩ ⟨1|.

|+〉

|−〉

|+i〉

|−i〉

|0〉

|1〉

θ

φ

State θ ϕ

|0⟩ 0 0

|1⟩ π 0

|+⟩ π/2 0

|−⟩ π/2 π

|+i⟩ π/2 π/2

|−i⟩ π/2 −π/2

Figure 2.1: Bloch sphere representation of single-qubit quantum states according to
Eq. (2.4).
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There is a useful geometrical interpretation of the qubit’s state in Eq. (2.1). The
wave function can be rewritten as follows with three parameters {θ, ϕ, γ} ⊂ R:

e−iγ |ψ⟩ = cos
θ

2
|0⟩ + eiϕ sin

θ

2
|1⟩ , (2.4)

where the parameter γ can be ignored since global phases are not observable for
qubits, leaving us two real parameters θ and ϕ. This representation hints that
a state can be mapped to the surface of a 3D sphere, called ‘Bloch sphere’, see
Fig. 2.1.

Multiple qubits

All the information above can be generalized for multiple qubits. The computational
basis states of a system with n qubits are tensor products of the single-qubit basis
states, e.g |0 . . . 0⟩ = |0⟩ ⊗ · · · ⊗ |0⟩. The wave function of such a system can be
written as follows:

|ψ⟩ = a0...0 |0 . . . 0⟩ + · · · + a1...1 |1 . . . 1⟩ =




a0...0
...

a1...1


 =

∑

i

ai |i⟩ , (2.5)

where i goes thorough all possible bit strings of size n from 0 . . . 0 to 1 . . . 1. Some-
times the computational basis states can be labeled with their decimal representation
instead of a bit string, e.g. |1001⟩ = |9⟩ since 1001 in binary is equal to 9 in decimal.

2.2 Quantum gates

Logical states of qubits are mostly manipulated by applying operations called ‘quan-
tum logic gates’ or ’quantum gates’ analogously to classical logic gates. Quantum
gates represent elementary building blocks quantum computing algorithms are as-
sembled from. Quantum computing algorithms are often decomposed into single-
qubit gates (acting on a single qubit) and two-qubit gates (acting on two qubits).
Fig. 2.2 shows an example of a quantum algorithm represented as a quantum circuit
diagram. The algorithm consists of qubit initialization, qubit state manipulation
with quantum gates, and measurements.

The evolution of a closed quantum system can be described by a unitary operator U
that satisfies UU † = U †U = I. Such operators preserve the unit length of the qubit’s
state vector. If a qubit in the state |ψ⟩ undergoes an operation U , the resulting state
of the qubit will be

|ψ′⟩ = U |ψ⟩ . (2.6)

A quantum gate can be defined by a unitary matrix U describing what the gate
does to the qubits’ state, e.g. a 2 × 2 unitary matrix for a single-qubit gate.
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|0〉

|0〉

|0〉

|0〉 X

X

Input Quantum gates Measurements

H TT † T † T H

T T †

T

Figure 2.2: An example of a quantum algorithm represented as a quantum circuit
diagram.

The list of quantum gates frequently used in this work and some of their properties
will be introduced in this subsection since definitions and notations vary in the
literature. The matrices describing the gates are given in the computational basis
{|0⟩ , |1⟩}. Fig. 2.3 shows how different gates will be depicted in quantum circuit
diagrams in this work.

X

Pauli gates

Y Z H S TR(θ, ϕ)

Rz(θ)

Rota�ons CNOT XX(-π/2)

Rx(θ) Ry(θ)

H, S, T gates CZ

U

CU

Figure 2.3: Circuit diagram representation of the basic quantum gates used in
quantum circuit diagrams in this work. The definitions of the gates are given in
Sec. 2.2.1 – 2.2.4

2.2.1 Single-qubit gates: Pauli gates

Pauli gates play an important role in many quantum information science descrip-
tions. They are especially prominent in quantum error correction considerations
since they generate a group called the Pauli group which will be discussed in more
details in Sec. 3.2.

Pauli gates are defined by Pauli matrices {σx, σy, σz} or {X, Y, Z}:

X =


0 1

1 0


 , Y =


0 −i
i 0


 , Z =


1 0

0 −1


 . (2.7)

The cardinal states of the Bloch sphere {|0⟩ , |1⟩ , |+⟩ , |−⟩ , |+i⟩ , |−i⟩} (see Fig.2.1)

|+⟩ =
1√
2

(|0⟩ + |1⟩), |+i⟩ =
1√
2

(|0⟩ + i |1⟩), (2.8)

|−⟩ =
1√
2

(|0⟩ − |1⟩), |−i⟩ =
1√
2

(|0⟩ − i |1⟩)
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are ±1 eigenstates of the Pauli matrices:

Z |0⟩ = + |0⟩ , X |+⟩ = + |+⟩ , Y |+i⟩ = + |+i⟩ , (2.9)

Z |1⟩ = − |1⟩ , X |−⟩ = − |−⟩ , Y |−i⟩ = − |−i⟩ .

The X-gate and the Z-gate are often referred to as a bit flip and a phase flip
respectively due to their effect on computational basis states:

X |0⟩ = |1⟩ , Z |0⟩ = |0⟩ , (2.10)

X |1⟩ = |0⟩ , Z |1⟩ = − |1⟩ .

The Y -gate can be seen as a combination of a phase flip and a bit flip:

Y = iXZ. (2.11)

2.2.2 Single-qubit gates: rotation gates

The physical mechanisms of a system encoding qubits dictate the operations that
can be performed on them. This is reflected in the notion of a ‘native gate set’,
i.e. the set of gates that can be efficiently implemented in a certain hardware
platform or in a given experimental setup. Rotation gates are important from the
experimental perspective since they belong to native gate sets of many hardware
platforms, including trapped ions.

The term ‘rotation gates’ usually refers to rotations around an axis of the Bloch
sphere. In many platforms such as trapped ions it is sensible to divide rotation
gates into two group according to their experimental implementations: rotations
around an axis in the xy-plane of the Bloch sphere and rotations around the z-axis
of the Bloch sphere.

A rotation around an axis in the xy-plane of the Bloch sphere is usually denoted as
the R-gate. The gate is described by the following unitary matrix:

R(θ, ϕ) =




cos
θ

2
−ie−iϕ sin

θ

2

−ieiϕ sin
θ

2
cos

θ

2


 . (2.12)

The rotation axis is set by the phase of the gate ϕ, while the rotation angle is θ.

There are two specific cases for the R-gate to mention: rotation around the x-axis
Rx and rotation around the y-axis Rx

Rx(θ) = R(θ, 0), (2.13)

Ry(θ) = R(θ,
π

2
).

The X- and Y -gates can be implemented as the Rx-, and Ry-gates respectively:

X = iRx(π) = iR(π, 0), (2.14)

Y = iRy(π) = iR(π,
π

2
).
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A rotation around the z-axis of the Bloch sphere is usually denoted as the Rz-gate.
It is described by the following unitary matrix:

Rz(θ) =


1 0

0 eiθ


 . (2.15)

The Rz rotation by an angle π results in the Z-gate:

Z = Rz(π). (2.16)

2.2.3 Single-qubit gates: H,S, T

The H,S and T gates are often used in theoretical considerations due to their
mathematical properties and will be used throughout this work for quantum error
correction theory.

H-gate

The H-gate or Hadamard gate is defined by the following matrix:

H =
1√
2


1 1

1 −1


 . (2.17)

The Hadamard gate can be used to exchange the Z-basis and the X-basis:

X = HZH. (2.18)

It is also often used to prepare an equal superposition of all computational basis
states in the beginning of the quantum circuit:

H |0⟩ =
1√
2

(|0⟩ + |1⟩), (2.19)

H ⊗ · · · ⊗H |0 . . . 0︸ ︷︷ ︸
n

⟩ = 2−n/2(|0⟩ + |1⟩) ⊗ · · · ⊗ (|0⟩ + |1⟩) = 2−n/2

2n−1∑

j=0

|j⟩ . (2.20)

The following equalities are useful when implementing the Hadamard gate in prac-
tice:

H = XRy

(π
2

)
, (2.21)

H = Ry

(
−π

2

)
X, (2.22)

H = ZRy

(
−π

2

)
, (2.23)

H = Ry

(π
2

)
Z. (2.24)

In particular, Eq. (2.23 – 2.24) can be used to prepare the |+⟩ state or perform a
measurement in the X-basis (see Fig. 2.4). For example,

|+⟩ = H |0⟩ = Ry

(π
2

)
Z |0⟩ = Ry

(π
2

)
|0⟩ . (2.25)
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|0〉 H

|+〉

|0〉 Ry(π/2)

X

H

Ry(−π/2)

Figure 2.4: Circuits on the left are equivalent and circuits on the right are equivalent.
The bottom circuits are usually used in the experiment to implement the desired
logical result.

S-gate and T -gate

The S-gate and the T -gate are described by the following matrices:

S =


1 0

0 i


 , T =


1 0

0 eiπ/4


 . (2.26)

They are specific cases of the Rz-gate:

S = Rz

(π
2

)
, T = Rz

(π
4

)
. (2.27)

2.2.4 Two-qubit gates

Single-qubit gates can only act on one qubit while it is essential for universal com-
putation to be able to change a qubit’s (or a bit’s) state based on the state of other
qubits (bits). Such conditional operations can be realized with two-qubits gates,
quantum analogs of classical logical two-bit gates (e.g. AND, OR, XOR) while
multi-qubit gates can be constructed from two-qubit gates and single-qubit gates
[45]. Additionally, two-qubit gates can create entanglement between qubits which
is essential for most quantum information applications.

A widespread class of two-qubit gates is controlled gates. A controlled gate CU
acting on two qubits can be written as follows:

CU =




1 0

0 1

0 0

0 0

0 0

0 0
U



. (2.28)

This gate applies U to the second (target) qubit if the state of the first qubit (control
qubit) is |1⟩ and applies the identity operation if the first qubit (control qubit) is in
the |0⟩ state. Therefore,

CU(a1 |0⟩ + b1 |1⟩)(a2 |0⟩ + b2 |1⟩)
= a1 |0⟩ (a2 |0⟩ + b2 |1⟩) + b1 |1⟩U(a2 |0⟩ + b2 |1⟩). (2.29)
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Sometimes subscripts are used to indicate which qubit is the control qubit and
which the target, e.g. CU1,2 = CU , especially in larger circuits where the two may
be non-neighboring.

CNOT-gate and CZ-gate

The CNOT-gate (or CX-gate) and CZ-gate are frequently used in theory. They are
both CU gates with U = X and U = Z, respectively.

The CNOT-gate is defined by the following matrix:

CNOT =




1 0

0 1

0 0

0 0

0 0

0 0
X




=




1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0



. (2.30)

The CNOT-gate applies the X-gate (NOT-gate) to the target qubit if the control
qubit is in the |1⟩ state and applies the identity operation if the first qubit is in the
|0⟩ state. It can be used to create a maximally entangled state:

CNOT |+0⟩ =
1√
2

(|00⟩ + |11⟩). (2.31)

This two-qubit state is called ‘entangled’ since it can not be represented as a tensor
product of single-qubit states:

1√
2

(|00⟩ + |11⟩) ̸= (a1 |0⟩ + b1 |1⟩) ⊗ (a2 |0⟩ + b2 |1⟩), ∀a1, b1, a2, b2 ∈ C. (2.32)

Entangled states are another distinctive feature of quantum information processing
since they do not appear in classical information processing.

The CNOT-gate can be used to create the CZ-gate since HXH = Z:

CZ = H2CX1,2H2 =




1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1




=




1 0

0 1

0 0

0 0

0 0

0 0
Z



. (2.33)

The CZ is symmetric with respect to target and control qubits:

CZ1,2 = CZ2,1. (2.34)

Therefore, its circuit diagram representation is also symmetric (see Fig. 2.3).
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XX-gate

The CNOT-gate or the CZ-gate are not always easy to implement directly in a
physical system. Sometimes other two-qubit gates are more favorable. This is often
the case for trapped ions where the XX-gate belongs to the native gate set of the
experimental system and can be implemented via the Mølmer-Sørensen interaction
[46] (see Sec. 4.4.3). The XX-gate is defined by the following matrix:

XX(θ) =




cos
θ

2
0 0 −i sin

θ

2

0 cos
θ

2
−i sin

θ

2
0

0 −i sin
θ

2
cos

θ

2
0

−i sin
θ

2
0 0 cos

θ

2




. (2.35)

XX(−π/2) is equivalent to the CNOT-gate up to local rotations [47]. The circuit
in Fig. 2.5 is used in this work to implement the CNOT-gate with the XX-gate.

Ry(π/2) Ry(−π/2)Rx(π/2)

Rx(π/2)
≡

Figure 2.5: Circuit equivalence used to implement the CNOT-gate with the XX-
gate in the experiment.

2.2.5 Universal gate set

Some of the gates listed above can be used to form a ‘universal gate set’. The idea
behind a universal gate set is that an arbitrary unitary operation on multiple qubits
can be approximated with a desired precision by a sequence of operations from a
finite set called ‘universal gate set’. For example, {H,T,CNOT} is a universal gate
set.

The set of gates {H,T} allows one to approximate an arbitrary single-qubit uni-
tary gate to any required precision [48]. This is due to the fact that the THTH
operation implements a rotation by an angle θ which is an irrational multiple of π
[41]. Therefore, THTH repeated an appropriate number of times can be arbitrarily
close to a desired rotation angle. Together with the CNOT-gate the universal gate
set {H,T,CNOT} allows for the approximation of an arbitrary unitary acting on
multiple qubits [45].

The idea of a universal gate set eases the requirements for the experimental imple-
mentation of quantum computers: it is not necessary to be able to implement an
arbitrary unitary gate experimentally but instead the experimental setup needs to
be capable of performing only some finite but universal set of quantum gates with
high quality. The same logic is valid for quantum error correction and fault-tolerance
(see Sec. 3.7), i.e. only a finite set of logical operations needs be implemented in
quantum error correcting codes.
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2.3 Non-unitary evolution

Experimental systems do not follow perfect theoretical models describing qubits
and their evolution. It is desired for the qubit system to be decoupled from the
environment so it is isolated and does not change its state on its own, but it is
never fully achievable. At the same time, some coupling to the environment is
necessary to be able to manipulate the qubit state. In any case, the qubit system
can not be treated as a closed system evolving unitarily. A larger system of qubits
and environment together can be considered to recover the model description using
state vectors and unitary matrices. The inseparability of the qubit system from the
environment system is reflected in the fact that the state vector of the full system
|Ψ⟩qubits+env can not be represented as a tensor product of the smaller systems’ state
vectors, i.e. they are entangled:

|Ψ⟩qubits+env ̸= |ψq⟩qubits ⊗ |ψe⟩env . (2.36)

The evolution of the full system can still be described by unitary matrices:

|Ψ′⟩qubits+env = U |Ψ⟩qubits+env . (2.37)

However, an accurate modeling and description of the environment system is rarely
possible and it is usually not of interest. Instead, the density matrix formalism can
be used to describe an open system. We can introduce a density matrix for the full
system:

ρqubits+env = |Ψ⟩qubits+env ⟨Ψ|qubits+env . (2.38)

A density matrix can be seen as a classical mixture of ‘pure’ states, i.e. the states
that can be represented by a state vector:

ρ =
∑

i

pi |ψi⟩ ⟨ψi| . (2.39)

If at least two pi ̸= 0, then the state is called a ‘mixed’ state. Any density matrix
must be a positive semi-definite operator with a unit trace to describe a quantum
system. In this case, ρqubits+env = |Ψ⟩qubits+env ⟨Ψ|qubits+env is a pure state since
p1 = 1 and |ψ1⟩ = |Ψ⟩qubits+env.

The qubit system can be described as a density matrix obtained by taking a partial
trace over the environment system:

ρqubits = trenv(ρqubits+env). (2.40)

The same logic can be applied to the evolution of a quantum system. One has to
consider the evolution of the full system including the qubits and the environment
to describe the evolution of the qubit system:

ρ′qubits+env = |Ψ′⟩qubits+env ⟨Ψ′|qubits+env

= U |Ψ⟩qubits+env ⟨Ψ|qubits+env U
† = Uρqubits+envU

†. (2.41)
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The state of the qubit system after the evolution is:

ρ′qubits = trenv(Uρqubits+envU
†). (2.42)

It can be shown [41] that Eq. (2.42) can be rewritten as:

ρ′ = E(ρ) =
∑

k

EkρE
†
k, (2.43)

where ρ is the qubit system density matrix before the evolution and E(ρ) is the
density matrix of the same system after the evolution under the process E . This
is called the ‘operator sum representation’. The set of operators {Ek} (also called
‘Kraus operators’) must fulfill

∑
k

E†
kEk = I to preserve the trace of the density

matrix.

The set of Kraus operators {Ek} can be decomposed using the Pauli basis (see
Sec. 3.2):

E(ρ) =
∑

i,j

χi,jPiρPj, Pi, Pj ∈ Pn. (2.44)

The matrix χ here is called ‘chi-matrix’ and it is often used to describe quantum
processes. Generally, the basis for the decomposition does not have to be the Pauli
basis and any other bases can be used. However, the Pauli basis is often used for chi-
matrices in the literature and will be used throughout this work. Such an approach
allows to describe processes happening with open qubit systems. The chi-matrix
fully describes an operation acting on an open system as unitary matrices describe
processes happening in closed systems.

The chi-matrix representation is closely related to the Choi-Jamio lkowski isomor-
phism [49, 50]. The isomorphism is between quantum processes and density matrices
of a special form in an extended space. Choi matrices are defined as follows:

ρE = (E ⊗ I) |Ψ⟩ ⟨Ψ| , (2.45)

where |Ψ⟩ =
1√
d

d∑
i=1

|i⟩ ⊗ |i⟩ is a maximally entangled state of two subsystems. The

chi-matrix is equivalent to the Choi-matrix if they are represented in the same basis
χE ∼ ρE .

2.4 Fidelity

Various experimental factors such as imperfect hardware control or coupling to the
environment described above prevent experimental implementations from being ex-
actly like the ideal operations. Therefore, it is desirable to have some kind of measure
to estimate how well experimental operations match their theoretically desired coun-
terparts, e.g. as described in Sec. 2.2. A quantity called ‘fidelity’ is often used in
the literature for this purpose, but the definition can vary sometimes. Here we give
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definitions for the fidelity between quantum states and between quantum processes
used throughout this work.

The fidelity between two quantum states, represented by density matrices ρ, σ, is
defined as follows (as opposed to the definition without a square in the end):

Fst(ρ, σ) =

(
tr
√√

ρσ
√
ρ

)2

. (2.46)

For two pure states this is equivalent to:

Fst(|ψρ⟩ , |ψσ⟩) = | ⟨ψρ|ψσ⟩ |2. (2.47)

The fidelity between two quantum processes E ,F can be defined via the Choi-
Jamio lkowski isomorphism and can be expressed as a state fidelity between the
corresponding Choi-matrices or chi-matrices:

Fpro(E ,F) = Fst(ρE , ρF) = Fst(χE , χF). (2.48)

In the following text labels st, pro will be omitted, assuming it is clear if we are talking
about state or process fidelity.



22

Chapter 3

Quantum error correction basics

Practically useful quantum algorithms will require billions of operations to be applied
to qubits [51]. The state of a qubit changes continuously and even a small error in
quantum gates can add up and lead to incorrect results of the computation. At
the same time, there is no way to make qubit manipulation perfect. Therefore, it
is required to have a solution which allows quantum computation to work in the
presence of finite errors.

One approach to make quantum computers resilient against errors is to perform
quantum error correction (QEC). This chapter introduces some concepts of QEC
important for the scope of this work. The reader can refer to Ref. 52, 53, 54 for a
more thorough introduction.

3.1 Basic concept

The main idea of quantum error correction is to use several physical qubits to encode
information redundantly into fewer logical qubits. Such an encoding can make logical
information robust against certain errors. For example, we can consider a repetition
code inspired by a classical repetition code. We encode one logical qubit using three
physical qubits in the following way:

|0⟩L = |000⟩ , |1⟩L = |111⟩ . (3.1)

These two states are called ‘codewords’ of the error-correcting code. This encoding
will protect the logical state from a single X-error (bit flip) on any physical qubit.
For example, if an X-error happens on qubit 1, the logical state can still be recovered
as |0⟩L since two other qubits remained in 0:

|0⟩L = |000⟩ X1−→ |100⟩ decoding−−−−−→ |0⟩L . (3.2)

Here a majority vote is applied to decode what logical state is encoded in physical
qubits:

|000⟩
|001⟩
|010⟩
|100⟩

decoding−−−−−→ |0⟩L ,

|011⟩
|101⟩
|110⟩
|111⟩

decoding−−−−−→ |1⟩L . (3.3)
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However, if two X-errors happen the code will not be able to protect the logical
information and the decoded state will be wrong:

|0⟩L = |000⟩ X1X2−−−→ |110⟩ decoding−−−−−→ |1⟩L . (3.4)

This can be solved by increasing the redundancy of the encoding, e.g. five physical
qubits can be used:

|0⟩L = |00000⟩ , |1⟩L = |11111⟩ . (3.5)

This repetition code will protect from two bit flips but will fail if three bit flips
happen.

The ability of an error-correcting code to protect from errors is closely related to the
notion of distance of the code. The distance d of the code is defined as the number
of bits (qubits) that must be affected to change one valid codeword to another.

|0⟩L = |000⟩ X1X2X3−−−−−→ |111⟩ = |1⟩L (3.6)

|0⟩L = |00000⟩ X1X2X3X4X5−−−−−−−−→ |11111⟩ = |1⟩L (3.7)

The first code is the distance-3 repetition code and the second is the distance-5

repetition code. Usually, a code with distance d is robust against t = ⌊d− 1

2
⌋ errors

on different bits (qubits).

However, the codes we have considered above only protect against bit flip errors,
while other errors can occur to qubits during quantum computation. Other QEC
codes are also based on the idea of redundant encoding but encoding and decoding
mechanisms are more sophisticated to make these codes robust against arbitrary
errors. In the next sections we will introduce some mathematical framework before
continuing with the QEC codes used in this work.

3.2 Pauli group and Pauli errors

It is convenient to work with the Pauli group to discuss errors that can happen to
a logical state as argued in Ref. 52. The Pauli group is constructed using the Pauli
matrices:

I =


1 0

0 1


 , X =


0 1

1 0


 , Y =


0 −i
i 0


 , Z =


1 0

0 −1


 . (3.8)

These matrices form a basis of the vector space of 2 × 2 matrices.

The Pauli group on n qubits Pn can be defined as a group consisting of tensor
products of Pauli matrices on n qubits with factors ±1, ±i:

Pn =

{
n⊗

i=1

Pi | Pi ∈ {±I,±iI,±X,±iX,±Y,±iY,±Z ± iZ}
}
. (3.9)
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Here, the index i denotes which qubit the element is applied to. The factors ±1,
±i are needed to close the group under multiplication. It can also be said that the
group is generated by the following elements:

Pn =

〈
n⊗

i=1

Pi | Pi ∈ {X, Y, Z}
〉
, (3.10)

where ⟨A,B,C⟩ denotes a group generated by A,B,C. This group has the following
properties based on the properties of the Pauli matrices:

1. Elements of the group either commute or anticommute

∀P,Q ∈ Pn ⇒ either [P,Q] = 0 or {P,Q} = 0

2. The square of any element is ±I
∀P ∈ Pn ⇒ P 2 ∈ {+I,−I}

3. The group elements span the space of 2n × 2n matrices, similarly to Pauli
matrices spanning the space of 2 × 2 matrices

The number of non-identity elements of P ∈ Pn is called the weight of P or wt(P ).
For example, P = I1 ⊗X2 ⊗ I3 ⊗ Y4 ≡ X2Y4 has weight 2.

It follows from property 3 that an arbitrary unitary error on n qubits can be decom-
posed into a linear combination of elements of the Pauli group Pn (Pauli errors).
Moreover, it can be shown that if a QEC code can correct all weight-t Pauli errors, it
can correct an arbitrary t-qubit error [55, 56]. Thus, in the following we will mostly
talk about correcting Pauli errors.

3.3 Clifford group

Another group useful for quantum error correction is the Clifford group [52]. The
Clifford group Cn on n qubits is defined as the group of unitaries normalizing the
Pauli group Pn, i.e. elements of this group map elements of Pn to other elements of
Pn:

Cn = {U | UPU † ∈ Pn,∀P ∈ Pn}. (3.11)

It was shown that a quantum circuit starting in a computational basis state, con-
taining only gates from the Clifford group and measurements in a Pauli basis can be
efficiently simulated on a classical computer [57]. Therefore, a quantum computer
should be capable of executing some gates not from the Clifford group to outperform
classical computers.

Let us consider some of the basic gates from Sec. 2.2, namely H,S, CNOT, and
T . The action of a quantum gate can be described in terms of its effect on the
generating elements of the Pauli group Pn since it forms a basis for 2n×2n matrices.
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The H-gate and the S-gate do not change the Pauli group under conjugation, so
they belong to the Clifford group:

H : X → Z S : X → Y (3.12)

Z → X Z → Z (3.13)

The same is true for the CNOT-gate; it also belongs to the Clifford group:

CNOT : I ⊗X → I ⊗X (3.14)

X ⊗ I → X ⊗X (3.15)

I ⊗ Z → Z ⊗ Z (3.16)

Z ⊗ I → Z ⊗ I (3.17)

In fact, the Clifford group on n qubits is generated by H, S, and CNOT. However,
the Clifford group alone is not enough to implement an arbitrary multi-qubit unitary
gate, i.e. the Clifford group is not a universal gate set.

A universal gate set can be obtained if a non-Clifford gate is added to the Clifford
group. For example, the T -gate can be added since {H,T,CNOT} is a universal
gate set as discussed in Sec. 2.2. The T -gate does not belong to the Clifford group
since:

T : X → e−iπ/4


0 1

i 0


 (3.18)

Z → Z (3.19)

Usually, one is interested in a QEC code that allows for a ‘fault-tolerant’ implemen-
tation of a universal gate set on the logical level as will be discussed in Sec. 3.7.
However, the fault-tolerant implementation of non-Clifford gates is challenging in
many QEC code popular nowadays while at least one of these gates is necessary for
a universal gate set. On the other hand, some other QEC codes offer fault-tolerant
non-Clifford gates but do no support a fault-tolerant implementation of the entire
Clifford group.

3.4 Stabilizer codes

QEC codes can be constructed in various ways. Intuitively, a QEC code can be
defined by the way logical states are mapped to physical states and vice versa, i.e.
their encoder and decoder (see Sec. 3.1). For example, in the repetition code the
encoding is given by Eq. (3.1) and the decoding is given by Eq. (3.3). However,
there are other ways to define a QEC code, for example using stabilizer formalism
which will be outlined below.
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A stabilizer code T (S) is defined by a set of stabilizers S. The set of stabilizers S
has the following properties:

1. The set S is a subset of the Pauli group Pn

S ⊂ Pn

2. The set S does not contain −I
−I /∈ S

3. The set S is a group

∀Si, Sj ∈ S ⇒ SiSj ∈ S

4. The group S is Abelian

∀Si, Sj ∈ S ⇒ SiSj = SjSj

The stabilizer group can describe a QEC code by defining its codespace, i.e. a
subspace of the Hilbert space spanned by all possible codewords. The codespace of
T (S) is defined as the simultaneous +1 eigenstate of all stabilizers in S:

T (S) = {|ψ⟩ | S |ψ⟩ = |ψ⟩ ,∀S ∈ S} . (3.20)

The idea behind using stabilizers is that they can detect errors which anticommute
with them. Let us assume we have an error E ∈ Pn and ∃S ∈ S | {E, S} = 0. If
this error E acts on the codestate |ψ⟩, it brings it out of the codespace. The new
state |ψ′⟩ = E |ψ⟩ is no longer a valid codeword since it is not an eigenstate of the
stabilizer S:

S |ψ′⟩ = SE |ψ⟩ = −ES |ψ⟩ = −E |ψ⟩ = − |ψ′⟩ . (3.21)

The normalizer N (S) of the stabilzier group S can be considered to generalize this
property and describe the class of errors that can be detected by a stabilizer code.
The normalizer N (S) contains all the elements of the Pauli group Pn that commute
with the group S:

N (S) = {N ∈ Pn | [S,N ] = 0,∀S ∈ S}. (3.22)

Three subsets of the Pauli group Pn naturally emerge here:

1. Stabilizer group S
These elements are stabilizers of any codeword, they act trivially on any code-
word:

S |ψ⟩ = |ψ⟩ , S ∈ S. (3.23)

2. Set difference of the normalizer and the stabilizer group N (S) \ S
The elements of this subset change the state, but it remains a valid codeword
since these elements commute with all the stabilizers:

SN |ψ⟩ = NS |ψ⟩ = N |ψ⟩ , N ∈ N (S) \ S, S ∈ S. (3.24)
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This means that the elements of this subset are logical operators of the code
since they transform one valid logical state to another.

There is a certain freedom in how the logical operators are defined, i.e. what
will be logical ZL and XL for the code. We can have a look at the factor group
N (S)/S. Any maximal Abelian subgroup of N (S)/S can be chosen to be the
logical ZL operators. After that, the appropriate elements of N (S)/S can be
chosen to be logical XL operators to match the commutation relations with
logical ZL. For example, in the case of one encoded logical qubit the factor
group will be generated by cosets of the logical Paulis and the stabilizer group
S:

N (S)/S = ⟨iIS,XLS, ZLS⟩. (3.25)

Generally, the factor group N (S)/S is isomorphic to the Pauli group Pk action
on k logical qubits. The stabilizer group S represents the identity operator of
the Pauli group Pk.

3. Set difference of the Pauli group and the normalizer Pn \ N (S)

These elements are errors; they bring the state out of the codespace since there
are stabilizers they anticommute with:

SE |ψ⟩ = −ES |ψ⟩ = −E |ψ⟩ , E /∈ N (S),∃S ∈ S. (3.26)

Summarizing, if the error E /∈ N (S) it can be detected because it anticommutes
with some stabilizers. If the error E ∈ S it is not really an error since it acts trivially
on any codeword and does not change the logical state. Therefore, we can conclude
that a stabilizer code can detect errors E /∈ N (S) \ S.

Now, let us discuss which errors a stabilizer code can correct, rather than just detect.
The error E can be described by an error syndrome, i.e. a set of measurements
identifying an error. For a stabilizer code T (S) the list of measured eigenvalues of
the generators of the stabilizer group S will be such an error syndrome. The code
must be able to distinguish different errors to correct them, hence different errors
should have different error syndromes. Once the error is identified based on the error
syndrome, an appropriate correction procedure can be applied, e.g. E†. We write
E† to highlight that this is an inverse to E, but E is Hermitian since E ∈ Pn, thus
E = E†. Let us assume we have two errors E and F and they have the same error
syndrome. It follows that they commute/anticommute with the same stabilizers:

[E, Sc] = 0, [F, Sc] = 0, ∀Sc ∈ Sc ⊂ S, (3.27)

{E, Sa} = 0, {F, Sa} = 0, ∀Sa ∈ Sa ⊂ S. (3.28)

This is equivalent to E†F commuting with any stabilizer S ∈ S because such S
either commutes or anticommutes with both errors:

E†FSc = E†ScF = ScE
†F ∀Sc ∈ Sc ⊂ S, (3.29)

E†FSa = −E†SaF = SaE
†F ∀Sa ∈ Sa ⊂ S. (3.30)

Consequently, errors E,F for which E†F ∈ N (S) have the same error syndromes
and can not be distinguished.
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However, we can say that a stabilizer code can correct a set of errors E ⊂ Pn iff
E†F /∈ N (S) \ S,∀E,F ∈ E . The errors E,F /∈ N (S) can be distinguished and
corrected according to their error syndromes. While the errors E†F ∈ S can not be
distinguished, they act on codewords in the same way since E†F = S ∈ S:

E |ψ⟩ = ES |ψ⟩ = EE†F |ψ⟩ = F |ψ⟩ . (3.31)

The correction procedure for them is the same.

Summarizing, the stabilizer group S determines the error-correcting properties of
the stabilizer code T (S). The distance d of the stabilizer code is the minimal weight
of an operator in N (S) \S since that is the minimal number of qubits which should
be affected by the operator to change one valid codeword to another. If a stabilizer
code has n physical qubits and a stabilizer group S has s stabilizer generators then
the code will encode k = n− s logical qubits. Such a code is frequently denoted as
[[n, k, d]] code, where [[ ]] emphasizes that the code is a quantum error-correcting
code as opposed to classical error-correcting codes denoted with [ ].

3.4.1 Stabilizer measurement

Experimentally, stabilizer eigenvalues of an encoded state |ψ⟩ can be measured di-
rectly by measuring the state |ψ⟩ in the computational basis. However, this will
project the state |ψ⟩ into one of the computational basis states and erase the en-
coded logical information. Such a procedure is only sensible at the end of the
computation. Therefore, usually stabilizer eigenvalues are measured by mapping
their values to auxiliary qubits with the Hadamard test. In the following we will
refer to this procedure as ‘stabilizer measurement’ or ‘stabilizer mapping’.

U

HH|0〉

|ψ〉 |ψ′〉Data

Aux

Figure 3.1: Quantum circuit for the Hadamard test.

Let us consider the circuit in Fig. 3.1 with a data state |ψ⟩ and an auxiliary qubit;
the operator U here is a unitary. The resulting state of the system right before the
measurement of the auxiliary qubit can be written as:

|Ψ⟩ = HauxCUaux,dataHaux |0⟩ |ψ⟩ =
1√
2
HauxCUaux,data(|0⟩ + |1⟩) |ψ⟩

=
1√
2
Haux(|0⟩ |ψ⟩ + |1⟩U |ψ⟩) =

1

2
[|0⟩ (I + U) |ψ⟩ + |1⟩ (I − U) |ψ⟩] . (3.32)

After the measurement of the auxiliary qubit, the data qubits will be in one of the
states:

|ψ′
0⟩ = (I + U) |ψ⟩ , (3.33)

|ψ′
1⟩ = (I − U) |ψ⟩ . (3.34)
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Both states are eigenstates of the unitary U :

U |ψ′
0⟩ = + |ψ′

0⟩ , (3.35)

U |ψ′
1⟩ = − |ψ′

1⟩ . (3.36)

If U is a stabilizer U = S, there are three cases possible:

1. There was no error

U |ψ⟩ = S |ψ⟩ = |ψ⟩
|Ψ⟩ = |0⟩ |ψ⟩
The outcome of the auxiliary qubit measurement will be 0 and the state of the
data qubits will be |ψ⟩. No action needs to be taken.

2. There was an error E which anticommutes with the stabilizer {E, S} = 0

UE |ψ⟩ = SE |ψ⟩ = −E |ψ⟩
|Ψ⟩ = |1⟩E |ψ⟩
The outcome of the auxiliary qubit measurement will be 1 and the state of
the data qubits will be E |ψ⟩. The appropriate correction must be applied to
cancel the error E.

3. There was an error E which commutes with the stabilizer [E, S] = 0

UE |ψ⟩ = SE |ψ⟩ = E |ψ⟩
|Ψ⟩ = |0⟩E |ψ⟩
The outcome of the auxiliary qubit measurement will be 0 and the state of the
data qubits will be E |ψ⟩. Such an error can only be detected by a different
stabilizer.

The example circuits for U ∈ {X,Z} are given in Fig. 3.2. The circuit for the Z
measurement can be simplified since the CZ-gate is symmetric:

HauxCZaux,dataHaux = HauxCZdata,auxHaux = CXdata,aux = CNOTdata,aux. (3.37)

HH|0〉

|ψ〉 |ψ′〉Data

Aux |0〉

|ψ〉 |ψ′〉Data

Aux

X measurement Z measurement

Figure 3.2: Quantum circuits for measuring X and Z operators with the Hadamard
test.

Overall, based on the auxiliary qubit measurements outcome the error syndrome can
be obtained when all stabilizer group generators are measured. This error syndrome
allows one to find an appropriate correction procedure. However, the necessity
to couple auxiliary qubits to data qubits for the stabilizer measurement induces
problems which will be discussed in Sec. 3.7.
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3.4.2 Logical state preparation

An important step for the QEC protocols is the logical state preparation. It is
sufficient to consider only the codes encoding one logical qubit for the scope of this
work. However, the logic provided in the following can be easily extended to codes
encoding multiple logical qubits [54].

Any logical state |ψ⟩L is a +1 eigenstate of all stabilizers S. However, there is still
freedom in what logical information this state encodes. A logical state will be fully
defined if we specify which logical operator it is an eigenstate of, e.g. |0⟩L is a +1
eigenstate of ZL and |−⟩L is a −1 eigenstate of XL. Therefore, for example, for |0⟩L:

S |0⟩L = |0⟩L , ∀S ∈ S, (3.38)

ZL |0⟩L = |0⟩L . (3.39)

We can consider the following state |ψ⟩, where a is just a normalization factor:

|ψ⟩ = a
∑

S∈S
S |0 . . . 0⟩ (3.40)

This state contains a sum of all stabilizers from the group, so it is an eigenstate of
any stabilizer:

S ′ |ψ⟩ = aS ′
∑

S∈S
S |0 . . . 0⟩ = a

∑

S∈S
S ′S |0 . . . 0⟩ = a

∑

S′′∈S
S ′′ |0 . . . 0⟩ . (3.41)

This means that |ψ⟩ is a codeword. There is freedom in how the logical ZL is
chosen, and for many stabilizer codes it can be chosen in a way that |0 . . . 0⟩ is its
+1 eigenstate (see Ch. 4.1, 4.2 in Ref. 54 for details):

ZL |0 . . . 0⟩ = |0 . . . 0⟩ . (3.42)

Then, the state |ψ⟩ is the |0⟩L state:

|0⟩L = a
∑

S∈S
S |0 . . . 0⟩ . (3.43)

This construction can be simplified a bit to give a better recipe for how this state
can be prepared experimentally. The expression can be rewritten in a different from
using the stabilizer group generators Si of an [[n, k, d]] code:

|0⟩L = a

n−k∏

i=1

(I + Si) |0 . . . 0⟩ . (3.44)

Expressions in Eq. (3.43) and Eq. (3.44) are equivalent. This can be seen by noting
that expanding the product will yield sums of all products of the generators, which
produce by definition the entire group. Now it is clear that the state can be prepared
experimentally by an application of n− k consecutive operations.

The |1⟩L state can be obtained by applying a logical XL operator:

|1⟩L = XL |0⟩L = aXL

n−k∏

i=1

(I + Si) |0 . . . 0⟩ . (3.45)
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3.5 Subsystem codes

Another family of codes are subsystem codes [58, 59]. They share some features
with stabilizer codes and can be considered a generalization of stabilizer codes.

A subsystem code is defined by its gauge group G, a subgroup of the Pauli group Pn.
The group G does not have to be Abelian. The center of the group G is the stabilizer
group S. The center S contains all the elements which commute with every element
of G. A stabilizer code is a special case of a subsystem code when S = G, so G is
Abelian. The codewords of a subsystem code are the +1 eigenstates of all elements
of S. Morever, codewords are considered equivalent if they differ by the application
of a linear combination of elements from G \ S.

Stabilizer codes and subsystem codes can be generated in the following way [59]. We
start with a Pauli group Pn for n physical qubits. It is generated by the following
operators {iI,X1, Z1, . . . , Xn, Zn}1, where Xi is an operator acting as X on qubit i
and as I on other qubits. In some sense n physical qubits are defined by 2n Pauli
operators {X1, Z1, . . . , Xn, Zn}. We can take a set of 2n different operators from Pn

{X ′
1, Z

′
1, . . . , X

′
n, Z

′
n} such that they obey the same commutation relations among

each other as in the initial set {X1, Z1, . . . , Xn, Zn}. The new operators define n
new ‘virtual’ qubits; the states defining the virtual qubits are linear combinations
of the states of the physical qubits. The new operators behave like the initial single
qubit Pauli operators when acting on these virtual qubits. The new operators can
be chosen in multiple ways and this will spawn different QEC codes. These new op-
erators can be some combinations of X and Z operators acting on different physical
qubits, e.g. X ′

1 = X ⊗ Z ⊗ X ⊗ I ⊗ · · · ⊗ I. Analogously, the new virtual qubits
are not the same physical qubits, they represent some ‘combinations’ of the physical
qubits.

A stabilizer code can be formed by defining s ≤ n operators as stabilizers such that
they commute and do not contain −I to form a stabilizer group S = ⟨S1, . . . , Ss⟩.
One can pick first Z ′ operators as stabilizers Sj = Z ′

j for j = 1, . . . s, without loss
of generality. The stabilizer group ‘fixes’ s out of n virtual qubits. Now, there
are k = n − s logical qubits left. The logical operators for the k logical qubits are
contained in the normalizer of the stabilizer group as discussed above (see Sec. 3.22):

N (S) = ⟨iI, Z ′
1, . . . , Z

′
s, Z

′
s+1, . . . Z

′
n, X

′
s+1, . . . X

′
n⟩. (3.46)

The operators ⟨iI, Z ′
s+1, . . . Z

′
n, X

′
s+1, . . . X

′
n⟩ generate the Pauli group for k logical

qubits. However, operators multiplied by any stabilizer act in the same way on the
logical qubits, e.g. Z ′

n ∼ Z ′
nS1. Hence, we can associate the factor group with the

Pauli group N (S)/S ∼= Pk.

Now, one can introduce a gauge group G to form a subsystem code. r ≤ n− s more
operators from the initial set can be added to the gauge group:

G = ⟨iI, S1, . . . , Ss, Z
′
s+1, . . . Z

′
s+r, X

′
s+1, . . . , X

′
s+r⟩. (3.47)

1The imaginary unit i in iI spans elements {±I,±iI}.
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The gauge group made r qubits ‘gauge’ qubits and we have k = n − s − r logical
qubits left. The logical operators acting on these k qubits are

L = ⟨iI, Z ′
s+r+1, . . . Z

′
n, X

′
s+r+1, . . . X

′
n⟩. (3.48)

Similarly, the factor group N (S)/G ∼= Pk can be associated with the Pauli group
action on k logical qubits.

Normalizer N(S)

Gauge group G

Stabilizer group S

Figure 3.3: Group structure of a subsystem code. The code is defined by a gauge
group G, the stabilizer group S is the center of the gauge group.

Summarizing, we have a nested group structure S ⊂ G ⊂ N (S) (see Fig. 3.3). The
stabilizer group S with s generator fixes the codespace with n − s virtual qubits.
Then, these n − s virtual qubits are split into r gauge qubits and k logical qubits
by the gauge group G with r additional generators2. It can be shown [59] that with
the described properties of the gauge group any codeword can be split into a tensor
product of gauge qubits and logical qubits:

|ψ⟩ = |l⟩L ⊗ |g⟩G . (3.49)

Operators from the stabilizer group act trivially on the codewords:

S |ψ⟩ = |ψ⟩ , S ∈ S. (3.50)

Operators from the gauge group act only on the gauge qubits:

G |ψ⟩ = |l⟩L ⊗G |g⟩G = |l⟩L ⊗ |g′⟩G G ∈ G. (3.51)

The operators from G \ S act non-trivially on the gauge qubits. The factor group
G/S ∼= Pr can be associated with the Pauli group acting on the gauge qubits, since
operators G ∼ GS act in the same way.

Finally, operators from L act only on the logical qubits:

L |ψ⟩ = L |l⟩L ⊗ |g⟩G = |l′⟩L ⊗ |g⟩G L ∈ L. (3.52)

2Some stabilizer codes can be turned into subsystem codes if some stabilizer generators are replaced
by gauge operators. A detailed example for the [[9, 1, 3]] Shor code [55] can be found in Ref. 60.
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These operators are called ‘bare’ logical gates. At the same time, operator L ∼ LG
will act in the same way on the logical qubits but will change the gauge qubits as
well.

LG |ψ⟩ = L |l⟩L ⊗G |g⟩G = |l′⟩L ⊗ |g′⟩G L ∈ L, G ∈ G. (3.53)

This is a ‘dressed’ logical gate. Overall, the factor group N (S)/G ∼= Pk can be
associated with the Pauli group acting on the logical qubits, since operators L ∼ LG
act the same way on the logical qubits.

3.5.1 Code switching

Subsystem codes are important in the scope of this work because they can be used
for code switching [61–64]. The idea of code switching is to coherently transfer
encoded logical information from one code to another. Every QEC code has its
advantages and disadvantages like robustness to certain types of errors or efficient
implementations of certain logical gates. Code switching offers the option to use
several QEC codes in a single quantum circuit to utilize the benefits of these codes
and avoid their drawbacks. For example, using code switching two complimentary
QEC codes can be combined to obtain a fault-tolerant implementation of a universal
logical gate set, which is challenging to achieve in a single QEC code (see Sec. 3.7.3).

SA SBS

G

Figure 3.4: Group structure necessary for code switching between two stabilizer
codes SA,SB through a subsystem code G.

In this work code switching will be performed between two stabilizer codes. Let us
consider two stabilizer codes defined by stabilizer groups SA,SB and a subsystem
code define by a gauge group G. These groups should be chosen in such a way that
the stabilizer group of the subsystem code S is a subset of both stabilizer groups
SA,SB of the stabilizer codes (see Fig. 3.4):

S ⊂ SA, S ⊂ SB. (3.54)

If this is true, a codeword of one of the stabilizer codes will also be a codeword of the
subsystem code, since it is also stabilized by S. Codewords of the stabilizer codes
encoding logical state l (e.g. logical 0) can be represented in the following form:

|l⟩A = |lA⟩L ⊗ |gA⟩G , (3.55)

|l⟩B = |lB⟩L ⊗ |gB⟩G . (3.56)
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Both states are codewords of the subsystem code, but they can differ by the state of
the logical qubits |lA⟩L ̸= |lB⟩L and by the state of the gauge qubits |gA⟩G ̸= |gB⟩G,
even if they both encode the same logical information in the stabilizer codes.

However, we will also require logical operators L of all three codes to be the same.
Then, the states |l⟩A , |l⟩B representing the same logical state l for the stabilizer
codes must have the same logical state in the subsystem code lA = lB = l and the
same state of the logical qubits in the subsystem code |lA⟩L = |lB⟩L = |l⟩L:

|l⟩A = |l⟩L ⊗ |gA⟩G , (3.57)

|l⟩B = |l⟩L ⊗ |gB⟩G . (3.58)

These two state only differ by the state of the gauge qubits |gA⟩G ̸= |gB⟩G. Therefore,
the logical information can be transferred from code A to code B, if the state of the
gauge is changed |gA⟩G → |gB⟩G. One can apply an element G ∈ G \ S, which only
changes the state of the gauge qubits to do this:

G |l⟩A = |l⟩L ⊗G |gA⟩G = |l⟩L ⊗ |gB⟩G = |l⟩B . (3.59)

This is called ‘gauge fixing’. The element G required for code switching A → B
can be found by measuring stabilizer expectation values for SB \ SA since |l⟩A is
not an eigenstate of these stabilizers but |l⟩B is. We will call the outcome of this
measurement ‘switching syndrome’.

Summarizing, we start with a logical state encoded in code A, e.g. |0⟩A. This is also
a codeword in the subsystem code since they share the stabilizer group S. Moreover,
the logical state is the same in the subsystem code since code A and the subsystem
code share the logical operators, thus |0⟩A = |0⟩L ⊗ |gA⟩G. We can find a specific
gauge operator G (based on the switching syndrome) such that |gA⟩G → |gB⟩G and

thus |0⟩A → |0⟩B: |0⟩A = |0⟩L ⊗ |gA⟩G
G−→ |0⟩L ⊗ |gB⟩G = |0⟩B.

This describes the mathematical basis for code switching between two stabilizer
codes through a subsystem code. More details and examples will be given in Sec. 7.3.

3.6 The [[7, 1, 3]] color code

After describing general ideas of the stabilizer codes in the previous sections, we will
continue with the specific stabilizer code and the associated techniques used in this
work. The main QEC code used in this work is the [[7, 1, 3]] 2D color code [65], also
known as the Steane code [40]. This is the minimal instance of the color code family.
The code is defined by stabilizers supported on three plaquettes as in Fig. 3.5.

There are six generators of the stabilizer group, three Z-stabilizers and three X-
stabilizers. The [[7, 1, 3]] code is a Calderbank-Steane-Shor (CSS) code [40, 66],
i.e. the set of stabilizer generators can be split into two sets: one containing only
X-stabilizers and another containing only Z-stabilizers.
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Figure 3.5: The [[7, 1, 3]] color code, its stabilizer generators, and logical Pauli op-
erators.

The ZL, XL logical operators are supported on all seven qubits:

ZL = Z1Z2Z3Z4Z5Z6Z7, (3.60)

XL = X1X2X3X4X5X6X7.

The following operators are stabilizer-equivalent to the logical operators:

Z ′
L = S

(1)
Z ZL = Z5Z6Z7, (3.61)

X ′
L = S

(1)
X XL = X5X6X7.

These are the minimal weight logical operators, so the code has distance
dZ = dX = d = 3. It encodes one logical qubit into seven physical qubits, thus it
is a [[7, 1, 3]] code.

3.6.1 Logical gates

The logical ZL and XL can be implemented in a ’qubit-wise’ fashion in the [[7, 1, 3]]
code as in Eq. (3.60). Let us consider the implementation of other logical gates
from the Clifford group. Any logical gate UL should turn a valid codeword into
another valid codeword, i.e. keep the state in the codespace. This statement can be
reformulated in the language of stabilizers. If the state |ψ⟩ is stabilized by the group
S, the state UL |ψ⟩ will be stabilized by the group S ′ = {S ′ = ULSU

†
L, S ∈ S}:

S |ψ⟩ = |ψ⟩ , ∀S ∈ S, (3.62)

S ′UL |ψ⟩ = ULSU
†
LUL |ψ⟩ = UL |ψ⟩L , ∀S ′ ∈ S ′. (3.63)

If S = S ′, then UL |ψ⟩ is still a valid codeword. Therefore, the logical gate UL must
not change the stabilizer group. Note that this conclusion is valid only for gates UL

from the Clifford group. Non-Clifford gates UL will bring stabilizers out of the Pauli
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group ULSU
†
L /∈ Pn, so S ′ can not coincide with the initial stabilizer group. In the

case of non-Clifford gates the analysis of the logical gates can be done differently,
and an example will be given in Sec. 7.3.

Additionally, a logical gate UL must change the logical Pauli operators in the same
way a physical gate U changes physical Pauli operators (see Eq. (3.12 – 3.19) in
Sec. 3.3). For example, if a logical gate UL is supposed to be a logical Hadamard
gate HL it should transform XL and ZL in the same was as H transforms X and Z:

H : X → Z UL : XL → ZL (3.64)

Z → X ZL → XL (3.65)

The basic gates from the Clifford group can be implemented as follows in the [[7, 1, 3]]
code:

H

H

H

H

H

H

H

H

S†

S

S†

S†

S†

S†

S†

S†

Ph
ys
ic
al
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Figure 3.6: Implementation of the logical gates spanning the Clifford group for the
[[7, 1, 3]] code.

1. CNOT-gate

Let us consider a gate consisting of CNOT-gates applied to two logical qubits
‘qubit-wise’ (see Fig. 3.6):

CNOTL = CNOT1,1 . . .CNOT7,7. (3.66)

Such a gate implements a logical CNOT-gate for any CSS code. In a CSS code
stabilizer generators can be split into X and Z generators, thus the stabilizer
group S ⊗ S is preserved under this gate:

CNOTL : I ⊗ S
(i)
X → I ⊗ S

(i)
X (3.67)

S
(i)
X ⊗ I → S

(i)
X ⊗ S

(i)
X (3.68)

I ⊗ S
(i)
Z → S

(i)
Z ⊗ S

(i)
Z (3.69)

S
(i)
Z ⊗ I → S

(i)
Z ⊗ I (3.70)
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where S
(i)
X , S

(i)
Z ∈ S. The same is true for the logical XL, ZL operators:

CNOTL : I ⊗X1 . . . X7 → I ⊗X1 . . . X7 (3.71)

X1 . . . X7 ⊗ I → X1 . . . X7 ⊗X1 . . . X7 (3.72)

I ⊗ Z1 . . . Z7 → Z1 . . . Z7 ⊗ Z1 . . . Z7 (3.73)

Z1 . . . Z7 ⊗ I → Z1 . . . Z7 ⊗ I (3.74)

This means that the qubit-wise CNOT is indeed a logical CNOT for the
[[7, 1, 3]] code. The qubit-wise implementation of a gate is also a ‘transver-
sal’ implementation of a gate [52]. A transversal gate does not connect any
physical qubits inside the same logical qubit with multi-qubit gates.

2. H-gate

The logical Hadamard can also be implemented as a transversal H-gate for
the [[7, 1, 3]] code (see Fig. 3.6):

HL = H1 . . . H7. (3.75)

The transversal H-gate preserves the stabilizer group for any self-dual CSS
code, i.e. the code where X− and Z−stabilizers have the same support:

HL : S
(i)
X → S

(i)
Z (3.76)

S
(i)
Z → S

(i)
X (3.77)

where S
(i)
X , S

(i)
Z ∈ S. If S

(i)
X and S

(i)
Z act on the same qubits, the stabilizer

group is preserved. The logical Pauli gates are changed accordingly:

HL : X1 . . . X7 → Z1 . . . Z7 (3.78)

Z1 . . . Z7 → X1 . . . X7 (3.79)

Hence, the transversal Hadamard gate implements a logical Hadamard for the
[[7, 1, 3]] code.

3. S-gate

The logical S-gate can be implemented transversally in the [[7, 1, 3]] code (see
Fig. 3.6), however the implementation is slightly different from CNOTL and
HL:

SL = S†
1 . . . S

†
7. (3.80)

Instead of applying S to every qubits, S† must be applied.

It is important for the preservation of the stabilizer group that all the stabilizer
generators are weight 4. The S†-gate changes X to −Y = −iXZ, so for the
stabilizers we get:

SL : S
(i)
X → (−i)4S(i)

X S
(i)
Z = S

(i)
X S

(i)
Z (3.81)

S
(i)
Z → S

(i)
Z (3.82)
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Logical YL for the [[7, 1, 3]] code can be written in the following form:

YL = iXLZL = iX1Z1 . . . X7Z7. (3.83)

The logical Paulis change accordingly:

SL : X1 . . . X7 → (−i)7X1Z1 . . . X7Z7 = iX1Z1 . . . X7Z7 (3.84)

Z1 . . . Z7 → Z1 . . . Z7 (3.85)

which is exactly what the logical SL should do since the S-gate changes X to
Y = iXZ. This is the reasons why the logical SL actually consists of S† gates.

Summarizing, the whole Clifford group can be implemented in the [[7, 1, 3]] as
transversal gates (see Fig. 3.6). Transversal implementations are often easy to im-
plement experimentally and are very useful for fault-tolerance aspects as will be
discussed in Sec. 3.7.

3.6.2 Logical state preparation
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Figure 3.7: Quantum circuit used to prepare the |0⟩L state for the [[7, 1, 3]] code.

We can use the method described in Sec. 3.4.2 to prepare the |0⟩L state for the
[[7, 1, 3]] code. If we apply Eq. (3.44) we get:

|0⟩L = a(I +S
(1)
X )(I +S

(2)
X )(I +S

(3)
X )(I +S

(1)
Z )(I +S

(2)
Z )(I +S

(3)
Z ) |0000000⟩ . (3.86)

|0000000⟩ is already a +1 eigenstate of any S
(i)
Z , so it is also a +1 eigenstate of

I + S
(i)
Z :

|0⟩L = a′(I + S
(1)
X )(I + S

(2)
X )(I + S

(3)
X ) |0000000⟩ . (3.87)

The operation I +X1 . . . Xm can be implemented with gates in the following way:

1√
2

(I +X1 . . . Xm) |0 . . . 0⟩ =
1√
2

(|0 . . . 0⟩ + |1 . . . 1⟩)

= CNOT1,1 . . .CNOT1,mH1 |0 . . . 0⟩ . (3.88)
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Figure 3.8: Simplified quantum circuit used to prepare the |0⟩L state for the [[7, 1, 3]]
code. The circuit is equivalent to the one in Fig. 3.7.

Finally, we can use the circuit in Fig. 3.7 to prepare |0⟩L for the [[7, 1, 3]] code. This
circuit can be simplified a bit to use one fewer CNOT-gate. The equivalent circuit
is shown in Fig. 3.8. Other logical cardinal states can be obtained by applying the
respective logical operations to |0⟩L:

|+⟩L = HL |0⟩L , |+i⟩L = SLHL |0⟩L , (3.89)

|1⟩L = XL |0⟩L , |−⟩L = ZLHL |0⟩L , |−i⟩L = SLZLHL |0⟩L .

3.6.3 Error correction
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Figure 3.9: An example of a correctable and an uncorrectable error for the [[7, 1, 3]]
code. Z-stabilizers yield the same error syndrome for both errors. Weight-1 errors
can be corrected, weight-2 can not.

The error correction capabilities of the [[7, 1, 3]] code are defined by its stabilizer
group. The following properties can be noted to simplify the considerations. The
[[7, 1, 3]] code can correct an arbitrary weight-1 error as a distance-3 code. The
[[7, 1, 3]] code is a CSS code: X- and Z-stabilizer generators are not mixed between
each other. Therefore, X- and Z-errors can be treated separately: Z-stabilizers can
detect X-errors and vice versa. Additionally, the [[7, 1, 3]] code is a self-dual CSS
code, i.e. X- and Z-stabilizers have the same support. It follows that X- and Z-
errors are treated analogously, hence it is enough to consider only one type of errors,
e.g. X-errors.
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Let us consider the examples in Fig. 3.9. If an X-error happens on qubit 2, it can
be detected by stabilizers S

(1)
Z , S

(2)
Z since they anticommute with the error, while the

others commute. There is only one weight-1 error that can lead to this syndrome,
thus it can be uniquely identified. The inverse of the error can be applied to correct
it, i.e. X2. The procedure for Z-errors and X-stabilizers is exactly the same. Other
weight-1 errors can be identified and corrected according to the lookup table in
Tab. 3.1.

However, a weight-2 X-error on qubits 1 and 5 leads to the same error syndrome.
It can be misinterpreted as the X2 error and, after the correction is applied, the
total error will be X1X2X5. This final error is stabilizer-equivalent to the logical
XL = X1X2X5S

(3)
X and the logical state will be corrupted. This illustrates that the

[[7, 1, 3]] code can not correct some weight-2 errors.

Table 3.1: Lookup table for the [[7, 1, 3]] code. Z-stabilizers detect X-errors and
vice versa.

Syndrome Error

(S
(1)
Z/X , S

(2)
Z/X , S

(3)
Z/X)

(1, 0, 0) X1/Z1

(0, 1, 0) X5/Z5

(0, 0, 1) X7/Z7

(1, 1, 0) X2/Z2

(1, 0, 1) X4/Z4

(0, 1, 1) X6/Z6

(1, 1, 1) X3/Z3
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3.7 Fault tolerance

The idea behind QEC is to protect logical information from a noisy environment
or faulty hardware control by doing some additional operations, e.g. redundant
encoding, stabilizer measurements, and corrections. However, these operations can
be faulty themselves since they are subject to the same noise. The idea of fault
tolerance (FT) is to design the QEC procedures in such a way that QEC can be
still beneficial despite the fact that error correction procedures can be erroneous
themselves.

3.7.1 Error propagation

X

X

X

Z

Z

Z

X-errors Z-errors

X X

ZZ

Figure 3.10: Error propagation for Pauli errors through a CNOT-gate.

Many challenges stem from the property of multi-qubit gates (and other operations,
e.g. mid-circuit measurement) to proliferate errors. Let us have a look at the action
of the CNOT-gate on Pauli errors (see Eq. (3.14) in Sec. 3.3). If a weight-1 Pauli
error takes place before the CNOT-gate, it may result in a weight-2 error if we
commute it through the CNOT-gate (see Fig. 3.10). This means that our additional
actions taken to implement error correction can actually increase the error weight.
Eventually, that can lead to uncorrectable errors if our code is incapable of dealing
with higher-weight errors. FT protocols should be built in such a way that this error
propagation does not lead to uncorrectable errors or at least this can be identified.
In the following we will consider some examples of FT circuit design for the [[7, 1, 3]]
code.

3.7.2 Logical state preparation

The state preparation procedure for the [[7, 1, 3]] code illustrated in Fig. 3.8 is vul-
nerable to dangerous error propagation. If a weight-1 X-error happens at one of the
locations in Fig. 3.11, it will propagate to a weight-2 error which is not correctable
for the [[7, 1, 3]] code. One way to tackle this problem is so-called ‘flag’ qubits [67].

We can take an auxiliary qubit and map the logical Z ′
L = Z2Z4Z6 = ZLS

(1)
Z S

(2)
Z S

(3)
Z

operator to this auxiliary qubit. If no errors occur, the prepared state |0⟩L is an
eigenstate of Z ′

L so the auxiliary qubit will not be flipped. However, if one of the
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Figure 3.11: Modified version of the circuit in Fig. 3.8. The flag qubit catches
dangerous error propagation with an additional ZL measurement.

two errors in Fig. 3.11 happens, it will also propagate to the auxiliary qubit and flip
it. The auxiliary qubit will flag a dangerous error, hence the name.

Once the auxiliary qubit flags, one can either discard the state and start over or
perform additional measurements to figure out which dangerous error happened and
correct it. In experimental results of this work whenever the circuit flags, the run is
discarded and we start over.

3.7.3 Logical gates

Application of a logical gate can propagate errors and increase the error weight.
However, if a logical gate implementation is transversal, there is no dangerous error
propagation since there are no multi-qubit gates between physical qubits of the same
logical qubit, e.g. all the physical gates are applied qubit-wise (see Fig. 3.12). The
errors can still propagate in case of a two-qubit gate, but it will propagate to another
logical qubit. For example in Fig. 3.12 both logical qubits will only have a weight-1
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error on each, which is correctable for the [[7, 1, 3]] code.
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Figure 3.12: Error propagation for transversal implementations of logical gates.

Therefore, transversal logical gate implementations are preferable since they are
intrinsically fault-tolerant. The [[7, 1, 3]] code allows one to implement the entire
Clifford group transversally, but the Clifford group is not enough for a universal
gate set (see Sec. 3.3). The T -gate can be added to the Clifford group to form a
universal gate set, but it does not have a transversal implementation for the [[7, 1, 3]]
code. Moreover, the Eastin-Knill theorem [68] states that no QEC code can have a
transversal implementation of a universal gate set.

This means that at least one of the gates from the universal gate set must be
implemented in a non-transversal fashion. There are various ideas how this can be
done fault-tolerantly including magic state injection [69, 70], lattice surgery [71, 72]
and code switching [61, 62]. All these approaches fulfill fault-tolerance requirements
at the cost of large gate/qubit overhead. Experimental magic state injection and
code switching results will be presented in this work in Sec. 7.

3.7.4 Stabilizer measurement

Error propagation problems also affect stabilizer measurements (see Sec. 3.4.1),
which is one of the most common operations in QEC with stabilizer codes. Let
us consider an example: measuring the S

(3)
X stabilizer for the [[7, 1, 3]] code with the

Hadamard test (see Fig. 3.13). The auxiliary qubit is used to map the stabilizer
expectation value, but an error on the auxiliary qubit can propagate back to the
data qubits and results in an uncorrectable configuration. The same approach (see
Sec. 3.7.2) with flag qubits [67] can be used here. One flag qubit can be added and
connected to the auxiliary qubit for the stabilizer mapping to catch dangerous error
propagation. If the flag qubit is flipped, the measurement should be discarded or
additional measurements should be performed to determine which error happened
exactly.
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Figure 3.13: Error propagation for the measurement of the S
(3)
X stabilizer for the

[[7, 1, 3]] code with the Hadamard test. The flag qubit catches dangerous error
propagation.

In this particular example all the stabilizers needed for the error syndrome should
be measured in the same way with flags. However, there are more sophisticated
ways to measure an error syndrome in a fault-tolerant way, e.g. a self-flagging
scheme [73] which is based on the same principle, but three stabilizers are measured
simultaneously serving as flags for each other. This scheme requires fewer auxiliary
qubits.
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Chapter 4

Trapped ion basics

Various physical platforms can be used for quantum information processing [74]:
superconducting quantum systems, trapped ions, neutral atoms, quantum dots, and
many others. A physical platform encoding quantum information should possess
certain features to make a good quantum computer [75] such as the following: the
encoded information can be manipulated to perform required computations, the
encoded information can be preserved when the system is left alone, and the infor-
mation can be read out.

In this work, trapped ions are used as the physical basis for quantum information
processing. Each trapped ion serves as a qubit and their electronic and motional
states are manipulated with laser light. This chapter describes the main physical
principles governing the behavior of trapped ions interacting with laser light and
how they lead to the desired quantum computing operations.

4.1 Paul trap

The experimental setup used in this work features a blade Paul trap [76] for ion trap-
ping. It consists of four blades and two end-caps (see Fig. 4.1). Two opposing blades
are supplied with a radio frequency (RF) electric field while the two other blades
are grounded. The frequency of the RF field usually lies in the range [1, 100] MHz.
The end-caps have a static voltage (DC) applied to them. The voltages are usually
chosen such that the RF confinement is much stronger than the DC one. Therefore,
ions align in a linear chain along the z-axis. A detailed description of Paul traps
can be found in Ref. 76, 77, 78.

4.2 Normal modes of an ion chain

The number of ions (qubits) in a Paul trap can be scaled by loading more ions to the
trapping potential. The ions trapped in a Paul trap in a single trapping potential
will align along one of the axis of the trap forming an ‘ion crystal’ (also called ‘ion
chain’) provided the trapping parameters are correct. The common motion of the
ions in the ion chain is often used to mediate interaction between ions to implement
two-qubit gates. Therefore, it is important to consider normal motional modes of
the ion chain in a single trapping potential.

Let us consider a system of N ions of mass m and charge q in a harmonic trap-
ping potential, which is an approximation for the real trapping potential created
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Figure 4.1: Sketch of a blade Paul trap. View along the bisector of the x-y-axes
angle (left) and view along the z-axis (right).

in the experiment. The harmonic trapping potential is described by three fre-
quencies ωx, ωy, ωz along orthogonal axes. The confinement along the z-axis is as-
sumed to be much weaker, i,e. ωz ≪ ωx, ωy. We will also consider the confinement
along the x- and y-axes to be equally strong ωx = ωy ≡ ωx/y. In the experiment
ωz ≈ 2π × 400 kHz, while ωx/y ≈ 2π × 3000 kHz.

The potential energy V of the system can be described as follows [79]:

V =
1

2
m

N∑

j=1

∑

i∈{x,y,z}
ω2
i r

(j)
i

2
+

q2

8πϵ0

∑

j ̸=j′

1√ ∑
i∈{x,y,z}

(r
(j)
i − r

(j′)
i )2

, (4.1)

where r
(j)
i is a coordinate of ion j along the i-axis. Equilibrium positions r̄

(j)
i of the

ions can be found from the following system of equations:

∂V

∂r
(j)
i

∣∣∣
r⃗=⃗̄r

= 0, ∀i ∈ x, y, z,∀j ∈ {1, . . . , N}. (4.2)

It is valid to assume that the ions will align along the z-axis due to the high
anisotropy of the trapping potential [80, 81], i.e. r

(j)
x,y = 0. Dimensionless coor-

dinates can be used for the sake of convenience:

u(j) = r̄(j)z /l, l =

(
q2

4πϵ0mω2
z

)1/3

. (4.3)

The dynamics of the system must be considered to describe the normal motional
modes. The displacement of ion j from its equilibrium position ξ

(j)
i can be introduced

as follows:

r
(j)
i (t) = r̄

(j)
i + ξ

(j)
i (t). (4.4)
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Then, the Lagrangian of the system can be written as:

L = T − V =
1

2
m




N∑

j=1

∑

i∈{x,y,z}

(
ξ̇
(j)
i

)2
− ω2

i

(
r̄
(j)
i + ξ

(j)
i

)2



− q2

8πϵ0

∑

j ̸=j′


 ∑

i∈{x,y,z}

(
r
(j)
i + ξ

(j)
i − r

(j′)
i − ξ

(j′)
i

)2



−1/2

. (4.5)

After a Taylor expansion around the equilibrium positions the Lagrangian can be
approximated as:

L ≈ V0 +
1

2
m

[
N∑

j=1

(
ξ̇(j)z

)2
− ω2

z

N∑

j,j′=1

Ajj′ξ
(j)
z ξ(j

′)
z

]

+
1

2
m
∑

i∈x,y

[
N∑

j=1

(
ξ̇
(j)
i

)2
− ω2

z

N∑

j,j′=1

Bjj′ξ
(j)
i ξ

(j′)
i

]

+ O
(
ξ3
)
, (4.6)

with V0 being the constant part of the potential energy and the coefficients Ajj′ , Bjj′

calculated from the second partial derivatives of the potential energy V [79]:

Ajj′ =





1 + 2
∑
k ̸=j

1

|u(j) − u(k)|3 , j = j′

− 2

|u(j) − u(j′)|3 , j ̸= j′

, (4.7)

Bjj′ =

(
ω2
x/y

ω2
z

+
1

2

)
δjj′ −

1

2
Ajj′ . (4.8)

The matrix Ajj′ describing normal modes along the z-axis is real, symmetric and

positive definite, and has positive eigenvalues µp and eigenvectors c
(j)
p :

N∑

j′=1

Ajj′c
(j′)
p = µpc

(j)
p . (4.9)

On the other hand, the matrix Bjj′ describing normal modes along the x- and y-axes

has the same eigenvectors c
(j)
p , but different eigenvalues γp:

N∑

j′=1

Bjj′c
(j′)
p = γpc

(j)
p , (4.10)
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γp =
ω2
x/y

ω2
z

+
1

2
− µp

2
. (4.11)

If one of the eigenvalues γp is negative, the ion chain configuration is unstable and
a ‘zig-zag’ structure [82] (or other nonlinear structure) is formed.

We will refer to the normal modes along the z-axis as ‘axial’ modes and to the
normal modes along the x- and y-axes as ‘radial’ modes. The mode frequencies can
be calculated from the eigenvalues as follows:

ωz,p = ωz
√
µp, (4.12)

ωx,p = ωz
√
γp, (4.13)

ωy,p = ωz
√
γp. (4.14)

The spectrum of the motional modes of a 16-ion chain for ωz = 2π × 400 kHz and
ωx/y = 2π× 3000 kHz is given in Fig. 4.2. The radial mode spectrum is particularly
important for the two-qubit gate considerations in the experiment in Ch. 6.

0 500 1000 1500 2000 2500 3000 3500 4000
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1481216
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Figure 4.2: Spectrum of the motional modes of a 16-ion chain for ωz = 2π×400 kHz
and ωx/y = 2π × 3000 kHz. Numbers above lines show mode indices.

4.3 40Ca+ ions

40Ca+ ions are trapped in the Paul trap in this work. The energy level structure of
40Ca+ is shown in Fig. 4.3. The dipole-allowed transition 42S1/2 ↔ 42P1/2 at 397 nm
is used for Doppler cooling and detection. 866 nm laser light can be used during
Doppler cooling and detection to prevent population trapping in the 32D3/2 state.

The qubit is encoded in Zeeman sub-levels of the ground state 42S1/2 and the meta-
stable 32D5/2 state (|0⟩ = |42S1/2,mj = −1/2⟩, |1⟩ = |32D5/2,mj = −1/2⟩) to ensure
the lowest sensitivity of the qubit transition frequency to magnetic field fluctuations.
The qubit transition is exited with narrow-line 729 nm laser light. 854 nm laser light
allows for lifetime quenching of the 32D5/2 level resulting in a quick qubit ‘reset’.
Other Zeeman sub-levels can be used for optical pumping, resolved sideband cooling,
and electron shelving techniques [83].
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This type of qubit is called an ‘optical qubit’ since the qubit transition frequency
lies in the optical domain. 40Ca+ also allows for a ‘Zeeman qubit’, i.e. a qubit
that is encoded in two Zeeman sub-levels of the ground level 42S1/2. Other species
with non-zero nuclear spin also offer the option of ‘hyperfine qubits’ encoded in the
sub-levels of the hyperfine structure of the respective ground states [84].
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Figure 4.3: 40Ca+ energy levels structure.

4.4 Qubit state manipulation

One of the central parts of quantum computing is qubits manipulation, i.e. changing
the qubits’ state in a controllable way. Optical qubits encoded in 40Ca+ in our setup
are manipulated with pulses of 729 nm laser light.

This section describes the theoretical background for the interaction between the ions
in the trap and the laser light used to manipulate the ions [77]. Ions are considered
as two-level systems, the trapping potential is assumed to be harmonic, and the laser
light is treated as a classical planar wave throughout the section. The main goal
of the section is to show how the models of the physical mechanisms governing the
interaction lead to the desired gate operations with the qubits: single-qubit gates
and two-qubit gates (see Sec. 2.2).

4.4.1 Laser-ion interaction

The Hamiltonion of the laser-ion system consists of two parts:

HL-i = HL +Hi. (4.15)
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The ion can be consider a qubit, i.e. a two-level system with energy separation ℏωi:

Hi =
ℏωi

2
σz. (4.16)

The laser light is assumed to be a monochromatic planar wave with wave vector k⃗,
frequency ωL and phase ϕL. For now, the spatial component of the laser light can
be omitted and the interaction with the ion can be described as follows:

HL =
1

2
ℏΩ (σ+ + σ−)

(
e−i(ωLt+ϕL) + ei(ωLt+ϕL)

)
, (4.17)

where σ± = (σx± iσy)/2 and Ω describes the coupling strength between the ion and
the laser light. The coupling strength can be adjusted by regulating the intensity of
the laser light.

The total Hamiltonian HL-i can be rewritten in the interaction picture using the ion
Hamiltonian: H int

L-i = U †
iHL-iUi with Ui = e−iHit/ℏ. The rotating wave approximation

(RWA) can be applied, i.e. the terms rotating at high frequency ωL+ωi are omitted.
This results in the following Hamiltonian:

H int
L−i =

1

2
ℏΩ
(
σ+e

−i(∆t+ϕL) + h.c.
)
, (4.18)

where ∆ = ωL − ωi.

There are two relevant cases to consider here:

• Resonant interaction, ∆ = 0

H int
L−i =

1

2
ℏΩ (σx cosϕL + σy sinϕL) (4.19)

If the laser is resonant with the qubit transition, the evolution is identical to
the action of the R-gate:

R(θ, ϕ) = e−iHint
L−it/ℏ =




cos
θ

2
−ie−iϕ sin

θ

2

−ieiϕ sin
θ

2
cos

θ

2


 , (4.20)

where θ = Ωt. This is a rotation around an axis in the x-y plane of the Bloch
sphere. The axis is set by the phase of the laser pulse ϕ = ϕL, while the length
of the pulse t sets the rotation angle θ. The laser pulse which results in θ = π
is often called a ‘π-pulse’.

Resonant interaction will be used as a main mechanism for single-qubit X/Y -
rotations.

• Far off-resonant interaction, ∆ ≫ Ω

If the laser is detuned far from the qubit transition, the excitation of the qubit
transition will be negligible, but the energy levels of the qubit will be shifted
by an amount

∆E = ±1

4
ℏ

Ω2

∆
. (4.21)
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This interaction results in an AC-Stark shift:

∆ωAC =
1

2

Ω2

∆
. (4.22)

The AC-Stark shift leads to an effective rotation around the z-axis of the Bloch
sphere:

Rz(θ) =


1 0

0 eiθ


 , (4.23)

where θ = ∆ωACt. This mechanism is important to consider when off-resonant
laser interactions are hard to avoid, for example, when implementing a two-
qubit gate with optical qubits.

However, using an AC-Stark shift to implement a single-qubit z-rotation will
introduce some errors, as any physical operation will. Alternatively, one can
change the phases of the subsequent R-gates instead of physically applying an
Rz-gate [85]. This is based on the fact that

Rz(θz)R(θ, ϕ)R†
z(θz) =




cos
θ

2
−ie−i(ϕ+θz) sin

θ

2

−iei(ϕ+θz) sin
θ

2
cos

θ

2




= R(θ, ϕ+ θz). (4.24)

Such ‘virtual’ rotation will be used as the main mechanism for single-qubit Z-
rotations since this operations has near-perfect fidelity limited but the phase
resolution of the control electronics.

4.4.2 Laser-ion-trap interaction

The fact that the ions are confined by the trapping potential can be taken into
account by adding the harmonic potential of the trap to the Hamiltonian:

HL−i−t = H trap
L +Hi +Ht, (4.25)

Ht = ℏωx

(
a†a+

1

2

)
, (4.26)

where a†, a are phonon creation and annihilation operators for the motional mode
of the ion crystal, n = a†a is the phonon number operator for the mode and ωx is
the mode frequency. Here the trapping potential is assumed to be one-dimensional
along the x-axis and only one motional mode of the ion crystal is considered. The
state of the system is now described as a joint state of the qubit system and the
phonon mode |ψ⟩ = |q, n⟩ with q ∈ {0, 1} and n ∈ {0} ∪ N.

The spatial component of the laser light along the x-axis should be taken into account
due to the spatial dependency of the trapping potential and the Hamiltonian in
Eq. (4.17) changes as follows:

H trap
L =

1

2
ℏΩ (σ+ + σ−)

(
e−i(ωLt+ϕL−kxx̂) + ei(ωt+ϕL−kxx̂)

)
(4.27)
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where x̂ = x0(a
† + a), x0 =

√
ℏ

2mωx
and kx is the projection of the wave vector

onto the x-axis. If we introduce the Lamb-Dicke parameter η = kxx0, change to the
interaction picture with Ui-t = e−i(Hi+Ht)t/ℏ and apply the RWA the Hamiltonian
transforms into

H int
L−i−t =

1

2
ℏΩ
(
σ+e

−i(∆t+ϕL)eiη(a
†eiωxt+ae−iωxt) + h.c.

)
. (4.28)

Typical values for the Lamb-Dicke parameter in the current experiment lie in [0.054,
0.078] for radial motional modes in a 16-ion chain and the addressing laser beam
(729 nm) coming at a 90◦ angle. Therefore, it is reasonable to assume the Lamb-
Dicke regime [77] (η

√
2n+ 1 ≪ 1) and use a Taylor expansion for the spatial part

of the Hamiltonian:

H int
L−i−t =

1

2
ℏΩ
(
σ+e

−i(∆t+ϕL)
(
1 + iη

(
a†eiωxt + ae−iωxt

)
+ O

(
η2
))

+ h.c.
)
. (4.29)

Three resonant transitions with different Rabi frequencies can be noted here, de-
pending on the laser detuning:

1. Carrier transition, ∆ = 0, |0, n⟩ ↔ |1, n⟩

HCar =
1

2
ℏΩ
(
σ+e

−iϕL + σ−eiϕL
)

ΩCar = Ω

The second order of the Taylor expansion gives the leading correction for the
carrier transition Rabi frequency:

Ω
(2)
Car = Ω (1 − nη2)

2. Red-sideband (RSB) transition, ∆ = −ωx, |0, n⟩ ↔ |1, n− 1⟩

HRSB =
i

2
ℏηΩ

(
σ+ae

−iϕL − σ−a†eiϕL
)

ΩRSB = Ω
√
nη

If the motional mode is cooled to the ground state (n = 0), the RSB transition
can not be excited.

3. Blue-sideband (BSB) transition, ∆ = +ωx, |0, n⟩ ↔ |1, n+ 1⟩

HBSB =
i

2
ℏηΩ

(
σ+a

†e−iϕL − σ−aeiϕL
)

ΩBSB = Ω
√
n+ 1η

4.4.3 Bichromatic light and MS gate

The Mølmer-Sørensen (MS) interaction [46] can be used to create entanglement
between two (or more) ions. Let us consider a system with two ions in a harmonic
trapping potential with mode frequency ωx. The two ions are illuminated with a
bichromatic laser beam with frequencies close (detuned by δ) to the RSB and BSB
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transitions: ∆− = −ωx − δ and ∆+ = +ωx + δ. The phases of the tones are ϕ− and
ϕ+ respectively. These two tones lead to the respective Hamiltonians:

H− =
i

2
ℏηΩ

((
σ
(1)
+ + σ

(2)
+

)
aei(δt−ϕ−) −

(
σ
(1)
− + σ

(2)
−

)
a†e−i(δt−ϕ−)

)
(4.30)

H+ =
i

2
ℏηΩ

((
σ
(1)
+ + σ

(2)
+

)
a†e−i(δt+ϕ+) −

(
σ
(1)
− + σ

(2)
−

)
aei(δt+ϕ+)

)
(4.31)

The total Hamiltonian is a sum of these two:

Hbichro = H− +H+. (4.32)

This expression can be conveniently split into qubit and motional components if we
make a substitution:

ϕ+ = ϕq + ϕm − π

2
, ϕ− = ϕq − ϕm − π

2
. (4.33)

Then the expression transforms into

Hbichro = −1

2
ℏηΩ

(
σ
(1)
+ e−iϕq + σ

(1)
− eiϕq + σ

(2)
+ e−iϕq + σ

(2)
− eiϕq

)

(
aei(δt+ϕm) + a†e−i(δt+ϕm)

)
(4.34)

Hbichro = −1

2
ℏηΩ

(
σ(1)
x cosϕq + σ(1)

y sinϕq + σ(2)
x cosϕq + σ(2)

y sinϕq

)

(
aei(δt+ϕm) + a†e−i(δt+ϕm)

)
(4.35)

Hbichro = −1

2
ℏηΩ

(
σ
(1)
ϕq

+ σ
(2)
ϕq

) (
aei(δt+ϕm) + a†e−i(δt+ϕm)

)
, (4.36)

where σ
(i)
ϕ = σ

(i)
x cosϕ + σ

(i)
y sinϕ. Now, let us consider the configuration which is

used for the MS gate, used as a two-qubit gate in the setup. The phases of the tones
ϕ± can be chosen such that ϕq = π and ϕm = 0. Then the Hamiltonian becomes:

HMS =
1

2
ℏηΩ

(
σ(1)
x + σ(2)

x

) (
aeiδt + a†e−iδt

)
. (4.37)

It can be shown [86, 87] that the evolution of the system under this Hamiltonian is
described by the following unitary:

UMS(t) = D(α(t)Sx)eiφ(t)S
2
x , (4.38)

where Sx = σ
(1)
x + σ

(2)
x and the displacement operator D(α) = eαa

†−α∗a. Here

α(t) =
ηΩ

2δ

(
eiδt − 1

)
, (4.39)

φ(t) =

(
ηΩ

2δ

)2

(δt− sin δt). (4.40)



4.4 Qubit state manipulation 54

The first component describes the qubit-state-dependent displacement of the mo-
tional mode. It has a periodicity of T = 2π/δ. The state of the motional mode
returns to its initial state at time tN = NT , where N is an integer. This means that
if the qubit-mode system state was separable in the beginning it will return to the
separable state at tN = NT . This is crucial for the two-qubit gate implementation
since otherwise the resulting state of the qubit system will be entangled with the
motional mode, which is not desired.

The second component describes the geometric phase accumulated by the qubit
state during the interaction. It can also be shown that the accumulated phase is
proportional to the area enclosed by the motional mode state trajectory in phase
space [46].

If we now consider t = T , then φ(T ) = 2π
(
ηΩ
2δ

)2
. The laser power can be chosen

such that for a given gate time tgate = T and detuning from the motional mode δ,
the accumulated phase φ(tgate) = π/8. This will result in the following propagator:

UMS(tgate) = ei
π
4
σ
(1)
x σ

(2)
x =

1√
2




1 0 0 i

0 1 i 0

0 i 1 0

i 0 0 1




= XX
(
−π

2

)
. (4.41)

This unitary is the XX(−π/2)-gate and it is equivalent to the CNOT-gate up to
local rotations as discussed in Sec. 2.2.4.

The MS interaction will be used as the main mechanism for two-qubit gates.

4.4.4 MS gates with multiple motional modes

It is important to consider how the MS interaction changes when several motional
modes are present in the ion chain. This becomes increasingly important when the
number of ions in the chain grows, since the number of motional modes grows and
they usually become closer to each other in frequency.

Let us consider a system of N ions (qubits) and M motional modes illuminated with
a bichromatic beam [88–90]. The following Hamiltonian describes the system:

H(t) = iℏ
N∑

j=1

σ(j)
x

M∑

p=1

(
β(j)
p (t)a†p − β(j)

p (t)
∗
ap

)
, (4.42)

where j indicates the qubit index, p indicates the mode index and coupling of ion j
to mode p is described by

β(j)
p =

1

2
ηpc

(j)
p Ω(t)ei(δp(t)t+ϕ(t)), (4.43)

where ηp is the Lamb-Dicke parameter for mode p, c
(j)
p is the eigenvector component

describing participation of ion j in mode p and δp is the detuning of the bichromatic
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tones from mode p. The bichromatic light parameters Ω, δp, ϕ can be modulated dur-
ing the gate to ensure the required control when interacting with multiple motional
modes.

The Hamiltonian above leads to a propagator (analogously to Eq. (4.38)):

U(t) = exp

(
N∑

j=1

σ(j)
x Bj(t) +

i

2

N∑

j=1

j−1∑

k=1

(
φ(j)(k)(t) + φ(k)(j)(t)

)
σ(j)
x σ(k)

x

)
, (4.44)

with

Bj(t) =
M∑

p=1

α(j)
p (t)a†p − h.c., (4.45)

α(j)
p (t) =

1

2
ηpc

(j)
p

∫ t

0

dt1Ω(t1)e
i(δp(t1)t1+ϕ(t1)), (4.46)

φ(j)(k)(t) = 2 Im
M∑

p=1

∫ t

0

dt1

∫ t1

0

dt2β
(j)
p (t1)β

(k)
p (t2)

∗
. (4.47)

Here α
(j)
p (t) is the resulting displacement in phase space of mode p from the interac-

tion with ion j and θj-k(t) = φ(j)(k)(t)+φ(k)(j)(t) is the geometric phase accumulated
by ion pair j-k.

Ideally, for the purpose of the two-qubit gates only two ions with labels j1 and j2
participate in the interaction. There are two requirements to be met for a high
fidelity XX-gate:

1. All the motional modes should be decoupled at the end of the interaction:

α(j)
p (tgate) = 0, ∀j, p (4.48)

2. The accumulated phase should match the desired XX-gate rotation, usually

±π
2

:

θj-k(tgate) = ±π
2

(4.49)

Usually, some kind of bichromatic light parameters modulation strategy is used to
achieve this goal [89–93]. The more modes that should be decoupled, the more com-
plicated the modulation becomes since more free parameters are needed to satisfy
all equations for the modes’ decoupling. However, if the requirements in Eq. (4.48,
4.49) are met only approximately, the gate fidelity can be estimated as [90]:

F =

[
cos
(
θj-k (tgate) ±

π

2

)(
1 −

M∑

p=1

(
α(j1)
p (tgate)

2
+ α(j2)

p (tgate)
2
)(

np +
1

2

))]2
,

(4.50)
where np is an average phonon number in the mode p. The fidelity here is the
process fidelity defined as in Eq. (2.48).

Interaction with multiple motional modes plays an important role in the experi-
mental implementation of two-qubit gates in this work. The detailed experimental
consideration for MS gates will be given in Ch. 6.
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Chapter 5

Experimental setup

This chapter describes the experimental setup built in this work. The setup was
jointly assembled and commissioned by myself, Thomas Feldker and Christian Mar-
ciniak. Many other people contributed to the maintenance and modifications of
the setup including Lukas Postler, Michael Meth, Alex Steiner, Robert Freund and
others. Some parts of the setup were designed in collaboration with Alpine Quan-
tum Technologies GmbH (AQT), specifically Georg Jacob, Max Hettrich and Oliver
Krieglsteiner. The software system controlling the setup was initially developed by
Michael Meth and Philipp Schindler, and extended and modified later by myself,
Lukas Postler, Michael Meth and others in collaboration with AQT.

5.1 AQTION setup

For a long time the main trapped-ion setup for quantum computing experiments
in Innsbruck was the so-called ‘LinTrap’ setup. The setup was build around a
macroscopic blade Paul trap which has been under vacuum since around 2002. The
initial design of the setup is described in the PhD thesis of Stephan Gulde [94], while
numerous modifications and upgrades have been made since then and can be found
in other PhD theses [78, 95–98]. Currently, the LinTrap setup is still operated and
can work with ion chains of up to about 10 ions.

A substantial part of this work was creating a new trapped-ion setup. This setup
was built as a part of the EU project ‘Advanced Quantum computing with Trapped
IONs’ (AQTION) and will be referred to as ‘AQTION’ setup. The AQTION setup
can be considered as a successor of the LinTrap setup. Some design features of the
LinTrap setup were revisited based on the experience obtained over almost 20 years
of operation of the LinTrap setup.

Firstly, the AQTION setup features a different trap: the PINE trap from AQT (see
Fig. 5.1). This trap is very similar to the one described in the PhD thesis of Michael
Guggemos [99]. The main difference from the trap used in the LinTrap setup is that
different materials are used. The blades are made of gold-plated titanium instead of
stainless steel and sapphire is used for the trap holder instead of Macor. This allows
us to achieve lower trap temperatures and get lower phonon heating rates.

Secondly, the compact design of the vacuum chanber in the AQTION setup allows
us to place an objective for the optical addressing system ≈ 20 mm away from
the ion chain compared to ≈ 50 mm in the LinTrap setup [98]. This results in
a higher numerical aperture (≈ 0.6 vs ≈ 0.3) and better addressing performance.
At this point, the numerical aperture in the AQTION setup in limited by the trap
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Figure 5.1: Traps inside vacuum chambers of the LinTrap setup (left) and the
AQTION setup (right).

blades obstructing the view. Additionally, the addressing beam in the LinTrap setup
comes at a 22.5◦ angle to the ion chain compared to 90◦ in the AQTION setup (see
Fig. 5.2). The angle difference additionally decreases optical crosstalk in the new
setup (≈ 1.5% vs ≈ 5% [78]).

LinTrap AQTION

90°22.5°

Figure 5.2: Single ion addressing geometry for the LinTrap setup (left) and the
AQTION setup (right).

Finally, the AQTION setup features laser ablation loading of ions, which is a sub-
stantial ‘quality of life’ improvement thanks to a more precise control over the num-
ber of loaded ions. Therefore, the number of ions in the trap can be changed easier
than in the LinTrap setup with oven loading. Additionally, ablation loading leads
to fewer Ca atoms being deposited on the trap, less heating produced during the
loading, and increased lifetime of the Ca source.

5.1.1 Rack concept

The AQTION setup is similar to the LinTrap setup from an ion-trapping perspective.
However, it is quite different in other aspects. The idea of the AQTION project was
to step away from the conventional lab environment toward industry standards. The
main design goals were the following:

• The setup should be self-sufficient and should not depend on external devices.

• The on-site maintenance requirements for the device should be minimized.
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Ideally, the device should be controlled remotely as much as possible, while
the basic routines should be automated.

• The high-level access interface of the device should be hardware-agnostic. It
should be possible for a non-expert in physics to be able to execute some
quantum computing tasks on the device.

• The setup should be able to host many qubits and perform operations with
them at the level sufficient for quantum error correction protocols (see Ch. 3).
Therefore, the methods used for the operations and the calibration procedures
should scale favorably with the number of qubits (ions).

These design goals led to the following architecture. The AQTION setup was as-
sembled in two 19-inch racks (see Fig. 5.3). A 19-inch rack approach allows for
modular structure of optical components and control electronics. Moreover, a lot of
components are available in 19-inch format since it is a well established standard in
industry. The two racks contain all the necessary components to trap and control
ions for quantum computing purposes. This includes a vacuum chamber with the
trap, lasers required to trap, cool and control ions, reference cavities for the lasers, all
the control electronics for trapping and laser manipulation, and vibration isolation
units to decouple the setup from the ground. Most of the modules are connected
via an Ethernet interface, which allows for remote access.

Figure 5.3: The AQTION setup is assembled in two 19-inch racks.
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5.2 Publication: Compact ion-trap quantum com-

puting demonstrator

A thorough description and initial characterization of the AQTION setup is given in
Ref. 1. The publication is provided below while some post-publication modifications
are described in the following section.
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Quantum information processing is steadily progressing from a purely academic discipline towards
applications throughout science and industry. Transitioning from lab-based, proof-of-concept experiments
to robust, integrated realizations of quantum information processing hardware is an important step in this
process. However, the nature of traditional laboratory setups does not offer itself readily to scaling up
system sizes or allow for applications outside of laboratory-grade environments. This transition requires
overcoming challenges in engineering and integration without sacrificing the state-of-the-art performance
of laboratory implementations. Here, we present a 19-inch rack quantum computing demonstrator based on
40Ca+ optical qubits in a linear Paul trap to address many of these challenges. We outline the mechanical,
optical, and electrical subsystems. Furthermore, we describe the automation and remote access compo-
nents of the quantum computing stack. We conclude by describing characterization measurements relevant
to quantum computing including site-resolved single-qubit interactions, and entangling operations medi-
ated by the Mølmer-Sørensen interaction delivered via two distinct addressing approaches. Using this
setup, we produce maximally entangled Greenberger-Horne-Zeilinger states with up to 24 ions without the
use of postselection or error mitigation techniques; on par with well-established conventional laboratory
setups.

DOI: 10.1103/PRXQuantum.2.020343

I. INTRODUCTION

Quantum information processing as a computational
paradigm has been proposed as an efficient means to
tackle computational challenges throughout science and
industry [1–6]. The rapid scaling of the computational
potential with the number of quantum bits (qubits) is
the basis for widespread interest in realizing a quantum
information processor, or quantum computer. Tremendous
progress has been made both experimentally and theo-
retically in exploring and demonstrating hallmark capa-
bilities of quantum information processors in numerous
architectures [7–12]. Among the most successful of these
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architectures are trapped atomic ions, which have already
met many requirements for fault-tolerant [13] quantum
computation [14–18].

With progressing capabilities among all platforms, the
attention has recently shifted away from proof-of-principle
implementations towards integration and scalability of
architectures [7,8,14,19–23]. The shift in development of
quantum computers from small-scale, expert-user devices
to integrated, end-user-centric systems is analogous to
the history of classical computation. It presents a host of
new challenges such as manufacturing many, effectively
identical qubits, and improving the scaling in a num-
ber of control and readout lines, while maintaining low
error rates [24–26]. The minimization of resource over-
head incurred in quantum control techniques or quantum
error correction is an ongoing challenge across architec-
tures [14]. These challenges are prominent examples of
problems that need to be overcome as quantum devices
scale to hundreds of qubits. It has become clear over the
last decade that any device that can outperform classical

2691-3399/21/2(2)/020343(23) 020343-1 Published by the American Physical Society
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high-performance computing for tasks relevant in indus-
trial or applied science settings will require substantially
more qubits than current architectures can sustain [27–31].
In addition to a large number of qubits, such a device
should present the user with a hardware-agnostic interface,
and require little to no maintenance by on-site person-
nel during standard operation. Meanwhile, all the basic
routines should be automated and perform at the level suf-
ficient for fault-tolerance requirements. Finally, the device
should be deployable outside of well-controlled, low-noise
laboratory conditions with purpose-built infrastructure.
Demonstrating the capabilities of scalable architectures
beyond laboratory implementations is therefore a crucial
next step.

In this work we present the first phase of our efforts
towards a compact, 50-qubit quantum computing demon-
strator based on trapped ions as part of the AQTION
(Advanced Quantum computation with Trapped IONs)
collaboration. It features a 1.7 × 1 m2 footprint with high
mechanical stability, and scalable control electronics. We
describe the hardware concept and integration, and charac-
terize the initial system performance including the entan-
gling gate operation necessary for quantum computation.

For a quantum computer to perform arbitrary compu-
tations, it is sufficient to implement arbitrary-pair, two-
qubit entangling gates in addition to single-qubit rotations
[32,33]. In a trapped-ion quantum computer these oper-
ations are typically the result of interactions with laser
fields. Addressing individual qubits in a register with light
beams is thus an essential component of universal quan-
tum computation efforts in trapped ions [34,35]. Meeting
the demands of state preparation and measurement [36–
38] in a scalable fashion is therefore a major challenge
in trapped-ion quantum computing. Consequently, the
demonstrator leverages industrial expertise to accomplish
scalable integration of light generation and delivery, in
particular single-site addressing essential for the trapped-
ion implementation. The demands of quantum control and
algorithmic compiling on the software stack with increas-
ing qubit and gate numbers are similarly challenging [39].
A detailed description of the holistic software stack of
the AQTION platform, spanning device-specific control
to hardware-agnostic end user algorithms, is beyond the
scope of the present paper and will be covered in upcoming
publications.

This manuscript is structured as follows. In Sec. II we
present an overview of the physical qubit implementation,
as well as the means of control, preparation, readout, and
manipulation as necessary for computation. In Sec. III we
describe the main subsystems by functional groups, includ-
ing mechanical, optical, and electrical subsystems, as well
as automation features of the demonstrator. In Sec. IV
we turn to characterization measurements on the compos-
ite system. This manuscript concludes in Sec. V, where
we outline near-term hardware integration goals to expand

this setup into a fully self-contained, trapped-ion-based
quantum computing demonstrator.

II. THE QUBIT SYSTEM

The choice of atomic species in a trapped-ion exper-
iment is always based on trade-offs between beneficial
physical properties of a given species, and technical imple-
mentation challenges associated with it. Broadly speaking,
atomic qubits can be either optical qubits, Zeeman qubits,
or hyperfine qubits. In optical qubits quantum informa-
tion is encoded in two electronic states connected by an
electric multipole transition with frequency in the optical
domain, and the excited state is long lived or metastable.
In Zeeman or hyperfine qubits the information is encoded
in magnetic sublevels of electronic ground states with tran-
sition frequencies in the microwave to radiowave domain.
A species may host several different types of qubit dis-
tinct in their implementation. Each species and qubit type
offers advantages and disadvantages that may benefit cer-
tain applications more than others. At this stage no single
species or qubit type has been identified as ultimately supe-
rior. The design goals and principles for our trapped-ion
demonstrator are largely independent of the choice of ion
species or qubit type to reflect the flexibility that this fact
requires.

In our particular demonstrator we use optical qubits
encoded in the electronic state of the valence electron
in nuclear spin-free 40Ca+ ions. This choice is motivated
in part by technical considerations such as commercially
available semiconductor laser sources and high-quality
optics for all the required transitions. Transition wave-
lengths are in the blue, red, and infrared parts of the optical
spectrum. Compared to transitions in the ultraviolet this
has several advantages such as reduced charging of trap
electrodes and substantially lower onset of solarization or
photodarkening of optical components. Optical qubits can
be directly interacted with using only a single beam com-
pared to more complex beam geometries for Raman gates
in Zeeman qubits or hyperfine qubits.

Specifically, the qubit |1〉 state is the |4S1/2, mJ = −1/2〉
Zeeman state, which is coupled to the long-lived qubit |0〉
state |3D5/2, mJ = −1/2〉. This excited state has a lifetime
of τ = 1.168 ± 0.007 s [40], and decays via an electric
quadrupole transition near 729 nm; see Fig. 1(a). This
transition has the lowest magnetic field sensitivity in the
manifold (5.6 MHz/mT) and is suitable for an effective
two-level system as shown in Figs. 1(a) and 1(b).

The high magnetic field sensitivity compared to clock
transitions in hyperfine qubits can be mitigated by proper
magnetic shielding and stabilization [41]. A more funda-
mental limit of this optical qubit used is the lifetime of
the upper qubit state |3D5/2, mJ = −1/2〉. However, τ is
about 4 orders of magnitude longer than typical 2-qubit
operations (200 μs) and 5 orders of magnitude longer than
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FIG. 1. Energy levels and relevant transitions in 40Ca+ for the
quantum computing demonstrator. (a) Ground and excited state
fine structure manifold with electric quadrupole transitions for
sideband (sb) cooling on the first red sideband, optical pumping,
and the �mJ = 0 qubit transition. (b) Ground, excited and aux-
iliary levels in 40Ca+ with transitions for Doppler cooling and
detection, repumping, and quenching of the excited state lifetime
during sideband cooling.

single-qubit operations (15 μs). Thus, in the medium term,
gate fidelity is not limited by the fundamental physical
properties of the qubit but by the specifics of the technical
implementation.

Preparation of the qubit system in our demonstrator
entails two tasks. First, loading of ions into the trap is
typically performed only when the qubit count has to
be changed. Second, preparation of the electronic and
motional states of the ions that is performed before every
experiment.

A. Ion loading
40Ca+ is loaded into the trap either from a thermal source

or via ablation from a target. Either method produces
ions with temperatures ranging from hundreds to thou-
sands of kelvin. Atomic 40Ca features a low-lying excited
state connected to the ground state via a dipole transition,
which enables isotope-selective, resonantly enhanced two-
photon photoionization at commercially available laser
wavelengths near 423 and 375 nm. The ionization pro-
cess takes place at the center of the trap, where ions are
confined afterward by the trapping potential. The ions are
then Doppler cooled via an electric dipole cycling tran-
sition from 4S1/2 ↔ 4P1/2 at 397 nm. A repumping laser
near 866 nm prevents population trapping in the metastable
3D3/2 manifold. Doppler cooling alone may be sufficient
to reach crystallization into a Coulomb crystal depending
on the ion number and confining potential strength. Such
Coulomb crystals of N ions support 3N bosonic motional
modes, N of which are parallel to the weakly confining

axial trap direction, and 2N perpendicular to that in the
radial trap directions [42].

B. State preparation and readout

State preparation proceeds in four steps. First, ions are
Doppler cooled at 397 nm and repumped near 866 nm. The
motional modes of the ion cloud or Coulomb crystal after
Doppler cooling will in general be in or close to the Lamb-
Dicke regime [43]. Second, polarization gradient cooling
(PGC) is employed using two counterpropagating, orthog-
onally polarized beams blue detuned from the 4S1/2 ↔
4P1/2 transition [44]. Polarization gradient cooling results
in a thermal state of all motional modes of typically a
few quanta of motion for common trapping parameters
much below the Doppler cooling limit [45]. Optical pump-
ing of the qubit manifold on the |3D5/2, mJ = −3/2〉 →
|4S1/2, mJ = +1/2〉 transition redistributes the electronic
population from the initial mixed population of Zeeman
sublevels to the |4S1/2, mJ = −1/2〉 state. The final step
of preparation is sideband cooling on selected motional
modes close to the ground state. The targeted modes in
sideband cooling may consist of subsets of the N axial
modes, or of the 2N radial modes closest to the selected
carrier transition that implements a gate operation. The
cooling rate in sideband cooling is increased by quench-
ing the lifetime of the 3D5/2 manifold through coupling to
the short lived 4P3/2 level via excitation at 854 nm. State-
selective readout is performed optically using fluorescence
measurements on the Doppler cooling transition, either site
resolved using a camera, or collectively (without spatial
resolution) using an avalanche photodiode (APD).

C. State manipulation

The universal gate set employed [46] in the demon-
strator is spanned by arbitrary single-qubit operations and
the two-qubit entangling gate provided via the bichro-
matic Mølmer-Sørensen (MS) gate [14,47]. Both single-
and two-qubit gates are implemented using laser light
fields focused onto the ions. The effective Hamiltonian
governing (near) resonant single-qubit interactions in the
demonstrator is given by [48]

H = ��σ+e−i[(ω−ωeg)t−ϕ]eiη(ae−iνt+a†eiνt) + H.c.,

where ω and ϕ denote the laser field frequency and phase, ν
is the motional mode frequency, ωeg is the qubit transition
frequency, and H.c. denotes the Hermitian conjugates. Fur-
thermore, � denotes the Rabi frequency associated with
the transition, η is the Lamb-Dicke parameter, a† is the
phonon creation operator, and σ+ denotes the atomic (spin)
raising operator. This Hamiltonian assumes a well-isolated
two-level system for the interaction, uses the rotating wave
approximation [43], and we neglect all other vibrational
modes. This Hamiltonian in the first-order Lamb-Dicke
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approximation leads to a single-qubit unitary propagator
of the form

R̂(α) = e−i(α/2)�n·�σ ,

where α is an angle that depends on the interaction strength
and time, �n is a unit vector, �σ = {σx, σy , σz} is the Pauli
spin vector, and �n · �σ quantifies the strength of the inter-
action along the three spin directions. In the atomic eigen-
basis this can be expressed in spherical-coordinate form,
assuming that ω = ωeg,

R̂(θ , φ) =
(

cos θ/2 −ie−iφ sin θ/2
−ieiφ sin θ/2 cos θ/2

)
,

where θ and φ can be controlled via changing the ampli-
tude or interaction time of the laser field, and its phase.
The propagator lends itself to the interpretation of rotating
the state of a qubit on the Bloch sphere, and single-qubit
operations are consequently referred to as single-qubit
rotations.

Qubit-qubit interactions in linear ion chains forming
along the weakly confining trap axis are mediated via
the bosonic bus of shared motional modes through spin-
dependent optical dipole forces [49]. These forces are
generated via a bichromatic laser field detuned slightly
from the upper and lower sideband transitions of a selected
vibrational mode. The effective Hamiltonian governing
this interaction is given by

H =
∑

j =j1,j2

∑
k=1,2

��jkσj +e−i[(ωk−ωeg)t−ϕk]

× eiηj (ae−iνt+a†eiνt) + H.c.,

where j enumerates ions and k enumerates the laser tones.
Then, ωk and ϕk denote frequencies and phases of the
bichromatic laser field, ν the closest motional mode fre-
quency, ηj the Lamb-Dicke parameter for this mode, ωeg
the frequency of the qubit transition, and �jk the Rabi fre-
quencies of the kth beam for the j th ion. As before, a† is
the phonon creation operator, σj + is the atomic (spin) rais-
ing operator. In the Lamb-Dicke approximation this leads
to a two-qubit unitary propagator of the form

UMS(χ) ≈ e−iχS2
x

=

⎛
⎜⎝

cos χ 0 0 −i sin χ

0 cos χ −i sin χ 0
0 −i sin χ cos χ 0

−i sin χ 0 0 cos χ

⎞
⎟⎠ ,

where χ can be controlled with laser field power or inter-
action time and Sx = ∑

j σj ,x is the total spin along x. The
bichromatic beam parameters should obey certain relations
to guarantee that the motional state is disentangled from
the ions’ spin states at the end of the interaction [50,51].

III. TECHNICAL IMPLEMENTATION

Demonstrations of many of the requisite capabilities for
quantum computation using trapped ions have been pre-
sented using laboratory setups [14–18]. However, different
design constraints apply when constructing traditional lab-
oratory setups or our modular approach. In the context of
this work, we highlight the following. (i) The demonstrator
needs to minimize footprint while maintaining mechani-
cal stability to move towards scalability without sacrificing
performance. (ii) Implementing modularity with flexible
standard interconnects helps in reducing footprint and
increasing rigidity, while also allowing replaceability and
reconfiguration without major redesign, or manual realign-
ment. (iii) The demonstrator needs to be self-contained and
rely as little as possible on purpose-built infrastructure.
This puts restrictions on external supplies like power, cool-
ing, or environmental conditioning of the demonstrator
location. (iv) Scalability inevitably requires standardiza-
tion. Utilizing established standards to leverage indus-
trial processes and interfaces is therefore desirable. (v)
Hardware-agnostic design and scalability require the use
of automation, as well as remote operability.

In this section we present our composite demonstra-
tor’s setup whose overall concept is shown in Fig. 2.
The demonstrator setup is contained within two industry
standard 19-inch racks. Connections between the modules
inside each rack and between the two racks are achieved
via electrical and optical patch cords, respectively. One of
the two racks primarily houses modules related to gen-
eration, switching, and routing of the required optical
frequencies and is hence designated the optics rack. The
second houses the ion trap, associated infrastructure, and
drive electronics, thus being designated the trap rack.

A. Mechanical assembly and environmental conditions

The primary mechanical assembly is composed of two
industry standard 19-inch racks with a footprint of 0.85 ×
1 m2 each at a height of 2 m. Modules are largely free
of moving parts to improve mechanical rigidity, and long-
term stability. Modules that require manual alignment are
equipped with self-arresting slide drawers, such that main-
tenance does not necessitate disassembly. The sole external
supply to the racks is one standard 16 A/230 V connector
per rack, for a total power consumption of less than 3.7 kW
per rack. Temperature control inside the racks is provided
by forced-air cooling and passive cooling fins throughout
the modules. Air flow is restricted across free-space opti-
cal parts by appropriate enclosures. This prevents beam
pointing instability and phase fluctuations induced by the
moving air column. The racks are closed with doors in
standard operation, improving directionality of air flow
for better cooling, and protecting the equipment from
dust.
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FIG. 2. Simplified scale model of the quantum computing demonstrator housed in two 19-inch racks with major components labeled.
Modules in red correspond to optical systems, green for communication and readout, blue electronics and amplifiers, yellow fiber
routing and switching, and purple for miscellaneous core modules. The “optics rack” contains primarily light generation, switching
and routing modules with associated electronics. It additionally houses the coherent radio frequency (rf) and digital signal generation
module. The “trap rack” houses the main trap module with associated drive electronics, as well as the communications and remote
control hub. Interconnects between modules and racks via electrical and optical patch cords. Semitransparent red is the planned 729
nm light generation module.

1. Ion trap and vacuum apparatus

The 40Ca+ ions are confined in a linear Paul trap (AQT
Pine trap) consisting of electrodes machined from gold-
plated titanium, and an alumina holder that serves as
mounting and electrical isolation between the electrodes.
The macroscopic trap design of the demonstrator consists
of four blade electrodes and two endcaps, and is a variant
of earlier designs employed previously in the Innsbruck
ion trapping group [52,53]. The distance from the cen-
ter of the trap to the surface of the blade electrodes is
r0 = 0.57 mm, while the endcap-endcap distance is z0 =
4.5 mm.

Radio frequency voltage is applied to two opposing
blade electrodes, and a positive static (dc) voltage to the
endcaps. A set of additional electrodes allows for com-
pensation of stray electric fields in order to reduce excess
micromotion. The remaining two blade electrodes are held
at a dc potential, but may be supplied with an out-of-phase
rf potential for symmetric drive, if desired for complete
cancelation of axial micromotion. The trap features a ther-
mal calcium source (oven) for photoionization, as well
as an ablation target. An in vacuo PT100 temperature
sensor allows for temperature monitoring of the trap in
operation.

The trap assembly uses exclusively nonmagnetic mate-
rials, specifically titanium, copper, alumina, and austenitic
stainless steel (grade 1.4429 or equivalent) to minimize
distortion of the magnetic environment.

The Paul trap itself is located inside a compact stainless
steel spherical octagon vacuum chamber. Six diametrically
opposing, nonmagnetic fused silica DN40 viewports with
an antireflective coating allow for low numerical aperture
(NA) optical access on the trap perimeter with NA ≈ 0.05.
Additionally, a viewport with a clear aperture of 44.2 mm
in the trap mounting flange provides optical access with a
medium NA ≈ 0.29 for imaging of ions to an avalanche
photodiode. From the opposing side of the vacuum cham-
ber, a reentrance viewport with clear aperture of 71.2 mm
at a distance of 18.3 mm to the trap center provides opti-
cal access via a NA = 0.6 objective lens (Photon Gear,
18WD Atom Imager Objective) for resolved ion imaging
and illumination.

The trap mounting flange is equipped with feedthroughs
for electrical connection to the trap electrodes, calcium
oven, and the PT100 temperature sensor. Two nonevap-
orative getter pumps (SAES NexTorr Z200) provide the
main pumping capacity to the chamber. A small ion getter
pump (SAES CapaciTorr Z100) additionally pumps noble
gases and provides pressure monitoring. Material selec-
tion for chamber construction is again restricted to low
magnetic permeability, with the exception of permanent
magnets required for pump operation.

Permanent magnets are further used in Halbach and
Helmholtz configurations to provide the quantization field
for the qubits. These are mounted directly to the vac-
uum chamber. The resulting homogeneous field in the
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trap center has an angle of 66◦ and 34◦ to the trap axis
and the imaging axis, respectively. The magnitude of
the total field produced is B0 = 0.50 mT. Temperature-
compensated samarium cobalt magnets are employed to
reduce magnetic field fluctuations to a minimum. Their rel-
ative change in magnetic field strength with temperature is
δTB ≈ 1 × 10−5 K−1. Furthermore, three sets of compen-
sation coils along three orthogonal axes allow for control
and stabilization of the magnetic field at the ion location in
both absolute value and gradient.

2. Trap support infrastructure and environmental
isolation

The Paul trap and accompanying vacuum chamber are
the most critical components with respect to environmen-
tal disturbances like thermal, mechanical, or magnetic field
fluctuations. The employed 40Ca+ implementation main-
tains sensitivity to magnetic field noise that can limit
attainable coherence times. Qubit operations depend on
the amplitude, phase, and frequency of the interacting
light fields. Therefore, any fluctuations on those quanti-
ties, as for example caused by beam pointing instabilities,
will adversely affect operation fidelity. Consequently, these
critical components are situated in an environmentally iso-
lated housing, as shown in Fig. 3, which we refer to as the
trap drawer. The drawer itself, designed at AQT, makes up
the bottom layer of the trap rack, and is fastened to it via

supports. The supports in turn connect to sliding rails on
ball bearings through active vibration damping elements
(Accurion Vario) based on preloaded springs and magnetic
repulsion elements. Measurements of the isolators’ mag-
netic fields show that their influence at the ions’ position is
below the ambient magnetic field level. The sliding drawer
allows for easy access during installation and maintenance
by clearing the main rack structure. The majority of the
drawer footprint is enclosed in a μ-metal (ASTM A753
Alloy 4) shield (supplied by Magnetic Shield Ltd.) for
magnetic isolation, which has a limited number of penetra-
tions for electrical and optical access. Active instruments
and electronics that can cause magnetic field noise are
outside the shielded section wherever feasible.

B. Optical subsystems

Interaction with and readout of the qubits is primarily
undertaken using optical fields in the presented demonstra-
tor. The ability to manipulate and read out single qubits
with light is thus central to its operation. Optical and
optoelectronic subsystems consequently occupy an appre-
ciable portion of the available space and complexity. In the
following we discuss the generation and stabilization of
the requisite lasers, present the light routing and address-
ing capabilities, and finally summarize the readout and
detection components.

FIG. 3. Schematic of the trap drawer detail, focusing on the trap proper and mechanical components, displayed with extended
(opened) drawer. Three sets of compensation coils each with a Helmholtz and anti-Helmholtz coil per holder (red) together with four
sets of permanent magnets in Helmholtz (blue, left leader) and Halbach (blue, right leader) configurations define and compensate
the magnetic environment. A μ-metal shielding encloses the trap setup except for penetrations allowing electrical and optical access.
Active vibration isolation and thick honeycomb-lattice breadboards provide mechanical stability. A fan outside the shielding provides
cooling for components close to the shield.

020343-6



COMPACT ION-TRAP QUANTUM... PRX QUANTUM 2, 020343 (2021)

1. Laser light generation and stabilization

The demonstrator is equipped with three principal laser
generation modules, as indicated in Fig. 4. First, a Q-
switched (pulsed) laser (Coherent Flare NX) situated out-
side the magnetic shielding in the trap drawer emitting
at 515 nm provides highly energetic pulses for ablation
loading [54] of 40Ca+ from the in vacuo target. Second, a
multicolor diode laser (MDL) generation module (Toptica,
MDL pro) provides light for all incoherently driven inter-
actions: Doppler and polarization gradient cooling at 397
nm, line broadening (“lifetime quenching” for the qubit
reset) at 854 nm, repumping at 866 nm, and 423 nm light
used in the first (resonantly enhanced, isotope-selective)
step for photoionization. This MDL setup is supplemented
by a free-running laser diode (Toptica iBeam smart) pro-
viding light at 375 nm for the second (nonresonant) pho-
toionization step to the continuum. The last major light
generation module provides light at 729 nm for sideband
cooling, optical pumping, and the coherent qubit control
transition. Preliminary operation of this module uses a
tapered amplifier (Toptica, TA pro), which is fed by seed
light generated outside of the rack until the integrated
laser source is installed. The seed light is derived from
an ultrastable titanium sapphire (Ti:Sa) master oscillator

Toptica TA pro
729

375

397

423

854

866

515

To light routing

From Ti:Sa FNC

729 module

Toptica MDL pro 

Trap module

Fiber distribution 
module

Stabilization module

AQT Beech

FIG. 4. Schematic of the principal light generation modules.
A modified Toptica MDL pro unit produces four of the five laser
colors needed for incoherently driven excitations. Their output is
fiber coupled to a frequency stabilization module. A free-running
laser diode is additionally installed downstream to provide the
final incoherent excitation color. Laser colors within the qubit
manifold are generated by a Toptica TA pro seeded by light from
an ultrastable MSquared SolsTiS Ti:Sa master oscillator present
in the laboratory.

(MSquared SolsTiS) locked to a high-finesse optical cav-
ity, resulting in a linewidth of 3.6 ± 0.4 Hz [38]. The seed
light is fed into the TA via an optical fiber with active fiber
noise cancelation [55]. The TA has an output power of 500
mW at a seed level of 15 to 30 mW, which is sufficient
to drive the amplifier gain into saturation. The bichro-
matic light fields required for the Mølmer-Sørensen inter-
action are generated by supplying a two-tone rf signal to
the acousto-optic modulator (AOM) further downstream.
Future hardware upgrades will be composed of a compact,
diode-based laser system stabilized to a high-finesse cav-
ity, which is completely contained in the rack. The pending
system upgrade features a specified linewidth of less than
2 Hz and an output power of greater than 200 mW after
fiber noise cancelation.

Both ablation loading and photoionization inherently
have no need for stringent frequency stabilization. On the
other hand, all interactions with 40Ca+ require precise con-
trol of the absolute frequency of the respective lasers to
maintain efficient operation. The MDL unit has therefore
been extended to provide two fiber-coupled feedback out-
puts combining all four frequencies on two patch cords,
which are fed to a dedicated stabilization module. The sta-
bilization unit should provide reliable low-noise frequency
locking along with low long-term drift rates. In addition
to these general requirements we need to comply with the
demonstrator’s design principles, which demand compact-
ness, remote control access, and automation features. The
module used here to comply with these requirements is the
AQT Beech module. Inside, all lasers are locked to a ref-
erence cavity. The cavity in turn is stabilized via a transfer
lock to an atomic transition in a gas cell. The details of this
system will be presented in a separate publication.

2. Light delivery, switching, and addressing

The delivery subsystem handles the necessary routing
and spatial distribution of the light colors throughout the
setup. This includes collective delivery for all the lasers
as well as site-selective (addressing) delivery for coherent
qubit control. The system provides control over the tem-
poral and intensity profile of the light fields via amplitude
shaping, amplitude stabilization, and amplitude switching.
The optical subsystems have been made modular when-
ever possible to provide replaceability and readjustment
without disturbing other parts of the setup. Intermod-
ule connection is achieved via fiber-optical patch cords
in line with the requirements on stability and modular-
ity. Polarization-maintaining single-mode optical fibers are
used for delivery throughout due to the polarization sen-
sitivity of optical transitions between Zeeman sublevels
in the magnetic field. Typically, free-space optics outper-
form fiber optics in terms of transmission loss and polar-
ization extinction ratio. This gap in performance grows
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FIG. 5. Schematic of light delivery, switching, and addressing
modules. Light is fiber delivered to dedicated switching modules
utilizing free-space double-pass AOMs, after which overlap-
ping and fiber routing to their final destination is handled on
a fiber distribution module for incoherent interactions. Photodi-
odes (PDs) are placed throughout the beamline for continuous
power monitoring. The qubit laser system has similar switching
and routing capabilities, with the addition of fiber noise cancela-
tion (FNC), and fiber AOMs for improved the on-off extinction
ratio, bichromatic modulation for Mølmer-Sørensen interactions,
and light field parameter control. One of two approaches is used
to deliver addressed light; see Figs. 6 and 8.

for shorter wavelengths. Consequently, intermediate free-
space optics are employed where fiber-based components
perform insufficiently. Figure 5 shows a schematic of the
delivery subsystem.

Four main delivery points for optical access are arranged
orthogonal to the high-NA access ports of the vacuum
chamber. Each of these is equipped with a fiber collimator
for delivery. The collective qubit laser at 729 nm following
the fiber-coupled AOM (FAOM) propagates through holes
in the trap endcaps. On the opposing side is another single-
mode fiber with the two photoionization colors. Delivery
of all other collective beams happens at 45◦ to the trap axis.
A large-mode-area photonic crystal fiber (NKT Photonics
LMA-PM-5) delivers the superimposed Doppler cooling
laser, refreeze laser, one of the two PGC lasers at 397 nm,
as well as the repumping and quench lasers at 866 and
854 nm, respectively. A single-mode fiber on the opposing
port delivers the remaining second PGC laser to com-
plete the scheme. The high energy 515 nm light pulses
for ablation loading are coupled free space into the trap

from below. The four fiber access ports are each equipped
with a fast and slow photodiode for monitoring power and
stabilization close to the ion position.

Individual control over the amplitude of not only each
color, but each laser beam, is required by nature of the
gate-based interaction. Amplitude shaping is implemented
via free-space double-pass AOMs. These shaping AOMs
further provide the individual frequency offsets required
to bridge the detuning between the frequency stabiliza-
tion cavity resonance and required transition frequency.
They are situated inside dedicated rack units as part of
the switching module. An additional mechanical shutter
is inserted in the Doppler cooling beam path, normally
blocking the undiffracted zeroth order after the switching
AOM. Opening the shutter gives access to a laser that is red
detuned by approximately 300 MHz from the main cycling
transition, and can be used to refreeze a molten ion crystal.
The light switching modules are followed by a dedicated
fiber distribution module, where free-space optics are used
to overlap and fiber-couple beams into patch cords for
final delivery. The fiber distribution and switching mod-
ules further incorporate photodiodes for continuous power
monitoring on all colors throughout the beamline.

The beamline for the qubit manipulation laser is built
analogously, with the addition of active fiber noise can-
celation, preceding the switching module. The qubit laser
is split on the switching board into two beams before
passing a respective free-space double-pass AOM. The
first goes directly into a FAOM and is sent to the trap
along its symmetry axis for collective operations on all
qubits simultaneously. The second is used for single-ion
addressing. Light from an addressing unit is delivered to
the ions via free space. For the addressing units, we trial
two different approaches. The first uses a fixed number of
fiber-coupled rigid waveguide channels with micro-optics
that are imaged onto the ion. The second is based on two
crossed acousto-optic deflectors (AODs) for positioning of
the addressed beam [56]. An overview of these approaches
is shown in Fig. 6. The arrangement of light fields arriving
at the ion location is shown in Figs. 7 and 8.

For the micro-optics approach, light is sent to an addi-
tional splitting module with a fixed number of output
channels, followed by individual FAOMs for light switch-
ing before being fed to the unit. The FAOMs have a
center frequency of 150 MHz, an on/off extinction ratio
of approximately 40 dB, and imprint the bichromatic side-
bands onto the laser, as required for Mølmer-Sørensen
interactions. The presence of an individual FAOM per ion
has the further benefit of allowing individual control of
the light field’s parameters for each channel, to, e.g., inter-
act with different motional modes for efficient coupling, to
adjust each ion’s Rabi rate, or to compensate for potential
individual qubit frequency shifts. At the stage presented
here, the splitting board is composed of a diffractive optic
splitting the input light eightfold. The output fibers of the
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(a)

(b)

FIG. 6. Simplified illustration of the addressing approaches
trialed, dimensions not to scale. (a) A fiber-coupled rigid waveg-
uide with micro-optics delivers light via a shrinking telescope to
the main objective and onto the ions. Beam separations are fixed.
(b) A pair of crossed AODs with a relay telescope delivers light
to the main objective and onto the ions. Beam separations are
variable.

FAOMs are coupled into a waveguide and imaged onto
the ion crystal via the main objective lens described in
Sec. III B 3. This addressing unit is provided by Fraun-
hofer IOF. The details of this unit are beyond the scope
of this paper and will be summarized in a forthcoming
publication.

In the AOD approach on the other hand light is deliv-
ered via a single fiber. The two AODs are oriented at an
angle of ±45◦ with respect to the ion string symmetry
axis. Beam steering without incurring position-dependent
frequency shifts is achieved by utilizing crossed pairs of
AODs where the frequency up-shift from one unit (using
the +1st diffraction order) is exactly canceled by the sec-
ond (using the −1st diffraction order). Angular deflection
through the AODs is converted to translation in the ion
plane by action of the main imaging objective. Driving
the AODs with multiple rf tones allows for simultane-
ous addressing of multiple ions at the cost of additional
beams situated above and below the ion string. These
beams have a nonzero frequency shift, and their number

grows quadratically with the number of rf tones applied.
Consequently, the power available per beam decreases
quadratically with the number of tones as well.

3. Imaging optics

Optical readout can be performed in two ways. First,
spatially resolved imaging of the ion string using an elec-
tron multiplying charge-coupled device camera through
use of a near-diffraction-limited, high-NA objective.
Second, not spatially discriminating (collective) light
detection through a single-photon-counting avalanche pho-
todiode and medium-NA optics. Both detection paths are
situated orthogonally to the trap axis and the plane that
contains all laser beams to minimize stray light onto the
detectors. Additionally, this arrangement gives the largest
possible numerical apertures through the vacuum chamber
view ports for large collection efficiencies on the imaging
systems. Both the APD and camera are placed outside of
the magnetic shielding, where light exits through penetra-
tions in the shield. Such an arrangement helps to minimize
the amount of stray magnetic fields close to the trap cham-
ber that may be caused by the readout electronics in the
detectors.

Readout through the APD serves as a means of detec-
tion in trap characterization and system diagnostics, but is
only suitable for small system sizes, and does not offer
site selectivity. The imaging system employed for APD
readout has a medium numerical aperture of NA ≈ 0.29,
with a magnification of about ×1, and a field of view of
about 60 μm. A single ion driven far into saturation on the
cycling transition with these parameters yields a photon
flux of order 500 kcts/s on the APD given the NA, optical
losses, and device quantum efficiency.

The primary imaging system features a high numeri-
cal aperture of NA ≈ 0.5 limited by the trap apertures.
This system is used both for site-selective readout and
manipulation of individual ions (single-site addressing).
The system’s main objective is a compound lens designed
to operate near the diffraction limit for the detection light
at 397 nm as well as for the addressing light at 729
nm. A dichroic mirror is used to overlap the two colors
through this main objective, while compensation optics in
the imaging path correct for abberations introduced by the
dichroic mirror. Imaging design targets are a magnifica-
tion of approximately ×29 at a field of view of 150 μm
to match the detector size. The design modulation transfer
function exceeds 0.5 at a resolution of 0.5 μm over the full
field of view, well in excess of what is required to resolve
single ions with a typical spacing of d0 ≥ 3 μm.

The main objective’s mounting provides five degrees
of freedom for precisely aligning the optical axis with
the ions necessary to achieving these tight specifi-
cations. First, translation perpendicular to the optical
axis (X -Y translation) is achieved via flexure joints in
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FIG. 7. Schematic of the trap drawer detail, focusing on optical and detection components, displayed with extended (opened) drawer.
Optical interfacing with the ions is achieved via fiber delivery for Doppler cooling, polarization gradient cooling, quenching and
repumping (red pair), as well as the collective qubit laser (blue, left) and photoionization (blue, right). Free-space delivery of the
pulsed ablation laser is achieved via access from below (green). Single-site addressing lasers are steered by an addressing unit, and
overlapped with the resolved detection path (high-NA objective, yellow) on a dichroic beam combiner (silver). Compensation optics
for resolved light counter abberations introduced via the combiner. Collective imaging to an APD leaves at the back of the chamber
(purple). Detection electronics and light sources are situated outside the μ-metal shielding. Fiber AOMs allow pulsing and imprinting
of bichromatic sidebands onto the qubit lasers.

the objective’s mounting plate, which are actuated via
fine-pitch micrometers. Second, pitch and yaw can be
adjusted using fine-pitch screws with a spring-loaded kine-
matic three-point mounting. Piezoelectric actuators allow
for fine tuning the position on all three adjusters in addi-
tion to coarse alignment via thumbscrews. The final degree
of freedom is translation along the optical axis (Z trans-
lation or focusing). Coarse alignment is achieved via the
fine-pitch threading used to secure the objective lens. This
thread is guided through a tight-fitting tube that affords
high repeatability. Fine adjustment is achieved by using
the kinematic mount’s three piezoelectric transducers in
tandem for pure translation. Realignment and refocusing
using manual thumb screws is typically only necessary
after making major changes to the system. Fine adjustment
of the addressing using the piezo actuators is typically done
once a day or after opening of the trap drawer.

C. Electronics, control, and automation

Access to and control of the experimental platform
is managed by a rack-mounted desktop computer that
is accessed via Ethernet. Both racks feature Ethernet

switches that connect individual devices to the control
computer.

The electronic outfitting of the demonstrator setup is
based largely upon modular components. The demonstra-
tor is controlled and driven by both analog and digital
electronics. The trap blades providing radial confinement
are driven by a dedicated rf signal generator (Rhode &
Schwarz SMB100B) that is amplified via a helical res-
onator [57]. The ion’s secular frequency is actively sta-
bilized by a feedback circuit actuating on the supplied
trap rf [58]. In addition, the demonstrator makes use of
state-of-the-art phase-coherent digital signal generation,
real-time control, and in-sequence decision making based
on field programmable gate arrays (FPGAs) to perform
digital (pulsed) operations.

1. Experimental control electronics

The laser pulses used for manipulating the states of the
ions are controlled using acousto-optic modulators. These
require radio frequency signals that are precisely timed
and phase coherent (interpulse, interchannel, and inter-
module). For typical rf pulses several microseconds in
length, the timing resolution needs to be less than 10 ns
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FIG. 8. Geometric arrangement of beam delivery; beam polar-
ization indicated where required. The Doppler cooling beam, the
repumping and quenching beams, as well as PGC beams enter
the chamber at 45◦ to the trap axis. The collective 729 nm beam
is delivered through a hole in the trap endcap. Photoionization
beams enter through a hole in the opposing endcap. The medium-
NA port is used for collective readout of the whole ion chain
with an APD. The high-NA access port is used for single-ion
addressing and readout with a camera.

to control pulse lengths to better than 1%, and the tim-
ing jitter must be below a few hundred picoseconds to
ensure repeatability. Digital input/outputs (I/Os) with sim-
ilar timing resolution and jitter are also required, both for
triggering external devices such as rf switches, shutters, or
arbitrary waveform generators, and for counting photon-
arrival pulses from photomultipliers or APDs. These rf and

digital signals are manipulated using a FPGA-based modu-
lar experimental control system developed at ETH Zurich,
known as “Modular Advanced Control of Trapped IONs”
(M-ACTION) [59]. It uses a “star” topology as shown in
Fig. 9, with a central master control board that communi-
cates with the control PC via a custom Ethernet protocol,
and multiple peripheral boards providing rf output [60].
The peripheral boards communicate with the master via
a low-level low-voltage differential-signaling-based pro-
tocol through a backplane into which all the boards are
inserted.

The master board is a commercially available Avnet
Zedboard extended with custom boards for digital I/O and
board-to-board communication. It is centered around a Xil-
inx Zynq system on chip, which holds both a FPGA core
used for low-level deterministic signal handling, and a dual
core 667 MHz ARM A9 CPU suitable for higher-level con-
trol and real-time computations. These include Boolean
decisions such as those in quantum error correction, as
well as more sophisticated Bayesian decisions featuring
feedback of a continuous parameter to the experimental
hardware [59,61]. The FPGA core, on the other hand, mon-
itors the peripheral rf boards, and controls the digital I/O
that requires precise timing.

The rf peripheral boards each consist of four direct-
digital synthesis (DDS) chips (Analog Devices AD9910),
controlled by a standalone FPGA (Xilinx Spartan-6
XC6S150T) with sufficient memory and a pulse sequence
processor to independently execute most typical exper-
iments without intervention from the master [60]. In
situations where intervention from the master board is
required, such as when real-time feedback is being car-
ried out, the latency between an input to the master and a
change in pulse sequence on the peripheral cards is around
5 μs. Recent revisions of the rf board also feature two
analog-to-digital converters, and support on-board servo
regulators for intensity stabilization with sample and hold
synchronous to the local pulse sequences. Proportional-
integral-differential (PID) regulator gains and setpoints
may be altered in sequence to help cope with external
nonlinearities.

Control PC

Ethernet

Backplane links

rf peripheral boards

Master Zedboard

Photon counters

rf outputs

Analog inputs
(rf stabilization)

32
Digital outputs

PID lock statuses

8

32

8

8

FIG. 9. M-ACTION exper-
imental control system. The
master board acts as the hub
of the system, synchronously
running experimental sequences
involving the digital I/O and
the rf peripheral boards, and
managing communications with
the control PC.
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The aforementioned rf boards support a single-tone out-
put per channel, requiring multiple channels to be added
together for multitone quantum gates. Additionally, the
complexity of a pulse is limited by the bandwidth of the
interface between the FPGA and the DDS chips. A new rf
generation board using 1 GSa/s DACs controlled directly
by a more powerful FPGA, as well as 32 GB of local
memory, is currently being developed to overcome these
bottlenecks.

In-sequence decision making is performed based on
predetermined conditional decisions or “branches”. This
predetermination allows FPGA memory management.
Branches are subsequences that are executed if in-
sequence detection fulfils the branch conditions. Photon
count data from either a camera or APD are used directly
on the FPGA to determine whether a branch condition is
met.

A simple example would be of a state transfer |S〉 → |D〉
by means of a π/2 pulse. If at the decision making point
|S〉 is measured, that is, many photons are scattered in
the detection window, then the FPGA determines that the
condition for state transfer to |D〉 is met, and executes a
π -pulse to transfer the population into |D〉. If, on the other
hand, |D〉 is detected, that is, few photons are scattered,
then this additional pulse is not executed. A more compli-
cated example is given in the literature [62], which uses
the same hardware in a separate experiment.

2. Experimental control software

The experiment hardware is operated using two lay-
ers of control software. The lower layer, running on the
master board, is written in C + + and provides access
to the functionality of M-ACTION to a PYTHON-based
higher layer running on the control PC. This higher layer is
used for day-to-day experimental operation and program-
ming, while the lower layer can be used to implement
high-performance real-time computations, or extend the
capabilities of M-ACTION.

A graphical user interface (UI) gives direct feedback to
the operator, and is used for the majority of day-to-day
experimental control tasks. Script-based implementations
of pulse sequences allow for versatile extensions to low-
level pulse patterns available from the UI. Automated rou-
tines for calibration, maintenance, and error handling, such
as Rabi frequency tracking, frequency drift compensa-
tion, and string recrystallization, are supported to maintain
the system at high fidelity without constant supervision.
Quantum circuits are executed via a high-level language
made in house, called PySeq, which acts as an intermedi-
ary between state-of-the-art frameworks like Cirq [63] and
Qiskit [64] and close-to-hardware descriptions on the laser
pulse level. PySeq is, similar to Qiskit, a PYTHON pack-
age and provides a convenient abstraction layer translating
quantum circuit objects like rotations around an axis for a

given angle to hardware instructions such as laser pulses
with a certain power and duration. It is expected that this
feature, in combination with remote access to the setup,
will greatly improve the ease of use for collaborators.

IV. SYSTEM CHARACTERIZATION

We now turn to characterizing the demonstrator setup.
A suite of common measures and experiments is used to
evaluate the engineering approaches for the rack-based
architecture. The section begins with outlining standard
operation parameters for the ion trap. Measurements on the
mechanical stability of the rack and the performance of the
active vibration isolation system are presented. We show
measurements on imaging system performance, as well
as addressing capabilities using two different addressing
unit devices. We finally turn to measurements pertain-
ing to the operation of the demonstrator itself, such as
characterization and compensation of the magnetic field
gradients, coherence times, ion temperature and heating
rates, and gate performance for single- and pairwise-qubit
interaction.

A. Trapping parameters

The Paul trap’s radial confinement voltage is supplied to
a helical resonator, in order to filter and impedance match
the rf drive to the trap [57] that results in a voltage step up
at the trap side. The loaded resonator oscillates at a drive
frequency of �rf ≈ 2π × 27.4 MHz. It is driven with an
input power of up to Pin,max = 10 W. The trap endcaps
are supplied with a voltage of up to Vec ≈ 1000 V. An ion
trapped in the trap will oscillate at the resulting pseudopo-
tential’s three fundamental trap frequencies ωax, and ωrad
that can be measured by external excitation with oscillating
fields (“tickling”) [65] or by sideband spectroscopy [66].
These trap frequencies are (nearly) identical to the center-
of-mass motional excitations of ion clouds or crystals in
the three trap directions. We determine the secular frequen-
cies for a single 40Ca+ of ωrad ≈ 2π × 3 MHz in the radial
direction with 10 W input power, and ωax ≈ 2π × 1 MHz
along the trap axis at about 1000 V endcap voltage. In
situ temperature measurements using a PT100 thermis-
tor give a temperature of the trap that depends on the rf
drive power. The temperature reaches about Tmax ≈ 100 ◦C
after sustained operation at Pin,max = 10 W. The pres-
sure in the vacuum chamber as measured by the pump’s
gauge is 1.5 × 10−11 mbar. The pressure reading does not
depend on the drive power, indicating little outgassing
from adsorbed contaminants on the trap surfaces.

The ion gauge’s pressure measurement is performed at
the pump location instead of the ion location. Differen-
tial pressures in ultralow vacuum conditions can thus lead
to an underestimation of the pressure at the ion location.
Consequently, we independently determine the pressure at
the ion location via collision rate measurements [67,68].
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Collisions with residual thermal atoms melt the ion crystal
and thus limit the stability of ion crystals in the trap. We
distinguish between two different types of collision event:
those that melt the crystal and cause ions to change sites
in the refrozen crystal, and those that lead to molecule for-
mation via chemical reactions that changes the number of
(bright) ions. Detection of reconfiguration events is done
by observing the position of nonfluorescing, cotrapped
ions (defect hopping). We measure a collision rate of
�col = 0.0025 ± 0.0011 s−1 per ion by observing recon-
figuration events in a three-ion crystal consisting of two
bright 40Ca+ and one dark, cotrapped ion, which corre-
sponds to a pressure of pion = (9.7 ± 4.2) × 10−11 mbar
assuming collisions with H2 [68]. This means that even a
50-ion chain is unlikely to experience a collision during
the qubit coherence time of 100 ms. Ion loss may occur
when collisions are sufficiently strong to lead to unstable
ion trajectories, or when chemical reactions cause forma-
tion of dark ions. By observing an ion crystal of 32 bright
40Ca+ ions over the course of 12 h we observe the loss of
only one ion from the trap.

B. Mechanical stability and active damping

Mechanical instability affects quantum computing
fidelity via a multitude of avenues from light field ampli-
tude fluctuation, lowering of the signal-to-noise ratio
through blurring or defocusing in the detection system,
to light field dephasing noise [69–73]. We measure the
vibrational stability of the setup using piezoelectric shear
accelerometers (Endevco 7703A-1000) at various loca-
tions in the setup. Time series data from the detectors is
recorded and Fourier transformed to voltage power spec-
tral densities in an audio spectrum analyzer (Stanford
Research Systems SR1). Voltage spectra are converted
to displacement spectral densities via the accelerome-
ter sensitivity calibration. The measurement is limited
by the electronic noise floor of the signal conditioner
(Endevco 133) below about 2 Hz. Displacement spectral
densities recorded simultaneously in the horizontal and
vertical directions are shown in Fig. 10, along with a refer-
ence spectrum obtained on an empty, broadband-damped,
honeycomb-lattice optical table in close proximity. Root-
mean-square displacements over the full measurement
bandwidth are shown in Table I with the electronic back-
ground subtracted.

The overall vibrational stability of the system is similar
to traditional optical setups situated on dedicated optical
tables. Spectra do show a clear influence of the operation
of cooling fans used in the rack construction. The major-
ity of root-mean-square displacement is contributed at low
frequencies below 10 Hz. Notably, these frequencies are
also well below the fan rotation frequencies, indicating
that they do not simply originate from vibrations of the

(a)

(b)

FIG. 10. Displacement (amplitude) spectral densities (ASDs)
(a) parallel to the floor (horizontal) and (b) perpendicular to the
floor (vertical) calculated from time series data obtained with
piezoelectric shear accelerometers. Traces show equivalent dis-
placement spectral densities of the electronic noise floor (blue),
a typical optical table setup in close proximity (orange), and the
demonstrator setup with cooling fans turned off (green) and on
(red).

fans or modulations at the 50 Hz motor drive. Determin-
ing the origin of excess vibrations caused by the fans and
the structured noise at low frequencies is part of future
upgrade efforts, including dc-drive fans and improved air
flow direction. The performance is comparable to the
empty reference table in spite of the compact, towerlike
construction in active operation, and validates engineering
approaches used in the demonstrator.

C. Imaging and detection performance

Characterizing the performance of the primary imag-
ing system provides information about the achievable
signal-to-noise ratio in readout, and the minimal achiev-
able spot size and crosstalk for addressing light. After

TABLE I. Root-mean-square (RMS) displacements over the
full measurement bandwidth for vibration measurements shown
in Fig. 10. Electronic background subtracted pointwise from
spectra.

Noise
Optical
table

Full w/o
fans

Full w/
fans

RMShor. (nm) 54 21 61 275
RMSvert. (nm) 50 33 139 335
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FIG. 11. Detection performance. (a) Fluorescence image of a linear string containing 11 ions. The axial trap frequency is ωax = 2π ×
450 kHz, corresponding to a distance between the two center ions of 4 μm. (b) Integration over pixel columns shows well-separated
ions.

optimization of the objective alignment we resolve well-
separated ions in a 50-ion linear crystal. A typical image
of an 11-ion crystal with minimal ion-ion separation of
approximately 4 μm is shown in Fig. 11(a) recorded at
the detection wavelength of 397 nm. We determine the
achieved imaging system magnification to be ×29.9 from
the known pixel dimensions and calculated ion spacings
for the used trap parameters. This is slightly larger than the
design magnification of ×29. The high-NA readout optics
enable camera detection times down to 300 μs at a fidelity
of about 99.9%.

We determine the detection fidelity by preparing an ion
string either in the bright 4S1/2, or in the dark 3D3/2 mani-
fold by turning off the repumping laser at 866 nm. We elect
to pursue this method over creation of the dark state via
excitation using the 729 nm laser to avoid conflating oper-
ational infidelities in qubit manipulation with detection
infidelities. After a cooling period we perform a projective
measurement and detect each ion individually on a camera.
From the counting statistics in each ion detection region we
determine the probability of measuring the prepared state
for a given measurement time, that is, measure many (no)
photons for the ion prepared in the bright (dark) state. We
estimate the detection crosstalk by determining the prob-
ability of measuring a bright state in a detection region
in between two bright ions spaced at 5.9 μm. Detecting
light above the background in this empty region of space
comes solely from detection crosstalk. At a measurement
time of 300 μs we detect no events above the background
threshold out of 10 000. Consequently, we conclude that
detection crosstalk during our measurement windows is
negligible.

D. Single-ion addressing performance

Addressing capabilities are crucial for the quantum com-
puting scheme we pursue. This capability is routinely
quantified in terms of the ability to resolve individual
sites along with the crosstalk between individual chan-
nels. In the following, characterization measurements of

the micro-optics addressing unit and AOD addressing units
are presented.

At this stage we utilize only four of the channels on the
micro-optics addressing unit. The beams from these chan-
nels are fixed in position, and measuring the beam profile
proceeds by moving a single ion electrostatically along
the trap axis through the beams by scanning the endcap
voltages. At each position the light intensity is obtained
by measuring the oscillation frequency of Rabi oscilla-
tions. The Rabi frequency is proportional to the electric
field at a given position. Figure 12(a) shows the esti-
mated light intensity along the trap axis obtained in this
fashion. From a Gaussian fit to a higher-resolution scan
shown in Fig. 12(b) we calculate a beam waist of w0 =
0.81 ± 0.01 μm for all spots. Different coupling efficien-
cies through FAOMs and waveguides lead to peak heights
varying across channels.

We further measure the resonant crosstalk between
channels as defined by the ratio of the Rabi frequencies,
�adjacent/�addressed, when exciting a single ion. For the four
active channels, we measure resonant crosstalk between
1.9% and 3.4%, as shown in Fig. 12(c). This is much larger
compared to what we would expect from a Gaussian beam
with w0 = 0.81 μm or Airy fringes arising from the finite
aperture, and implies that the crosstalk is limited by optical
aberrations.

For the AOD addressing unit, we scan the addressing
beam over a string of ions by changing the AOD drive fre-
quency. In this measurement we use laser pulses of a fixed
power and duration such as to produce a pulse area of less
than π at the center of the beam. Scanning the beam across
an ion will thus produce Rabi oscillations with maximal
population in the excited state coinciding with maximal
intensity. We calibrate the deflection per drive frequency
increment obtained from the AODs by comparing the pop-
ulation profile to the known ion distances at a given axial
center-of-mass mode frequency. The calibration yields a
deflection slope of 4.9 ± 0.1 μm/MHz.

A measurement for a 16-ion string with a minimal ion
distance of approximately 3.4 μm and a total length of
approximately 60 μm is shown in Fig. 13(a). The intensity
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FIG. 12. Micro-optics addressing unit performance. (a) A single ion’s position is scanned electrostatically along the trap axis by
varying the endcap voltages. The square of the Rabi frequency is plotted as a function of this position for four active channels at a
distance of 3.4 μm. Solid lines are Gaussian fits to data, alternating colours for clarity. (b) Same as (a) with higher resolution for spot
size measurement of the focused addressing beam at 729 nm. By fitting a Gaussian distribution to the data we obtain a beam width of
w0 ≈ 0.8 μm. Dashed black lines indicate the nearest neighbors for a 50-ion crystal at the minimal distance of approximately 3.2 μm.
(c) Estimates of resonant crosstalk from intensity profiles in (a). The dashed entries in (c) are not assessed.

profile shown in Fig. 13(b) is measured analogously to that
of the micro-optics addressing unit, yielding a beam waist
of w0 ≈ 1.09 ± 0.02 μm. Next, we characterize the res-
onant and off-resonant crosstalk in a ten-ion string with
a minimal inter-ion distance of 3.5 μm. The ratio of the
Rabi frequencies of the nonaddressed ions to the addressed
ion is plotted in Fig. 13(c). We obtain an average resonant
crosstalk of 0.2% with a maximum of 1% on ion 5 when
addressing ion 4. The average nearest-neighbor crosstalk
is 0.5%. This is significantly lower than in the micro-
optics addressing unit. The difference may at least partly
be attributed to the better overall optical quality of macro-
scopic precision optics used in the AOD approach, rather
than micro-optical prototype components.

Figure 13(d) shows the results of off-resonant crosstalk
measurements. For this measurement, we perform a res-
onant collective π/2 pulse, followed by an addressed
ac-Stark pulse of variable length, followed by a collective
−π/2 pulse. These composite pulses, sometimes referred
to as U(3) pulses, are used to reduce the effect of crosstalk.
The ac-Stark shift is proportional to the light field inten-
sity I ∝ E2 while the Rabi frequency is proportional to
the electric field � ∝ √

I ∝ E. Consequently, we expect
the U(3) pulses to produce significantly smaller crosstalk.
The maximum crosstalk measured is 2.6 × 10−4, 20 times
lower compared to the resonant crosstalk. The average
crosstalk on nearest neighbors is 1.3 × 10−4.

E. Coherence properties and magnetic fields

Qubit coherence times are affected by a multitude of
sources. Two common technical sources of decoherence
in state-of-the-art trapped-ion setups are phase noise from
the driving fields and magnetic field noise. Phase noise
may originate either directly from laser frequency insta-
bility, that is, finite linewidth, or can be imparted through,
e.g., fiber noise or optical path length noise. Magnetic field
noise modulating the energy splitting in the qubit manifold
often originates from mains or its harmonics, switching
power supplies, or ground loops.

Phase noise in the driving field is ultimately lim-
ited by the linewidth of the stabilized laser. Vibrational
isolation, rigid construction principles, fixing of flexi-
ble (fiber optics) paths, and air current control in free
space are implemented throughout the setup to prevent
adding excess phase noise. Additionally, fiber noise can-
celation is used up to the double-pass switching AOM; see
Sec. III B 2.

The influence of magnetic field noise depends on two
factors: the noise present and the sensitivity of the utilized
transition to it. The qubit transition |4S1/2, mJ = −1/2〉 ↔
|3D5/2, mJ = −1/2〉 is the least sensitive to magnetic field
fluctuations out of the S1/2 ↔ D5/2 manifold, with a slope
of 5.6 MHz/mT. This is orders of magnitude higher than
in clock transitions of hyperfine qubits [74], and therefore
magnetic field stability as well as homogeneity have to be
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FIG. 13. AOD addressing unit performance. (a) Scan of the addressing beam over a 16-ion crystal. The population Pe is used
as a proxy for the signal intensity; see the main text. Solid lines are Gaussian fits to data, alternating colours for clarity. (b) Spot
size measurement of the focused addressing beam at 729 nm. A single ion’s position is scanned electrostatically along the trap axis
by varying the endcap voltages. The square of the Rabi frequency is plotted as a function of this position. By fitting a Gaussian
distribution to the data we obtain a beam width of w0 ≈ 1.1 μm. Dashed black lines indicate the nearest neighbors for a 50-ion crystal
at the minimal distance of approximately 3.2 μm. (c) Resonant crosstalk measurements in a ten-ion crystal with minimal inter-ion
distance of 3.5 μm. Plotted are the ratios of Rabi frequencies of ions relative to the addressed ion (white on the diagonal). (d) Same as
(c) but using off-resonant, compensating U(3) pulses; see the main text. Ions where Rabi oscillations are too slow to fit reliably are set
to 0 in the plot to avoid a spurious structure.

precisely controlled in order to reach sufficient coherence
times of the order of T2 ≈ 100 ms or better.

We characterize the temporal magnetic field stability by
performing Ramsey spectroscopy on the ground state qubit
|4S1/2, mJ = −1/2〉 ↔ |4S1/2, mJ = +1/2〉 transition in a
single ion. This transition has a 5 times increased sen-
sitivity to the magnetic field with respect to the qubit
transition, with a gradient of 28.0 MHz/mT. The opti-
cal pulse sequence to access this transition begins with
a π/2 pulse, which creates an equal superposition state
between |0〉 and |1〉. A π pulse then coherently trans-
fers the population from the optical qubit |0〉 state to the
|4S1/2, mJ = +1/2〉 state. After the Ramsey waiting time
the sequence is reversed, which implements the Ramsey
time evolution of an effective magnetic dipole transition.
This sequence yields a significant decrease in sensitiv-
ity to optical noise sources, thus isolating the influence
of the magnetic field. Performing Ramsey spectroscopy
with a closed μ-metal shield on the ground state qubit and
optical qubit yields respective coherence times of TGS

2 =
18 ± 1 ms and Topt

2 = 90 ± 30 ms, as shown in Figs. 14(b)
and 14(c). This is sufficient to execute about 400 two-
qubit gates or 4000 single-qubit gates during the coherence
time.

Furthermore, we measure no influence of the vibration
isolation elements on the coherence time of our qubit. The
initial decay of fringe contrast is consistent with coherence
times in excess of the Topt

2 = 90 ± 30 ms. However, for
waiting times longer than 25 ms, we observe accelerated
contrast decay that limits the coherence time to the value
above, and causes substantial uncertainty. The source of
this enhanced decay is the subject of ongoing investigation,
but may be caused by magnetic field noise induced by
switching magnets in neighboring experiments, or mains
noise. This is further supported by two observations. First,
neighboring ion trap experiments implementing feedfor-
ward to cancel mains noise see a substantial improvement
in coherence times. Second, a similar experiment being
set up in a neighboring building with overall worse envi-
ronmental control but almost no other occupants causing
magnetic field noise also shows increased coherence times.

In addition, the spatial homogeneity of the magnetic
field needs to be investigated to maintain coherence across
an extended ion register. Small deviations in the position-
ing of the employed Halbach and Helmholtz configurations
may cause a gradient or curvature across the trap axis.
Likewise, the permanent magnet of the ion getter pump
may cause a magnetic field gradient across the ion string.
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(a) (b)

(c)

FIG. 14. (a) Magnetic field gradient before compensation (blue, 3.2 ± 0.1 Hz/μm) and after compensation (red, 0.2 ± 0.1 Hz/μm)
on the ground state qubit as seen from the Ramsey fringe frequency ωR for a fixed detuning as a function of ion position, corrected for
linear frequency drift at fixed position. (b) Decay of Ramsey fringes of the dark state population P(D) for the ground state qubit over
time, resulting in a coherence time of TGS

2 = 18 ± 1 ms. (c) Same for the optical qubit transition. The sensitivity to magnetic fields is
5 times lower, leading to less impact from magnetic field noise. We determine Topt

2 = 90 ± 30 ms.

We measure a gradient ∂zB = 0.111 ± 0.002 mT/m by
performing Ramsey spectroscopy on the ground state qubit
and then shifting the equilibrium position of a single ion
electrostatically. The gradient leads to a frequency shift
on the ground state qubit transition of 3.1 ± 0.1 Hz/μm.
Applying appropriate currents to the compensation coils
reduces this axial gradient by an order of magnitude to
0.2 ± 0.1 Hz/μm. For the 5 times less sensitive opti-
cal qubit transition, this means a gradient of 0.041 ±
0.021 Hz/μm, corresponding to an end-to-end frequency
difference of approximately 8 Hz in a 200 μm chain of 50
ions, as shown in Fig. 14(a).

F. Ion temperature and motional heating rates

High-fidelity gate operations typically require the ions
to retain coherence in their motional degrees of free-
dom [16,75–77]. Motional coherence is ultimately limited
by the motional heating rate. We therefore measure the
ion temperature, that is, phononic mode occupation, and
from that, the heating rates with sideband thermometry
[78]. Sideband thermometry can be applied for an aver-
age phonon occupation n̄ � 2. Comparison of the Rabi
oscillations on the red and blue sidebands of the qubit tran-
sition yields the average phonon occupation [48]. After
sideband cooling a single ion, we obtain a phonon number
of n̄ph, ax = 0.02 ± 0.01 (at ωax = 2π × 1.05 MHz) in the
axial direction, and n̄ph, rad = 0.06 ± 0.02 (at ωrad = 2π ×
2.5 MHz) in the radial direction. By increasing the time
between sideband cooling and temperature measurement
we obtain a heating rate of 0.221 ± 0.007 s−1 in the axial
direction [see Fig. 15(a)] and 0.3 ± 0.1 s−1 in the radial
direction. These heating rates compare favorably with val-
ues obtained in other traps operated at room temperature
[79] (see, in particular, Fig. 8). Measuring heating rates
for axial trap frequencies between ωax = 2π × 0.15 MHz

and ωax = 2π × 1.05 MHz, we obtain a power-law depen-
dency 1/ωα

ax with α ≈ 1.7; see Fig. 15(b).

G. Single-qubit gates

Arbitrary single-qubit rotations are part of the complete
gate set we chose to implement for universal quantum
computation capabilities. Qubit rotations are implemented
differently depending on the sets of qubits required, and on
the axis of rotation chosen. For many applications, rotating
all qubits collectively is required. This can be efficiently
implemented using a single, collective beam traveling axi-
ally along the spine of the trap, colinearly with the ion
string. The single-site-resolving addressing units described
in Sec. IV D are used instead if only subsets of qubits need
to be rotated.

(a) (b)

(s
–1

)

FIG. 15. Axial heating rates. (a) We calculate the heating rate
of �n̄/�tw = 0.221 ± 0.007 s−1 at ωax = 1.05 MHz by fitting
the increase in n̄ over the waiting time tw, where n̄ is determined
from sideband thermometry. (b) Heating rates are determined as
in (a) as a function of the trap frequency. The dashed line is a
power-law fit 1/ωα

ax, where α ≈ 1.7.
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The mechanism to drive the rotation itself is addition-
ally different depending on the axis chosen. A rotation
around an axis in the Bloch sphere’s equatorial plane,
that is, between R̂x and R̂y , can be implemented via res-
onant excitation on the 729 nm qubit transition. An optical
phase imparted using the FAOMs is used to define the
axis of rotation relative to the first pulse in a sequence,
which may be defined arbitrarily. The remaining axis, R̂z,
is instead driven by off-resonant ac-Stark pulses. Typically,
we perform π/2 rotations in 15 μs, limited by our current
control electronics.

In order to characterize the fidelity of these single qubit
rotations we perform randomized benchmarking on a sin-
gle qubit [80], assuming uncorrelated noise. A number of n
Clifford gates is executed, where each Clifford gate incurs
an average cost of 1.875 R̂x(π). At the end of the sequence
the Clifford gate that inverts the sequence is added, thus
creating an identity operation if not for gate errors. Here,
we concatenate up to 100 Clifford gates and fit an expo-
nential decay of the form A × pn + 0.5 to the population of
the initial state. We assume that the population will decay
to a value of 0.5 for a large number of gates. Then A + 0.5
is the fidelity of state initialization. The error per Clifford
gate is calculated as RClif = (1 − p)(1 − 1/d), with d = 2
denoting the dimension of the Hilbert space for a single
qubit.

First we characterize qubit rotations when using the
global, axially-aligned beam that drives collective rota-
tions. We obtain a Clifford gate fidelity of FClif =
99.83% ± 0.01% or Fgate = 99.91% ± 0.01% per single-
qubit rotation. We perform the same measurement on a
single ion with the tightly focused beam from the micro-
optics addressing unit, and obtain FClif = 99.75% ± 0.02%
and Fgate = 99.86% ± 0.01%, respectively.

H. Mølmer-Sørensen gate and entanglement
generation

The ability to generate entanglement in a determinis-
tic way is key for quantum computation [81–83], and
the missing component to our complete gate set. Differ-
ent types of entangling gates have been proposed and
demonstrated for trapped-ion qubits [49,84,85]. Here, we
utilize the Mølmer-Sørensen gate [47,50] that generates
entanglement through spin-dependent forces generated by
a bichromatic light field slightly detuned from a vibra-
tional mode. However, quantifying the degree and depth
of entanglement in many-body quantum systems gen-
erated by any means remains a challenging task [86].
Entanglement witnesses [87,88] are often used, where the
observable crossing a given threshold guarantees multipar-
tite entanglement of a given depth. Greenberger-Horne-
Zeilinger (GHZ) states are a class of maximally entangled
Schrödinger’s cat states that have the fortunate features of
being natively implemented by the Mølmer-Sørensen gate,

(a)

(b)

FIG. 16. (a) Parity oscillations after a Mølmer-Sørensen gate
on two ions followed by an evaluation pulse with phase �. The
amplitude of the parity oscillations is C2 = 0.995 ± 0.011 with
100 measurements per data point. Together with populations
P2(SS, DD) = 0.9988 ± 0.0005 we determine a fidelity of F2 =
0.997 ± 0.006. (b) Parity oscillations of a 24-ion GHZ state with
100 measurements per data point. The parity contrast drops to
C24 = 0.501 ± 0.013, the population to P24(S · · · S, D · · · D) =
0.588 ± 0.006. We obtain a fidelity of F24 = 0.544 ± 0.007;
more than 6 standard deviations above the 24-partite entangle-
ment threshold of 0.5. Measurement uncertainties are smaller
than the marker size.

and providing a particularly easy-to-measure entanglement
witness. Furthermore, GHZ states are highly susceptible
to errors and decoherence [89–91], and as such, provide a
sensitive probe for characterizing the performance of our
compound system.

First, we implement Mølmer-Sørensen gates using a col-
lective, axially oriented beam on ion strings from 2 to
24 ions. The state fidelity F after the entangling oper-
ation provides the entanglement witness with F > 0.5,
guaranteeing full-depth entanglement. We characterize
the operation using a two-ion crystal. The fidelity is
directly inferable from the populations in the |S, S〉 = |1, 1〉
and |D, D〉 = |0, 0〉 states with P2(SS, DD) = 0.9988 ±
0.0005, as shown in Fig. 16(a), as well as their coher-
ences [89]. The coherences are obtained from observ-
ing the oscillations in the state’s parity as the phase of
an analysis π/2 pulse is varied before projective mea-
surement. Measuring the amplitude of this oscillation
yields C2 = 0.995 ± 0.011 [89,92]. From those we cal-
culate a single-gate state fidelity F2 = (P2 + C2)/2 with
F = 0.997 ± 0.006. This fidelity includes all errors from
state preparation and measurement (SPAM) and in partic-
ular is achieved without postselection. A single two-ion
Mølmer-Sørensen gate typically takes 200 μs. Sustaining
the interaction for odd-integer multiples of this duration
implements repeated Mølmer-Sørensen gates. Measuring
the fidelity after different numbers of gates, and fitting an
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(a)

(b)

FIG. 17. Mølmer-Sørensen gate performance. (a) Decay of
overall state fidelity after repeated, odd-integer application of
approximately 200 μs Mølmer-Sørensen interactions for axial
and radial two-ion gates. We infer a single-gate state fidelity of
0.9983 ± 0.0001 per axial gate and 0.9936 ± 0.0003 per radial
gate. (b) Axial Mølmer-Sørensen gates on a linear ion string for
different ion numbers. Pairs of ions are successively added to the
existing string and the measurement repeated. Blue circles rep-
resent measurements performed at an axial center-of-mass mode
frequency of ωax = 2π × 234 kHz, to ensure the formation of a
linear string for a large number of ions, and are taken consec-
utively. Blue triangles represent measurements performed at an
axial center-of-mass mode frequency of ωax = 2π × 200 to 1000
kHz on different days. Measurement uncertainties are smaller
than the marker size.

exponential decay as shown in Fig. 17(a) yields a sim-
ple estimator of the state fidelity with 0.9983 ± 0.0001 per
gate.

Larger multipartite entangled states are subsequently
produced by applying a single Mølmer-Sørensen gate to
multiple ions. We demonstrate the generation of GHZ
states up to 24 qubits. Measured fidelities are plotted in
Fig. 17(b), where pairs of ions are successively added to
the existing string and the measurement is repeated. For 24
ions, we measure P24(S · · · S, D · · · D) = 0.588 ± 0.006,
C24 = 0.501 ± 0.013, and F24 = 0.544 ± 0.007, which is
again not corrected for SPAM errors and without post-
selection, and is more than 6 standard deviations above
the threshold for 24-partite entanglement [89]. The parity
oscillations are plotted in Fig. 16(b). To the best of our
knowledge, this is the largest GHZ state as well as the
largest fully entangled state that has been generated in any
system without error mitigation or postselection.

In the data shown above Mølmer-Sørensen gates were
carried out on the axial modes of vibration. In order to cre-
ate a fully programmable system, we use the radial modes
of vibration for arbitrary-pair, addressed entangling opera-
tions on specific qubits in long ion strings. Characterizing
the creation of states with addressed operations naturally

FIG. 18. Full register overlap fidelity of states produced using
the AOD addressing unit in a four-ion crystal. There is no mean-
ingful distinction between pair (1,4) and (4,1) as opposed to in
single-site addressing. Consequently, the matrix is symmetric.

leads to the question of the fidelity metric, with two promi-
nent candidates. The first is the fidelity of, say, GHZ state
production where the nonaddressed subregister is ignored.
This will quantify the action of an entangling gate, but
is oblivious to what this operation does to the rest of the
register. The second, more stringent choice, would be to
determine the fidelity of performing an entangling oper-
ation on the addressed qubits without affecting the idling
qubits. This is then the overlap of the full register state
with the ideal register state, rather than subregisters. Given
that crosstalk is unavoidable we elect to chose the second
metric.

Initial tests are carried out with the micro-optics address-
ing unit, addressing the two outer ions of a three-ion
crystal. The Mølmer-Sørensen gate with the radially ori-
ented addressing beam yielded a register overlap fidelity of
F2 = 0.989 ± 0.005 for a single gate. Again, concatenat-
ing multiple gates and fitting an exponential decay yields
a fidelity of F ′

2 = 0.9936 ± 0.0003 per gate as plotted in
Fig. 17(a). Here F2 is the fidelity of the Mølmer-Sørensen
gate including SPAM errors, while F ′

2 is approximately the
pure fidelity per gate operation without SPAM errors.

With the AOD addressing unit we measure all pairwise-
entangling gates in a four-ion crystal. We calibrate the gate
on the two outer ions and use the same set of parameters
for all gates. The register overlap fidelities are shown in
Fig. 18. We achieve fidelities in the range from 0.969(7)
to 0.986(8). Cumulative population in the nominally non-
addressed subregister for these measurements is below
0.2%.

We anticipate that further improvements in the radial
mode stability, cooling of radial modes, addressing unit
and mode disentanglement [93–95] should increase the
fidelity of the addressed gates.

V. CONCLUSION

In this manuscript we have provided a detailed descrip-
tion of the experimental implementation of a compact,
trapped-ion quantum computing demonstrator situated in
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two 19-inch racks. We have presented mechanical, optical,
and electrical systems along with characterizing experi-
ments. This experimental platform improves upon conven-
tional hardware implementations in terms of modularity,
integration, and remote control. In our characterization
measurements we find the system performance to be on par
with conventional, laboratory-based hardware implemen-
tations in terms of experimentally relevant performance
criteria. We find that mechanical stability, optical read-
out and addressing performance, heating rates, coherence
times, and Mølmer-Sørensen entangling fidelities in the
current implementation do not suffer relative to tradi-
tional optical table setups. Using the compound system,
we are able to produce maximally entangled Greenberger-
Horne-Zeilinger states with up to 24 qubits with a fidelity
of 54.4% ± 0.7%. To our knowledge, this is the largest
maximally entangled state yet generated in any system
without the use of error mitigation or postselection, and
demonstrates the capabilities of our system.

In addition, we presented site-selective qubit operations
to implement a complete gate set for universal quantum
computation using two distinct approaches to addressing: a
micro-optics approach with fixed, rigid waveguides, and an
acousto-optic deflector approach. Both of these approaches
offer advantages over the other in particular settings.

The micro-optics approach readily offers itself for simul-
taneous multisite addressing without producing off-axis
spots that can lead to resonant and off-resonant crosstalk.
The power scaling in such a scenario is linear in the
number of channels, assuming a suitable power distribu-
tion system is at hand. Parallel radial sideband cooling
is one direct beneficiary of such capabilities, as is direct
generation of interaction between more than two qubits.
Individual control over amplitude, phase, and frequency of
each channel is a fundamental advantage of this approach
but requires one FAOM per qubit. The positional stability
is not affected by the oscillator stability of rf sources, and
extension to larger registers are not limited by the speed of
sound or similar quantities such as in AOD-based devices.

The AOD approach on the other hand is technologi-
cally simpler, thus offering superior performance at this
stage. Optical quality of macroscopic components is often
also superior to micro-optics, in particular in prototyp-
ing scenarios such as here, which reduces abberations.
The addressing is inherently flexible, such that it can be
adjusted for qubit registers from 2 ions to 40 ions in our
configuration. Adjustment of power and optical phase of
individual channels is possible without an optical modula-
tor per ion, which significantly reduces the technological
overhead compared to the micro-optics approach. This
unit is fed by a single fiber, and no prior power dis-
tribution capabilities are required. The switching speed
in AODs is limited ultimately by the speed of sound
in the deflecting crystal, which therefore also limits the
speed at which operations can be performed. The quadratic

(a)

(b)

FIG. 19. Ion images of (a) 24 and (b) 50 ions in the demon-
strator. The 24-ion chain is used to demonstrate 24-partite entan-
glement within the setup without the use of postselection or error
mitigation. Fifty-ion chains are the midterm control target and
can already be trapped and cooled. Nonuniform brightness stems
from the finite size of the detection beam.

power loss for multisite addressing, and off-axis spots limit
this technology to the simultaneous addressing of a small
number of ions.

With both of these approaches we demonstrate single-
qubit and pairwise-entangling gates on registers up to
10 ions. From randomized benchmarking we obtain a
fidelity of Fgate = 99.86% ± 0.01% per addressed single-
ion gate. Measurements of resonant crosstalk are shown
to be below 1% across the entire ten-ion register with the
AOD approach, while nonresonant crosstalk is measured to
be less than 1.25 × 10−4 in the same string. Together with
the pairwise-entangling operations with fidelities between
97% and 99% we show all the basic operations for a fully
programmable quantum system. Benchmarking of larger
registers, and with more complete suites of benchmarking
tools [96] will be undertaken as part of the next round of
hardware integration and software improvements.

These near- and midterm upgrades to the hardware and
software stacks will further improve upon the demonstra-
tor’s capabilities. Use of an external master oscillator to
generate the narrow-linewidth qubit laser will no longer
be required after installation of the compact diode-laser
source that is currently under construction as part of the
AQTION collaboration. Similarly, single-site addressing
capabilities will be improved in mode quality and the num-
ber of channels. This will allow the setup to implement
more complex algorithms by moving from axial gates to
radial quantum gates enhanced by established quantum
control techniques [97,98]. Upgrades to M-ACTION, as
well as complimentary developments to the control and
remote access software stack will enable easier access
to the demonstrator capabilities in a hardware-agnostic
fashion.

Already, the device presented is capable of operating
with qubit numbers on par with state-of-the-art conven-
tional laboratory setups. An image of such a qubit register
is shown in Fig. 19(a). The midterm upgrades should
enable us to increase this number to the AQTION control
target of 50 qubits and beyond. We have already demon-
strated basic capabilities of control in larger qubit chains
as shown in Fig. 19(b), with a 50-ion chain already crys-
tallized in our trap. In the long term, we hope that the
demonstrator’s features and engineering solutions mean
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that ion-trap-based quantum computers may be situated
in any space with reasonable environmental stability and
vibrational level. Quantum computation with a qubit count
exceeding 100 is feasible based on our architecture and this
characterization of its first implementation.
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5.3 Additional hardware details

Some details were omitted in the publication for the sake of limited interest to the
general reader and therefore will be provided here. This section contains additional
hardware details important for the future considerations in this work.

5.3.1 Light frequency control

It is worth mentioning some details of the frequency control of the laser light used
to address ions (see Fig. 5.4). The laser light is generated by a diode laser designed
by Toptica as a part of the AQTION collaboration (‘Toptica 1 Hz system’). The
laser is locked to a high-finesse cavity providing a linewidth ≈ 1 Hz. The laser light
goes through a series of acousto-optical modulators (AOMs) and acousto-optical
deflectors (AODs) before reaching the ion chain.

Laser Fiber AOM AOD 1 AOD 2Double-pass AOM

fDP fFAOM f
(1)
AOD f

(2)
AOD

flaser fion

Figure 5.4: Schematic of the AOMs used to adjust the laser light frequency.

The frequency of the laser light after all the AOMs/AODs should be resonant with
the qubit transition posing the following condition for the frequencies applied to the
AOMs/AODs:

flaser + 2fDP + fFAOM + f
(1)
AOD − f

(2)
AOD = fion. (5.1)

Typical values for these frequencies are given in Tab. 5.1.

Every acousto-optical device in this chain plays a specific role which sets some
limitations to the frequencies that are supplied to the device. The role of each
device will be briefly discussed below.

Laser

The frequency of the light produced by the laser is fixed by the cavity lock:

flaser = fcavity(t). (5.2)

However, if left undisturbed, the cavity shows a slow long-term length change re-
sulting a in frequency drift ≈ 3 kHz/d on average. This drift must be compensated
by other AOMs/AODs to satisfy condition in Eq. (5.1) at all times.

Fiber AOM

The fiber AOM is responsible for creation of multichromatic laser light required for
two-qubit gates. For example, single qubit gates require a monochromatic light and
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only one tone is supplied to the fiber AOM. On the other hand, MS gates require
bichromatic light (see Sec. 4.4.3) and two tones are supplied to the fiber AOM.

The bichromatic light for MS gates should have equal power for both tones for a
high fidelity gate. The two tones’ frequencies can be chosen symmetrically around
the central frequency fc of the fiber AOM efficiency profile IFAOM(f):

IFAOM(fc − ∆f) = IFAOM(fc + ∆f), (5.3)

where ∆f is the frequency detuning from the carrier transition required for an MS
gate.

Therefor, for a single-tone light the fiber AOM is supplied with one tone

fFAOM = fc, (5.4)

while for the two-tone light it is supplied with two tones

f−
FAOM = fc − ∆f, (5.5)

f+
FAOM = fc + ∆f.

Addressing AODs

Two crossed acousto-optical deflectors (AODs) are used for single-ion addressing as
described in Ref. 1. The AODs diffract to opposite sides resulting in opposite sign
frequency shifts Eq. (5.1).

f

f − ∆fVf + ∆fV

f

f f

f + ∆fH f + ∆fH

f f

Horizontal shi� Ver�cal shi�

Figure 5.5: Principal scheme of the crossed AODs addressing unit.

The addressing system is aligned in a way that changing both AODs frequencies by
the same value ∆fH results in a horizontal shift of the addressed spot (see Fig. 5.5).
The frequencies required to address each ion can be calibrated by sweeping the
frequency of both AODs simultaneously. After the calibration we get a lookup
table for addressing frequencies {fj} for each ion. The AODs are supplied with the
following frequencies to address ion j:

f
(1)
AOD = fj, (5.6)

f
(2)
AOD = fj.
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However, sometimes the ‘addressed line’ can shift vertically relatively to the ion chain
due to long-term temperature drifts and fluctuations. This can be compensated by
changing the AOD frequencies by a small amount ∆fV with opposite sign:

f
(1)
AOD = fj + ∆fV , (5.7)

f
(2)
AOD = fj − ∆fV .

This leads to a vertical shift of the addressed spot which can compensate the vertical
drift. However, the frequency shift introduced by the addressing system is no longer
0, but instead f

(1)
AOD−f

(2)
AOD = 2∆fV and should be accounted for to satisfy condition

in Eq. (5.1).

Double-pass AOM

The double-pass (DP) AOM is responsible for pulse shaping of the laser light. Other
AOMs/AODs are constantly supplied with fixed RF power during the pulse sequence
to keep the temperature of the crystals at the same level and avoid unpredictable
behavior due to thermalization processes. On the contrary, the RF power supplied
to the DP AOM is varied depending on the required Rabi frequency and timed
precisely to provide the necessary interaction time, e.g. for a π-pulse.

Moreover, the DP AOM is used to bridge the frequency gap between the laser light
frequency and the qubit transition (see Eq. (5.1)). Changes in frequency of the laser
or other AOMs/AODs like the cavity drift (see Eq. (5.2)) or AOD vertical shift (see
Eq. (5.7)) can be compensated by the DP AOM frequency fDP . Different Zeeman
sub-levels or motional sidebands can be excited by changing the frequency of the
DP AOM as well.

Table 5.1: Typical values for the laser and the AOM/AOD frequencies.

Frequency (MHz)

flaser ≈ 411 041 699

fDP [185, 210]

fFAOM 146.85

fAOD [100, 120]

5.3.2 Addressing system performance

The addressing system plays a crucial role in the implementation of single-qubit and
two-qubit gates in the AQTION system. One of the error sources for these gates is
the optical crosstalk coming from the addressing system delivering the laser light.
The problem is more pronounced for optical qubits than for Zeeman or hyperfine
qubits since the latter are often driven with Raman beams. The coupling of Raman
beams to a qubit of these types is proportional to the square of the electric field
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Figure 5.6: An example of crosstalk in 16-ion chain. The Rabi flops of the addressed
ion, ion 8 (left) and the Rabi flops of the neighboring ion, ion 9 (right).

amplitude ΩRaman ∼ E2, while a single optical beam driving an optical qubit has a
coupling Ωoptical ∼ E. This is also true for the crosstalk, thus, the requirements for
an addressing setup for an optical qubit are more stringent.

The AOD addressing unit crosstalk characterization in Ref. 1 was extended to 16-
and 50-ion chains. An example of crosstalk in 16-ion chain is shown in Fig. 5.6:
ion 8 is addressed, while ion 9 experiences Rabi flops with ≈ 60 times lower Rabi
frequency.

The crosstalk characterization data for 16- and 50-ions chains is shown in Fig. 5.7.
Crosstalk amplitude is defined as the ratio of the Rabi frequency the crosstalk ion
experiences to the Rabi frequency of the target ion

ε =
Ωcrosstalk

Ωtarget

. (5.8)

Some values are given in Tab. 5.2. The larger crosstalk values for the 50-ion chain
can be explained by a lower inter-ion distance compared to the 16-ion chain. This is
a result of weaker axial confinement since it requires undesirably high RF power to
keep the 50-ion chain out of zig-zag configuration with the same axial confinement as
for the 16-ion chain. However, the mean crosstalk for the neighbors in only slightly
higher for the 50-ion chain. It indicates that the addressing system performance
should not limit the setup’s performance when working with 50 ions. It will be
discussed in the Ch. 6 that the main limitation for increasing the number of ions is
the two-qubit gate performance degradation due to the complexity of the motional
mode spectrum, but not the addressing system.

Table 5.2: Some crosstalk values for the 16- and 50-ion chains.

16 ions 50 ions

Max. crosstalk (%) 1.65(3) 3.29(5)

Mean next-neighbor crosstalk (%) 0.9(5) 1.0(8)
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Figure 5.7: Crosstalk characterization matrices for a 16-ion chain (top) and a 50-ion
chain (bottom).
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Chapter 6

Working with long ion chains

The AQTION project aimed at operating with medium-sized qubit registers, i.e.
working with medium-long ion chains in a single potential well. The complexity of
the system increases significantly when the numbers of ions in the potential well is
increased. A lot of details have to be taken into account to retain the same level of
performance when increasing the number of ions.

Our system has been calibrated, tested and operated mostly with 16 ions. This
chapter describes the details of operating the setup with a 16-ion chain. Various
aspects and problems stemming from the complexity of the motional spectrum are
discussed. Most of the ideas and principles also apply to longer chains.

6.1 MS gates in long chains

One of the main challenges for scaling the number of qubits in trapped-ion systems
with a single potential well is two-qubit gates. There are two main issues to address
here.

Firstly, the complexity of the motional mode spectrum plays an important role.
Two-qubit gates in trapped-ion systems usually utilize common motional modes of
the ion crystal (see Sec. 4.2 and Sec. 4.4.3). The number of the motional modes
involved in two-qubit gates increases with the number of ions in the chain. It often
follows that performing a high-fidelity MS gate becomes more challenging because
there are more conditions to satisfy as discussed in Sec. 4.4.4.

Secondly, it would be ideal to be able to perform a two-qubit gate between any
two ions in the chain for better connectivity. This might require tuning a two-qubit
gate for every ion pair individually making calibration efforts for the two-qubit gates
scale rapidly with the number of ions in the chain. However, the implementation of
MS gates can be tailored to mitigate the required calibration efforts. More details
on the calibration procedures are given in Sec. 6.2.

This section discusses the implementation of MS gates in the AQTION setup with
the focus on maintaining high gate fidelity in long chains while keeping the number
of calibration parameters low.

6.1.1 Radial modes

Two-qubit gate interaction in the AQTION setup is mediated through the radial
motional modes of the crystal due to the specifics of the single ion addressing setup.
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The addressing system is arranged such that the addressing laser beam comes at
90◦ angle to the ion chain. This means that the wave vector k⃗ has negligible overlap
with the axial modes (along the chain), but has a substantial overlap with the radial
modes (perpendicular to the chain). The radial modes are made non-degenerate by
applying a Vbias = 1.5 V bias voltage to the DC blades of the Paul trap (see Fig. 6.1).
This splits the radial spectrum into two sets of modes along perpendicular axes, the
x-axis and the y-axis. We will refer to these sets as radial-x modes and radial-
y modes, respectively. The radial-y modes experience higher confinement than the
radial-x modes due to the bias voltage. Hence, the radial-y mode spectrum is shifted
higher in frequency by around 80 kHz relatively to the radial-x spectrum. The
overlap of the addressed beam wave vector with the radial-x and the radial-y modes
is close to equal.

Addressing 
beam

x y

z

VbiasVRF

Figure 6.1: Sketch of the trap blades’ orientation relatively to the addressing beam.
The ion chain is aligned along the z-axis.

A typical motional mode spectrum for realistic experimental parameters is shown
in Fig. 6.2. The spectrum was calculated using Eq. (4.12 – 4.14). The γp coefficient
in Eq. (4.11) can be calculated separately for x and y modes to account for the shift
from the bias voltage. The following parameters were used:

fz = 380 kHz,

fx = 3080 kHz, (6.1)

fy = 3160 kHz.

These values are close to the ones observed in the experimental setup.

Different modes have different coupling to different ions. This is described by the
eigenvector c

(j)
p corresponding to mode p (see Eq. (4.10)). Some eigenvectors for

the 16-ion chain are shown in Fig. 6.3. We will refer to mode 1 as the COM-mode
(center-of-mass) since all the ions move together as one because they have the same
coupling to mode 1. It should be noted that some modes can only be excited if
specific ions are addressed, e.g. mode 2 can barely be excited while addressing ions
8 or 9 since they have negligible coupling to this mode.
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Figure 6.2: Spectrum of the motional modes of the 16-ion chain with the parameters
specified in Eq. (6.1). Numbers above lines show mode indices (see Fig. 6.3).

6.1.2 Radial spectrum in the experiment

The real experimental spectrum of the radial modes can be measured by scanning the
frequency of the DP AOM around the qubit transition and exciting BSB transitions
of the radial modes. We address two ions subsequently, namely ion 1 and ion 8,
to measure the spectrum since it is hard to probe all modes with the same ion.
Using an outer ion and a middle ion is quite convenient when identifying high-
frequency radial modes, because the spectrum is crowded in that frequency region.
For example, mode 2 is coupled to ion 1 and almost not coupled to ion 8 which
allows one to identify it in the scan (see Fig. 6.4).

The axial modes can also be seen in the scan. This might happen due to the
addressing beam being not perfectly perpendicular to the ion chain or because of
the not perfectly aligned addressed beam creating transversal gradient having a
projection on the axial direction. Nevertheless, the frequencies of the COM modes
can be determined from the scan, including the axial COM mode:

fz = 368.7 kHz,

fx = 3082.4 kHz, (6.2)

fy = 3164.8 kHz.

However, if these values are used to calculate the rest of the spectrum both radial-y
mode 16 and radial-x mode 16 will be off by about 360 kHz. This might be due
to the fact that the model used for the calculations assumes a symmetric potential
and does not take micromotion compensation electrodes into account. Certainly, a
more complicated model can be employed, but we decided to replace the actual axial
COM mode frequency with an ‘effective’ f

(eff)
z and use it for calculations instead of
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Figure 6.4: Experimentally measured spectrum of the motional modes of a 16-ion
chain. The radial mode frequencies are predicted using COM mode values from
Eq. (6.3). Numbers above the lines indicate mode numbers (see Fig. 6.3).
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the real one. The value is chosen such that radial-x mode 16 matches the measured
experimental value:

f (eff)
z = 385.06 kHz

fx = 3082.4 kHz, (6.3)

fy = 3164.8 kHz.

The resulting prediction of the spectrum matches the measured spectrum within a
few kHz which is enough for our goals (see Fig. 6.4). These values can fluctuate
from day to day and calibration procedures are performed to keep track of these
values. We will use approximate values for the future calculations throughout this
work:

f (eff)
z = 384 kHz

fx = 3080 kHz, (6.4)

fy = 3160 kHz.

The frequencies of the axial modes are not important for considerations in this work
due to the small overlap of the addressing beam with them.
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6.1.3 MS gates with radial modes

One of the goals of this work is to be able to perform a high-fidelity two-qubit MS
gate with any pair of ions. The addressing beam geometry dictates the usage of
radial motional modes for this purpose. In principle, an MS-type interaction can be
mediated through any motional mode both ions of the pair have non-zero coupling
to. In this work we use the radial-y COM mode for MS gates but other scenarios are
also possible. An advantage of COM modes is that all ions are equally coupled to
it. This means that MS gate parameters for different pairs will be the same if only
a COM mode participates in the interaction. In reality they do vary because of the
presence of the other modes1. Nevertheless, the radial-y COM mode has spectator
motional modes only at lower frequencies while there are no radial motional modes
at higher frequencies (see Fig. 6.2). This makes the radial-y COM mode preferable
over the radial-x COM mode.

3060 3080 3100 3120 3140 3160
Frequency (kHz)

1234 12 Laser

Radial-y Radial-x

Figure 6.5: Spectral configuration of the radial motional modes of a 16-ion chain
and the blue component of the bichromatic laser light used for MS gates.

Bichromatic light for an MS gate should be spectrally close to the motional mode
used to mediate interaction, i.e. the radial-y COM mode in our case. The ex-
act frequency of the bichromatic tones depends on the gate time of the MS gate
as described in Sec. 4.4.3. In this work we mostly use MS gates with gate time
tgate = 300 µs. The choice of this gate time is mostly determined by the contribu-
tion of the other motional modes1. For a ‘single-loop’ MS gate the detuning of the
bichromatic tones from the motional mode should be δ = 1/tgate ≈ 3.3 kHz. A
‘single-loop’ gate means that the motional mode experiences only one period of os-
cillation2 (see Eq. (4.39)).For our experiment the blue component of the bichromatic
laser light is shown in Fig. 6.5. The laser line is close in frequency to the radial-y
COM mode and much further away from other motional modes. Hence, mostly the
radial-y COM mode is excited during the gate, while the effect of the other modes is
small. Radial-y mode 2 has the second largest contribution to gates fidelity1. One

1The effect of the other motional modes on MS gates will be quantitatively discussed in Sec. 6.1.6
2Here and in the following we will be talking about mode oscillations as periodic trajectories in the
ions’ phase space (see Eq. (4.38)) in the rotating frame (see Eq. (4.28)), not their laboratory-frame
oscillations.



6.1 MS gates in long chains 95

can see that using the radial-x COM mode as the main mode for MS gates is more
difficult since radial-y modes 3 and 4 are very close to the radial-x COM and will
affect the gate as well as other motional modes (radial-y mode 2 and radial-x mode
2).

Using a COM mode has its challenges. Firstly, a COM mode often has higher heating
rates than other modes due to its higher overlap with typical spatial distribution
of the electromagnetic field noise. Secondly, the radial spectrum is much more
‘crowded’ around COM modes than e.g. around radial-y mode 16 (see Fig. 6.2).
This means that a lot of modes are involved in the process which makes MS gates
harder to implement correctly. The heating rate problem is not that crucial for the
AQTION setup since we have very low heating rates as shown in Ref. 1.

However, the problem of mode crowding is important and gets more prominent with
more ions in the chain. Other modes can be used for MS gates but COM modes are
the only modes which can be used to entangle any pair of ions due to their uniform
coupling profile. Any other approach would require picking different main motional
modes for MS gates for different ion pairs. This has not been explored experimentally
in the AQTION setup yet but has been demonstrated in other setups around the
world [93, 100, 101].

6.1.4 Sideband cooling

Theoretically, MS gates can achieve high fidelities even if the motional mode medi-
ating the interaction is not ground-state cooled. Practically, implementing an MS
gate with hot motional modes makes calibration of the gate parameters harder and
increases the sensitivity to miscalibrations [87]. In the AQTION setup we near-
ground-state cool all radial motional modes as a part of the initialization of the ion
chain.

729 nm
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|n = 0〉
|n = 1〉

|n = 2〉
42S

1/2

32D
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42P
3/2

…

h̄ω

Figure 6.6: Scheme of the sibeband cooling technique.

We use the sideband cooling technique (SBC) [83, 102] to cool radial motional
modes (see Fig. 6.6). SBC has a low cooling limit but it is relatively slow and has a
relatively narrow bandwidth compared to other cooling techniques. For example, in
the AQTION setup the radial-y COM mode is cooled to n = 0.02(1) phonons which
would take three cooling cycles ≈ 500 µs each with ≈ 100 kHz cooling bandwidth.
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Other radial modes have to be cooled separately due to the narrow bandwidth of
SBC.

There are other promising cooling techniques like polarization gradient cooling or
electromagnetically induced transparency cooling. These techniques allow for faster,
higher-bandwidth cooling at the cost of a higher cooling limit. They can be applied
before SBC to significantly reduce overall cooling time. More details on these cooling
techniques can be found in Ref. 78, 103. Unfortunately, space restrictions and
available beam geometries in the AQTION setup make it difficult to implement
either of these techniques in a conventional way.
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Figure 6.7: SBC of the radial-y COM mode. Laser light detuning is varied while
the RSB of the mode is probed.

The time required to cool all the radial modes with SBC can be optimized if several
motional mode can fit into the cooling bandwidth. First of all, we characterized the
cooling bandwidth while cooling a single radial mode. The detuning of the 729 nm
laser light used for cooling was varied while the RSB transition of the cooled radial
mode was probed (see Fig. 6.7). Low excitation of the RSB transition indicates
that the mode is close to the ground state (see Fig. 6.6). The optimal frequency of
the cooling light is different from the RSB transition frequency by around 600 kHz
due to the AC Stark shift of the transition. Cooling performance can vary from
day to day resulting in variations of the width of the dip in Fig. 6.7. Therefore, we
conservatively estimate our cooling bandwidth as at least 100 kHz.

As a consequence, we can assume that when we cool with laser light of a certain
frequency we cool all the modes in a 50 kHz vicinity. We arrange our cooling light
frequencies in a way that it covers the most modes. Cooling pulses of different
frequencies are applied sequentially. The distribution of the cooling frequencies can
be seen in Fig. 6.8. Radial-y modes 1 and 2 are cooled separately due to their high
involvement in MS gates. This scheme allows us not to cool every mode separately
and save some time.
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Figure 6.8: Distribution of cooling frequencies to cool all radial modes. Light red
patches illustrate cooling bandwidth of 100 kHz.

MS gates with partial cooling

It was mentioned above that it is easier to achieve higher fidelities for MS gates
when the motional modes involved are cold. The first radial modes are involved the
most in MS gates operations close to the radial-y COM mode. Hence, cooling of the
first radial modes is the most crucial and has the highest effect on the fidelity of the
MS gates. However, we also observe a substantial effect of the cooling of the last
modes. The effect varies depending on the ion pair, e.g. ion pair 1-16 should not be
influenced by a radial mode 16 while ion pair 8-9 should due to their couplings to
the modes (see Fig. 6.3).

The experimentally measured fidelities for MS gates for different cooling settings
are given in Tab. 6.1. Cooling of radial-y mode 16 and radial-x mode 16 has a high
impact on pair 8-9 but not on pair 1-16. Pair 1-16 mostly suffers when radial-y
mode 2 is not cooled. We believe that the influence of the modes which are far away
in frequency might happen due to higher order components in the Taylor expansion
in the Lamb-Dicke parameter η in Eq. (4.29), i.e. second orders of the motional
modes or mode intercombinations. These second orders or intercombinations might
end up close in frequency to the bichromatic tones and be involved in the MS gate
according to their coupling to an ion pair. However, this effect is substantially
suppressed when modes are cold. We conclude that cooling of all radial modes is
necessary to achieve high fidelities for MS gates on various pairs.

6.1.5 MS gates with three tones

In the experiment, spectral considerations for MS gates discussed in Sec. 6.1.3 should
be extended by taking into account the AC Stark shift induced by off-resonant
bichromatic light. The two tones are detuned from the qubit transition as follows:

f+
MS = fq + fy,COM + δ (6.5)

f−
MS = fq − fy,COM − δ.
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Table 6.1: MS gate fidelities for ion pairs 1-16 and 8-9 for different cooling settings.

SBC cooled radial modes MS gate fidelity (%)

x / y Pair 1-16 Pair 8-9

None / None 45.4 ± 1.5 54.0 ± 1.5

None / 1 85.6 ± 1.1 50.2 ± 1.8

None / 1–2 90.8 ± 1.7 53.0 ± 1.7

1–14 / 1–15 96.0 ± 1.4 75.8 ± 1.9

1–16 / 1–16 98.0 ± 1.1 96.0 ± 1.1

Here fq is the combination of AOM frequencies required to resonantly excite the
qubit transition (see Sec. 5.3.1), fy,COM is the frequency of the radial-y COM mode
and δ is the detuning chosen for MS gates (see Sec. 6.1.3). The latter two are
supplied to the FAOM.

These two off-resonant tones lead to an AC Stark shift of the qubit transition
f ′
q = fq + ∆fAC (see Eq. (4.22)). The total shift is a combination of AC Stark

shifts from different transitions, mainly between Zeeman sub-levels of 42S1/2 and
32D5/2:

∆fAC =
∑

m
(S)
j

∑

m
(D)
j

∆f
m

(S)
j →m

(D)
j
. (6.6)

The shift of the qubit transition leads to the two tones of the laser light being
shifted relatively to the motinal mode spectrum. Thus, the detunings of the two
tones from the RSB and BSB of the radial-y COM mode are incorrect (and unequal)
(see Fig. 6.5). The AC Stark shift of the qubit transition must be mitigated in some
way for MS gates to work as intended (see Fig. 6.9).

Centerline detuning

One of the ways to solve this is what we call ‘centerline detuning’. Both tones can
be adjusted in frequency to account for the AC Start shift:

f ′+
MS = f+

MS + ∆fAC (6.7)

f ′−
MS = f−

MS + ∆fAC .

Therefore, the detuning from the qubit transition will be back to the desired value
for MS gates:

f ′+
MS − f ′

q = f+
MS − fq = +fy,COM + δ (6.8)

f ′−
MS − f ′

q = f−
MS − fq = −fy,COM − δ.

A major problem of this technique for long ions chains (N ions) is that MS gates for
different ions pairs might require slightly different optical powers of the tones. Hence,



6.1 MS gates in long chains 99

gates for different ion pairs will have different AC Stark shift values ∆fAC since it
depends on power of the tones. This will lead to ∼ N2 calibration parameters
to make all MS gates in the chain work. Such an approach seems infeasible for
long chains given the calibration overhead. The following approach can solve this
problem.

Third tone

One can introduce a third tone to the previously bichromatic light. The idea of the
third tone is adding more AC Stark shift ∆f

(3)
AC and canceling the AC Stark shift

from the previous two tones entirely, i.e. ∆fAC = ∆f
(1+2)
AC + ∆f

(3)
AC = 0. In the end,

the following three tones are supplied to the FAOM during an MS gate:

f+
MS = fq + fy,COM + δ (6.9)

f−
MS = fq − fy,COM − δ (6.10)

f
(3)
MS = fq + f (3). (6.11)

The exact frequency of this tone does not matter that much. We choose it such
that it sits away from any motional mode frequencies: f (3) = 550 kHz. The power
of the third tone should be adjusted such that the total AC Stark shift for the qubit
transitions is zero: ∆fAC = 0.

The issue with the power for different ion pairs is solved automatically here. The
power adjustment for different ion pairs happens at the DP AOM (see Sec. 5.3.1).
The power is changed for all three tones simultaneously since the tones are combined
in the FAOM. Consequently, all AC Stark shifts are scaled in the same way and the
resulting shift is kept at zero: ∆fAC = 0. Moreover, this makes MS gates with the
third tone more robust against optical power fluctuations. However, there is still a
need to use different DP AOM powers for different ion pairs, which will be discussed
in Sec. 6.1.6.
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Figure 6.9: (top) Spectrum is displaced due to the AC Stark shift induced by the
bichromatic light for an MS gate. The MS gate does not work. (center) Both tones
are shifted together to match the AC Stark shift. The MS gate works. (bottom)
Third tone is introduced to compensate the AC Stark shift. The MS gate works.



6.1 MS gates in long chains 101

6.1.6 Effect of spectator modes on MS gates

MS gates in the AQTION setup use the radial-y COM mode (see Sec. 6.1.3). The
tones of the bichromatic light for an MS gate are set close to the radial-y COM mode
in frequency as in Fig. 6.5. The frequency of the tones is always set further from the
qubit transition than the radial-y COM mode frequency to reduce the involvement
of the other radial modes in MS gates. Nevertheless, other radial modes affect the
behavior of MS gates.

A general MS interaction should satisfy conditions in Eq. (4.48 – 4.49) to implement
a maximally entangling XX-gate. Essentially, this means that:

1. All motional modes should be decoupled from the qubit system at the end of
the interaction (see Eq. (4.48))

2. The geometric phase accumulated during the interaction should be ±π
2

(see

Eq. (4.49))

If condition 1 is satisfied, condition 2 can be satisfied by scaling the overall optical
power3 of the light used for MS interaction until the geometric phase is equal to

±π
2

.

Let us imagine for now that there is only one motional mode to interact with –
the radial-y COM mode with the frequency fy,COM. The tones of the bichromatic
light are detuned from the mode by δ (see Eq. (6.9 – 6.10)). The oscillation of the
mode population during the MS gate will happen at frequency δ. Condition 1 would
require any motional mode to return back to the state it was before the gate. The
radial-y COM mode will be decoupled from the qubit state at the following moments
of time after the MS interaction starts:

ty,COM(k) = k
1

δ
, k ∈ N. (6.12)

The number k indicates how many periods of oscillation the mode has experienced
during the gate. We usually do a ‘single-loop’ gate, i.e. k = 1. The necessity to
decouple the mode sets a dependence between the gate time tgate and the detuning
from the mode δ:

tgate =
1

δ
. (6.13)

3In the following we will use ‘gate amplitude’ to refer to the variable Ω quantifying the coupling
strength between the light and the ions, e.g. in Hamiltonians in Eq. (4.18) and Eq. (4.37). Gate
amplitude is equivalent to the Rabi frequency of the oscillations between qubit states for the case
of resonant excitation in a ground-state-cooled ion chain. However, for the case of two-qubit gates
the term ‘Rabi frequency’ is rarely used and the term ‘gate amplitude’ seems more appropriate.
In this work we drive the qubit transition with a single optical beam, thus gate amplitude Ω is
proportional to the amplitude of the optical field E: Ω ∼ E ∼

√
I ∼

√
P , where I is the intensity

of the light and P is the optical power of the beam.

The numerical values for the gate amplitude will be given in arb.u. since all optical power
adjustments in the control software are given in some dimensionless parameters. Most of the gate
amplitude calibrations are done via scanning these dimensionless parameters and the physical
parameters of the light like intensity or field amplitude are not measured.



6.1 MS gates in long chains 102

A constant-amplitude-constant-detuning MS gate has three parameters: amplitude
Ω, detuning δ, gate time tgate. Eq. (6.13) and condition 2 pose two restriction on
these three parameters leaving one degree of freedom. For example, one can choose
any gate time tgate and it will set the detuning to be δ = 1/tgate and the amplitude Ω
such that the absolute value of the geometric phase matches π/2. Generally, shorter
gate times would require larger detuning and higher amplitude.

Now, let us assume we have a second radial mode with frequency fy,2. The detuning
of the tones from this mode would be δ2 = δ + fy,COM − fy,2. The mode population
will oscillate at this frequency and the mode will be decoupled at the following
moments of time:

ty,2(k2) = k2
1

δ2
, k2 ∈ N. (6.14)

We want both modes to be decoupled so the following should hold to satisfy condition
1:

tgate = ty,COM(1) = ty,2(k2). (6.15)

This assumes a single loop on radial-y COM mode, while radial-y mode 2 can have
any natural number of loops k2. For the detuning δ it means:

1

δ
=

k2
δ + fy,COM − fy,2

, (6.16)

δ(k2) =
fy,COM − fy,2

k2 − 1
k2 > 1, k2 ∈ N. (6.17)

The gate time can be determined accordingly tgate = 1/δ(k2) and the amplitude
Ω should again match the geometric phase to be −π/2. Now the gate time can
not be chosen freely anymore as before; it can only take certain values defined by
tgate = 1/δ(k2).

In general, if more modes are considered only very high k (and large gate times)
will satisfy condition 1 to decouple all the motional modes while doing a constant-
amplitude-constant-detuning MS gate. However, parameters of an MS gate can
be modulated to get more degrees of freedom [89–93]. For example, if the gate
amplitude is modulated Ω = Ω(t), there are more gate parameters available. Hence,
more restrictions can be satisfied and condition 1 can be fulfilled again for reasonably
low gate times.

On the other hand, theoretically condition 2 can always be satisfied unless the
accumulated geometric phase is exactly 0. For any given non-zero geometric phase
θ the amplitude Ω can be scaled accordingly since θ ∼ Ω2. If the initial geometric
phase was θ and the amplitude was Ω then the scaled amplitude Ω′ would make the
new geometric phase θ′ = −π/2:

Ω′ = Ω

√
θ′

θ
=

√
− π

2θ
. (6.18)

However, practically the required amplitude can sometimes require higher optical
power than what is experimentally available, e.g. when the gate time is too low.
This fact should be taken into account when choosing gate parameters.
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Choosing gate time

Only two motional modes can be easily decoupled at the end of the MS gate as
shown in the previous section. Therefore, it is reasonable to satisfy condition 1
for the two radial modes closest to the laser tones in frequency, i.e. the radial-y
COM mode and radial-y mode 2 (see Fig. 6.5). This is motivated by the fact that
the displacement of mode p from interaction with ion j in the end of the gate is
proportional to the inverse of the detuning of the laser tones from the mode δp (see
Eq. (4.39, 4.46)):

α(j)
p ∼ c(j)p

Ω

δ
. (6.19)

The gate time tgate can be chosen according to Eq. (6.15) to decouple the two closest
modes. There is still freedom in the choice of k2. It can be used to mitigate the
effect of the other radial modes which are not decoupled, i.e. condition 1 is not
satisfied for them.

The effect of the other radial modes on the infidelity of an MS gate can be estimated
using Eq. (4.50). The fidelity of the MS gate as a function of gate time is shown in
Fig. 6.10. The detuning from the radial-y COM mode δ is always chosen according
to Eq. (6.13), i.e. condition 1 is always satisfied for the radial-y COM mode, the
closest radial mode. Condition 2 is always satisfied by scaling the gate amplitude
Ω according to Eq. (6.18). Different plots illustrate the effect of the closest M ∈
{2, 3, 32} modes for different ion pairs illuminated by the laser light.

There are several thing to point out in this figure:

• The infidelity in these plots is due to condition 1 not being satisfied, i.e. some
modes are not decoupled in the end of the MS gate. Condition 2 is always
satisfied.

• The plots for different ion pairs look different because different ions have dif-
ferent coupling to different modes. The contribution of mode p to the infidelity
is higher if the couplings c

(j)
p of the ions from the pair are higher.

For example, ions 1, 16 have very high coupling to radial-y mode 2, while
coupling of ions 8, 9 to this mode is negligible. If only the radial-y COM mode
and radial-y mode 2 are considered (top plot), pair 8-9 should have near-perfect

fidelity for any gate time since the displacement of radial-y mode 2 α
(7)
y,2, α

(8)
y,2

can be neglected. On the other hand, pair 1-16 experiences fidelity oscillations
due to the coupling to radial-y mode 2. The fidelity is the highest if Eq. (6.15)
is satisfied, i.e. radial-y mode 2 is decoupled (dashed orange lines).

• The middle plot shows the fidelity when three modes are taken into account:
the radial-y COM mode, radial-y mode 2 and radial-y mode 3. Fidelity oscil-
lation coming from the displacement of radial-y mode 3 can be seen compared
to the top plot. Again, the effect is stronger for the pair 1-16 since it has the
highest coupling to radial-y mode 3. Orange dashed lines indicate gate times
when radial-y mode 3 is decoupled. These gate times can be close to the gate
times when radial-y mode 2 is decoupled but they do not match exactly, e.g.
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Figure 6.10: Fidelity of the MS gate as a function of gate time. The detuning from
the radial-y COM mode δ is always chosen according to Eq. (6.13), i.e. condition 1
is always satisfied for the radial-y COM mode, the closest radial mode. Condition 2
is always satisfied by scaling the gate amplitude Ω according to Eq. (6.18). Different
plots illustrate the effect of the closest M ∈ {2, 3, 32} modes for different ion pairs
illuminated by the laser. Dashed lines indicate gate times where a certain motional
mode is decoupled: radial-y mode 2 for the top plot and radial-y mode 3 for the
middle plot.
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tgate(k2 = 8) ≈ 298.9 µs ̸= 297.4 µs ≈ tgate(k3 = 18). The fidelity behavior
is still mostly dominated by the displacement of radial-y mode 2 since the
detuning from this mode δ2 is smaller.

• The bottom plot takes into account all 32 radial modes of the 16-ion chain.
Oscillation stemming from the displacements of the other modes can be seen,
but their effect is smaller than from the first modes. However, the effect of
the other spectator modes does not allow to achieve gate fidelity above 99%
for any gate time below 295 µs.

• Pair 1-16 has the highest coupling to all modes with mode number below 6.
Therefore, it is enough to consider the fidelity behavior for this pair since the
main contributions come from the low-mode-number modes. Pair 8–9 is shown
to illustrate the difference between ion pairs.

It was decided to choose tgate = 300 µs as the gate time for MS gates with radial
modes. This is close to the shortest gate time allowing one to achieve gate fidelity
higher than 99%. The RF confinement can be slightly adjusted as well to shift the
radial mode spectrum and provide the highest fidelity at tgate = 300 µs instead of
tgate ≈ 297 µs as in Fig. 6.10.

It is important to note that this simulation does not take into account various factors
present in the experimental setup, e.g. off-resonant qubit transition excitation, gate
parameter fluctuations, ‘smooth’ amplitude change in the beginning and in the end
of MS gates, and decoherence effects. Moreover, all motional modes are assumed to
be ground-state-cooled and have no heating rate. Nevertheless, the model captures
the main features of the interaction with spectator modes.

The experimental data shows similar behavior to the one predicted by the model
(see Fig. 6.11). The fidelity is highest for the gate time close to 300 µs, while fidelity
for the lower gate time is lower than for the higher gate time.
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Figure 6.11: Fidelity of the MS gate as a function of gate time. The detuning from
the radial-y COM mode δ is always chosen according to Eq. (6.13). Condition 2
is always satisfied by scaling the gate amplitude Ω according to Eq. (6.18). All 32
radial modes are taken into account for the simulation.
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Power corrections

Condition 1 fixes the gate time tgate = 300 µs and the detuning from the radial-y
COM mode δ = 3.33 kHz as it follows from the previous consideration. The gate
amplitude Ω should be adjusted to satisfy condition 2. However, gate amplitude is
different for different ion pairs.

The total geometric phase accumulated during the gate θ is a sum of contributions
from different modes θp:

θ =
∑

p

θp. (6.20)

The contribution from mode p interacting with ion pair j1-j2 is proportional to
couplings c

(j1)
p , c

(j2)
p to this mode

θp ∼ c(j1)p c(j2)p

Ω2

δp
tgate. (6.21)

Therefore, different ion pairs require different gate amplitudes Ωj1-j2 to satisfy con-
dition 2.

Experimentally, gate amplitude is adjusted by changing the RF signal amplitude
ADP supplied to the DP AOM (see Sec. 5.3.1). The gate amplitude Ω depending on
the DP amplitude ADP can be measured experimentally via Rabi oscillations of a
single qubit, the result is shown in Fig. 6.12. Theoretically, it is expected to behave
as [104]

Ω = a sin2(bADP ), (6.22)

which matches experimental data (a, b are fit parameters). However, we find that
two-qubit gate amplitudes for different pairs Ωj1-j2 are better described if we use the
power law instead of the sine law4:

Ω = a′A1.8
DP . (6.23)

The required DP AOM amplitude for different ions pairs is found by scanning it and
finding the value which provides the best gate fidelity. However, such a scan would be
required for all C2

16 = 120 ion pairs. Calibrating all available pairs is time consuming
and it clearly scales poorly with system size. Instead, the required amplitudes can
be predicted using simulations. The required gate amplitudes can be calculated
for any pair Ωj1-j2 based on the radial mode spectrum. We find it more practical to
measure the DP AOM amplitude for one ion pair and scale amplitudes for other pairs
according to the simulation rather than predict all the amplitudes. For example,
the DP AOM amplitude ADP, 8-9 required to achieve the correct gate amplitude Ω8-9

for pair 8-9 can be measured by scanning it. After that, other amplitudes can be

4Both formulas (Eq. (6.22) and Eq. (6.23)) provide a decent approximation of the experimental
data in Fig. 6.12 with the sine law giving a better fit. On the other hand, the final goal of this
fit was to predict the DP AOM amplitudes for the gates as in Eq. (6.24). Using the power law in
Eq. (6.24) provides a better match with the experimentally measured DP AOM power giving the
best gate fidelities than if the sine law is used in Eq. (6.24): the total deviation of the amplitudes
for all ion pairs is 4% lower for the power law.
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Figure 6.12: Normalized Rabi frequency for ion 1 in a 16-ion chain for different DP
AOM amplitudes.

found based on the simulated values for gate amplitudes combined with the AOM
response curve in Eq. (6.23):

ADP, j1-j2 =

(
Ωj1-j2

Ω8-9

)1/1.8

ADP, 8-9. (6.24)

This ‘power correction matrix’ can be calculated once for the given spectrum of
radial modes to significantly reduce calibration efforts. The matrix for the spectrum
defined by Eq. (6.4) is given in Fig. 6.13. Note, that the power correction matrix
should be recalculated if the radial spectrum changes, e.g. when the number of ions
in the chain changes.
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Figure 6.13: Power correction matrix for 300 µs MS gates for 16-ion chain. All 32
radial modes are taken into account for the simulation.
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6.2 Automated calibration

An experimental quantum computing system should be able to execute quantum
circuits composed of quantum gates. Performing a high-fidelity gate requires initial
calibration of control pulses, such as gate time, RF amplitude for AOMs and so on,
similar to the ones described in the previous section. Moreover, any experimental
system can be susceptible to hardware parameter fluctuations. These fluctuations
can affect the performance of the setup, e.g. gate fidelities, which would lead to
deterioration of the output of the quantum computation.

One way to tackle the problem of fluctuations5 is to recalibrate crucial setup param-
eters periodically (in addition to the initial calibration) to account for the change in
hardware parameters due to fluctuations. Such an approach, combined with suffi-
cient passive stability of the hardware parameters, can keep the performance of the
setup above some set threshold providing consistent computation outcomes.

One of the goals of the AQTION project was to decrease the maintenance effort of
the setup. Therefore, it would be beneficial to fully automate all routines required
for recalibration. Moreover, calibration procedures should scale favorably with the
number of ions. Otherwise, the setup will spend most of its time calibrating itself,
even though everything is automated. For example, it requires a lot of time to
calibrate gate amplitude for all 120 ion pairs in the 16-ion chain. That is why we use
power corrections based on simulations to minimize calibration efforts as discussed
in the previous section (Sec. 6.1.6) and effectively calibrate the gate amplitude for
one ion pair only. In this section, we will describe the main calibration procedures
in the setup.

6.2.1 Parameters to recalibrate

Mainly, fluctuations of the following hardware parameters affect the performance of
the setup:

• Qubit laser (729 nm) power and frequency

• Magnetic field amplitude

• Temperature

All these parameters can affect standard qubit manipulation operations: state prepa-
ration, single-, and two-qubit gates. For example, magnetic field amplitude fluctua-
tions affect the qubit transition frequency through the Zeeman splitting, while tem-
perature fluctuations can cause the addressing system to misalign, changing AOD
frequencies required to address different qubits.

5Here we imply that the change in hardware parameters is slow enough for calibration procedures
to be useful. Typical calibration repetition periods of 10-30 min can help fight slow processes such
as daily temperature drifts or slow magnetic field change. Fast processes, e.g. 50Hz magnetic
field noise from the AC mains, can not be mitigated with recalibrations.
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Predominantly, precise control of the qubit state is realized through laser light
shaped with AOM/AOD modules supplied with electric pulses. Therefore, cali-
bration is mostly required for amplitudes and frequencies of those pulses. Let us
have a look at the Hamiltonians underlying single- and two-qubit gates in Eq. (4.18,
4.37) to understand what needs to be calibrated:

H(j)
sq =

1

2
ℏ

2○︷︸︸︷
Ωj (σ

(j)
+ e−i(

1○︷︸︸︷
∆ t+ϕL) + h.c.), (6.25)

H
(j1)(j2)
tq =

1

2
ℏη

5○︷ ︸︸ ︷
Ωj1–j2(σ

(j1)
x +σ(j2)

x )(aei

3○︷︸︸︷
δ t +h.c.) +

1

2
ℏ

4○︷ ︸︸ ︷
∆ωAC(σ(j1)

z +σ(j2)
z ), (6.26)

where the last component includes the problem of AC Stark shifts discussed in
Sec. 6.1.5. The numbers in circles highlight the parameters requiring calibration.
These numbers suggest the order in which the parameters should be calibrated. Let
us briefly describe these parameters:

1○ Detuning of the laser from the qubit transition: ∆

This affects almost every operation with qubits, so it crucial to have this well
calibrated. Mainly, fluctuations come from the instability of the magnetic field
and the drift of the qubit laser reference cavity (see Eq. (5.2)).

2○ Gate amplitude for single-qubit gates: Ωj

Generally, different ions might have different optical powers illuminating them
when addressed. It is important to calibrate Rabi frequencies for each ion
such that a desired qubit rotation can be implemented. This parameter is
ion-dependent. Mainly, fluctuations come from laser power fluctuations or
temperature-related addressing system misalignment.

3○ Detuning of the bichromatic tones from the motional sidebands: δ

This desired value for this parameter is essentially fixed as discuss in Sec. 6.1.6.
Thus, it is important to keep this value constant. Once parameter 1 is cali-
brated, it is only required to know the radial-y COM mode frequency to set δ.
Therefore, the main fluctuations come from RF power fluctuations modulating
the radial confinement.

4○ AC Stark shift induced by the bichromatic beam: ∆ωAC

We add a third tone to the bichromatic light to cancel the AC Stark shift
as discussed in Sec. 6.1.5. Thus, this parameter is kept at 0. However, the
power of the third tone which provides full AC Stark shift cancellation should
be calibrated from time to time. Practically, we do not observe significant
fluctuations of the power of the third tone.

5○ Gate amplitude for two-qubit gates: Ωj1-j2

This parameter is closely related to parameter 2 and its calibration in our case
is dependent on parameter 2. The parameter is ion-pair-dependent, partly due
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to the reasons discussed in Sec. 6.1.6. The reason for fluctuations are the same
as for parameter 2.

These parameters are deliberately ordered in this way since it makes sense to cal-
ibrate them in this order. For example, there is little point in calibration of the
power for resonant single-qubit gates (parameter 2) if the laser frequency required
to address the qubit transition (parameter 1) is not known. Hence, parameters de-
pend on the previous ones in some cases. In the following we will go through the
calibration procedures we use for these parameters.

6.2.2 Laser/qubit transition frequency

The energy levels of the ions are affected by the external magnetic field B. The main
component of these shifts is the linear Zeeman shift [105]. Each level experiences an
energy shift based on its component of the total angular momentum mj along the
field:

∆E = µBgJmjB, (6.27)

where µB is the Bohr magneton and gJ is the Landé g-factor. The transition fre-
quencies between Zeeman sub-levels in 42S1/2 and 32D5/2 manifolds will change ac-
cordingly:

fS
1/2,m

(S)
j

→D
3/2,m

(D)
j

= f
m

(S)
j →m

(D)
j

= f0 +
1

2πℏ
µB(g

(D)
J m

(D)
j − g

(S)
J m

(S)
j )B, (6.28)

where f0 is the frequency of the transition at zero magnetic field. We will not be
considering other less significant shifts, such as quadratic Zeeman shift or quadrupole
shift, in this work, while they are taken into account in our experimental setup. A
thorough analysis of those shifts can be found in the PhD thesis of Milena Guevara-
Bertsch [106].

Resonant excitation of the qubit transition S1/2,−1/2 → D5/2,−1/2 would require the
laser light to match the transition frequency, as described in Eq. (5.1):

flaser + 2fDP + fFAOM + f
(1)
AOD − f

(2)
AOD = f− 1

2
→− 1

2
. (6.29)

However, the laser frequency flaser changes over time due to the reference cavity
drift (5.2) and it is known precisely only immediately after calibrations.

Both unknown parameters, the magnetic field amplitude B and the laser frequency
flaser, can be determined if the frequencies of any two transitions are known, e.g.
f− 1

2
→− 5

2
and f− 1

2
→− 1

2
. The transition frequencies can be measured by means of Rabi

or Ramsey spectroscopy. An example of such a measurement is shown in Fig. 6.14.
The frequency of the DP AOM fDP is scanned to find the resonances.

The magnetic field amplitude usually stays around B ≈ 5.95 Gs with long term
fluctuations of around 0.02 Gs. On the other hand, the laser frequency flaser always
changes due to the reference cavity drift as can be seen in Fig. 6.15. The long-term
drift rate is around ∆flaser/∆t ≈ −5 kHz/d.
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Figure 6.14: Measurement of two S1/2 → D5/2 transition frequencies using Rabi
spectroscopy.

The spectroscopy measurement is repeated every 10–15 minutes. However, the laser
frequency drift can be taken into account even between the measurements, given its
linear nature. Every time a pulse sequence is applied the laser frequency flaser is
updated based on the linear extrapolation of the previous data in the last 3 hours
(see Fig. 6.15 inset).
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Figure 6.15: Laser frequency over time measured with spectroscopy (see Fig. 6.14).
The linear drift of the reference cavity can be extrapolated to update the laser
frequency until the next spectroscopy measurement is performed, see inset.

6.2.3 Addressing frequencies

Single- or two-qubit gates in our setup require the ability to address ions with laser
light individually. Hence, the single-ion addressing system must be calibrated be-
forehand (see Sec. 5.3.1). Normally, an ion j can be addressed if the same frequency
fj is applied to both AODs:

f
(1)
AOD = fj, (6.30)

f
(2)
AOD = fj. (6.31)
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Calibration is needed to determine the frequencies {fj} or adjust them if they have
changed, for example due to temperature drifts. The calibration is performed by
scanning the addressing frequencies:

f
(1)
AOD = f0 + ∆fH , (6.32)

f
(2)
AOD = f0 + ∆fH , (6.33)

f0 = 100 MHz (6.34)

Changing ∆fH results in a horizontal displacement of the addressing beam, see
Fig. 5.5. A typical result of the scan is given in Fig. 6.16 (left). The frequencies
{fj} for each ion can be assigned after this scan. Typical values for {fj} are given
in Fig. 6.17.
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Figure 6.16: Scanning of the addressing frequencies horizontally (left) and vertically
(right) in 16-ion chain. Data for the first four ions is shown. Highest excitation
corresponds to the positions of the ions.
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Figure 6.17: Typical horizontal and vertical addressing frequency shifts correspond-
ing to the ions’ positions in 16-ion chain.

The same scan can be done for the vertical component:

f
(1)
AOD = fj + ∆fV , (6.35)

f
(2)
AOD = fj − ∆fV . (6.36)
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A typical scan is shown in Fig. 6.16 (right), while the values for each ion are given
in Fig. 6.17. Vertical positions are roughly the same for all ions since the addressing
system was aligned to minimize the tilt. This is required since having non-zero ∆fV

will result in a frequency shift. If two ions are addressed simultaneously we can
not use two different values for ∆fV because ions will be illuminated with light of
different frequencies. This is usually not desired, so we use an average value for the
vertical shift ∆fV,avg.

Scalability

The scalability aspect is important for this measurement. Let us assume that we
roughly know the addressing frequencies {fj}, so we need to perform a fine cali-
bration. The most straightforward way to perform the scan for all ions would be
(numbers on the right indicate how much time a single step approximately takes):

Addressing scan v1

1. for ion j in {1, . . . , 16}:

2. for ∆fH in [−0.5, 0.5] MHz:

3. Prepare ion chain (reset, cool) 15 ms

4. Apply addressed pulse at fj + ∆fH 30 µs

5. Measure all ions 250 µs

A separate scan is done for each ion. Note that preparation of the ion chain and
the measurement is done for each scan, i.e. 16 times (once per ion). That creates a
substantial overhead and it scales poorly with the number of ions.

Alternatively, we can excite ions ‘in parallel’:

Addressing scan v2

1. for ∆fH in [−0.5, 0.5] MHz:

2. Prepare ion chain (reset, cool) 15 ms

3. for ion j in {1, . . . , 16}:

4. Apply addressed pulse at fj + ∆fH 30 µs

5. Measure all ions 250 µs

Thus, we ‘simultaneously’ probe all ions in one scan, only one preparation and
measurement is required. The time overhead here is almost constant since even
with 100 ions total probing time is only 3 ms which is still much lower than the
15 ms preparation time. Note that this approach only works for fine tuning since
each ion will only be excited by a single pulse.

A similar procedure is performed for the vertical shift. After these calibrations every
ion j can be addressed at (fj,∆fV,avg). However, ions will see slightly different
optical powers as can be seen in Fig. 6.17. The next calibration step handles this.
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6.2.4 Single-qubit gates

The goal of single-qubit gates calibration is to be able to implement an R-gate with
arbitrary rotation angle θ and phase ϕ (see Eq. (4.20)):

R(θ, ϕ) = e−iH
(j)
sq t/ℏ =




cos
θ

2
−ie−iϕ sin

θ

2

−ieiϕ sin
θ

2
cos

θ

2


 . (6.37)

The detuning ∆ in Eq. (6.25) can already be set to 0 since it has been calibrated in
Sec. 6.2.2. The phase ϕ can be set by the phase ϕDP = ϕ/2 of the signal going to
the DP AOM. The first pulse in the quantum computing sequence sets the reference
frame. The absolute phases of the pulses are not important, only the phase differ-
ences between the pulses matter. For a square pulse, the rotation angle θ = Ωjt is
defined by the gate amplitude Ωj and the length of the pulse t. The phase ϕDP and
the length t of the electric pulse can be set precisely by the control electronics and
do not need calibration. Hence, the only parameter which should be calibrated is
the gate amplitude Ωj induced for ion j.

We aim to calibrate amplitudes in such a way that every ion will have the same
π-pulse time of tπ = 30 µs, i.e. Ωj = Ω0 = π/tπ, ∀j. If this is achieved, the desired
rotations θ can be set by the pulse time t for any ion:

t =
θ

π
tπ. (6.38)

Ideally, a perfectly aligned addressing system should provide the same illumination
for all ions, i.e. Ωj1 = Ωj2 ,∀j1, j2 for the same AOM amplitudes. In the experiment,
those values vary a little from ion to ion. The variation can be characterized in the
following way.

Let us assume that the variation is small and we have established an approximate
DP AOM amplitude providing a gate amplitude Ω0 = 1/tπ to perform a π-pulse for
a given tπ = 30 µs. We can perform a sequence of measurements where we apply an
R(θk, 0) in every measurement and measure the outcome [107]. The values for θk
are chosen in the following way [108]:

θk
π

∈ {1

2
,
1

2
+

1

2
,

1, 1 +
1

2
,

2, 2 +
1

2
,

. . .

2⌊(kmax−1)/2⌋, 2⌊(kmax−1)max/2⌋ +
1

2
}. (6.39)

We use 10 different θk values, so kmax = 10. The probability to find a qubit in the
|1⟩ state after R(θk, 0) is applied is:

P|1⟩(k) = sin2 θk
2
. (6.40)
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Therefore, if indeed Ωj = Ω0 = 1/tπ we should observe P|1⟩(k) ∈ {0, 0.5, 1} for all
ions. The experimental results are shown in Fig. 6.18. The exact values for Rabi
frequencies and thus gate amplitudes for each ion {Ωj} can be calculated from this
data. Having a set of increasing values {θk} allows us to unambiguously determine
the gate amplitudes precisely despite the periodic nature of Eq. (6.40).
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Figure 6.18: Application of R(θk, 0) with different θk to different ions. The data for
the first four ions in the 16-ions chain is shown. The gate amplitudes for each ion
can be determined from this data.

After this measurement, actual gate amplitudes {Ωj} are know for each ion but we
still want to equalize them. This is particularly important for two-qubit gates when
two ions should be addressed simultaneously with the same gate amplitude. The
gate amplitudes for each ion can be equalized by adjusting the AOD amplitudes
for each ion. During the calibration procedure AODs were supplied with the same
amplitude for all ions:

A
(1)
AOD = A

(2)
AOD = AAOD = AAOD,0. (6.41)

We operate the AODs in the regime where the response is linear in Rabi frequency,
i.e.

Ω ∼ AAOD. (6.42)

Therefore, we can adjust the AOD amplitude AAOD,j for ion j in the following way:

AAOD,j = AAOD,0
Ω0

Ωj

, (6.43)

where Ωj is the gate amplitude measured for ion j. Typical values for addressing
amplitudes AAOD,j are within [0.95, 1.05] × AAOD,0. Now all ions will experience
the same gate amplitude Ω0 when addressed with AOD amplitude AAOD,j. Thus,
R(θ, ϕ) can be implemented for any ion by adjusting the pulse time t and the phase
of the DP AOM ϕDP .

Scalability

Similarly to the addressing scan this procedure can be implemented in a scalable
way:
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Rabi frequency scan

1. for ions to probe in {odd ions, even ions}:

2. for θk in Eq. (6.39):

3. Prepare ion chain (reset, cool) 15 ms

4. for ion j in ions to probe:

5. Apply R(θk, 0) to ion j 15–255 µs

6. Measure all ions 250 µs

Again, several ions are probed in one measurement to save time for preparation of
the ion chain. However, here ions with odd numbers and even numbers are probed
in separate scans. This method reduces the influence of addressing crosstalk on gate
amplitudes.

6.2.5 Motional modes

High fidelity two-qubit gates require setting the detuning δ of the bichromatic tones
precisely, as described in Sec. 6.1.6. The radial-y COM mode frequency should be de-
termined for this. This can be done by means of sideband spectroscopy, i.e. one can
excite the BSB transition of the radial-y COM mode and determine the frequency
corresponding to maximal excitation. The scan should be done at low optical power
to minimize AC Stark shifts. A representative scan is shown in Fig. 6.19.
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Figure 6.19: BSB spectroscopy of the radial-y COM mode. The mode frequency
corresponds to the frequency of maximal excitation.

There are two ways how this can be handled from here:

1. with feedback

The RF power going to the trap can be adjusted such that the radial-y COM
mode frequency changes to the desired value. This requires some feedback
loop (see Fig. 6.20), but the bichromatic tone frequencies will always stay the
same.
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2. without feedback

The radial-y COM mode frequency can be simply updated in the control soft-
ware system and the frequency of the bichromatic tones is changed accordingly
for future two-qubit gates.
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Figure 6.20: Feedback for the radial-y COM mode frequency, approach 1.

The RF power going to the trap is stabilized with a PID controller designed in-house
by Matthias Bock [109]. The feedback loop in approach 1 can be implemented by
changing the setpoint of the PID controller. Of course, this requires some prior
calibration of how much the frequency changes per setpoint step. We find that both
approaches work equally well in terms of maintaining high two-qubit gate fidelities.
Therefore, we currently use approach 2 due to its technical simplicity; no feedback
is needed. The stability of the radial-y COM mode in shown in Fig. 6.21 for both
approaches.
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Figure 6.21: Stability of the radial-y COM mode frequency.
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6.2.6 Two-qubit gates

All the previous calibrations ensure the following:

• The frequency of the qubit transition is known.

• The addressing frequencies required to optically address each ion are known.

• Each ion can be addressed with the same optical power ensuring 30 µs π-pulse
time.

• The frequency of the radial-y COM mode is known.

What else is required for a two-qubit gate for any ion pair? The bichromatic
tones frequencies can be calculated based on the qubit transition frequency and the
radial-y COM mode frequency. The ions can be illuminated with the same optical
power during the MS gate since the required addressing amplitudes are known.

However, the amplitude of the third tone (see Sec. 6.1.5) going to the FAOM can-
celing the AC Stark shift is not known and the DP AOM amplitude ensuring −π/2
rotation of the XX-gate is not known (see condition 2 in Sec. 6.1.6 or Eq. (6.18)).

Both of this parameters can be calibrated for any ion pair. The third tone amplitude
does not depend on an ion pair as discussed in Sec. 6.1.5. The DP AOM can
be calibrated for one pair and calculated for other pairs according to the power
correction matrix (see Sec. 6.1.6). Typical experimental scans for pair 1-16 are
shown in Fig. 6.22. The optimal third tone amplitude corresponds to the minimal
population of |01⟩+ |10⟩, since it indicates decoupling from the motional modes and
consequently nullified AC Stark shift (see condition 1 in Sec. 6.1.6 or Eq. (6.18)).
The optimal DP amplitude corresponds to equal populations of |00⟩ and |11⟩ since
it indicates −π/2 rotation of the XX-gate.
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Figure 6.22: Populations of 2-ion states for pair 1-16 depending on two-qubits gate
parameters: FAOM third tone amplitude and DP AOM amplitude. Arrows indicate
optimal parameter values.

Alternatively, the calibration can involve several gates on different ions pairs at the
same time. For example, the GHZ state of all 16 ions (|0 . . . 0⟩+ |1 . . . 1⟩)/

√
2 can be
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prepared with the circuit shown in Fig. 6.23. Preparation of the GHZ state uses two-
qubit gates with different ion pairs: from 1-2 to 1-16. Therefore, such calibration
cab be beneficial since it ‘averages’ over 15 pairs. The calibration is done already
with power corrections applied, i.e. different DP amplitudes are used for different
ion pairs but they are all scaled when the DP amplitude is scanned. Typical results
are shown in Fig. 6.24. The optimal parameter values in both cases correspond
to the highest sum of populations P (|0 . . . 0⟩) + P (|1 . . . 1⟩). The optimal values
correspond to the ones found in Fig. 6.22.
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Figure 6.23: Quantum circuit to prepare a GHZ state of 16 qubits (|0 . . . 0⟩ +
|1 . . . 1⟩)/

√
2.

30 33 36
FAOM 3rd tone amplitude (arb. u.)

0.00

0.25

0.50

0.75

Ex
cit

at
io

n

25 30 35
DP AOM amplitude (arb. u.)

|0 0 Odd Even |1 1

Figure 6.24: Populations of 16-ion states depending on two-qubit gate parameters:
FAOM third tone amplitude and DP AOM amplitude. ‘Odd’ and ‘Even’ refers to
states with odd (e.g. |1110 . . . 0⟩) and even (e.g. |1100 . . . 0⟩) number of excitations
respectively. Arrows indicate optimal parameter values.
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6.2.7 Time budget

All the calibration procedures provided above were designed keeping in mind the
amount of time it would take to perform a procedure for a long ion chain. We
tried to avoid repetitions of calibrations for every ion or ion pair if it increases the
calibration time significantly.

In total, we periodically perform five calibration procedures. The procedures and
the approximate amount of time they take are listed in Fig. 6.25. If we average
these times including the repetition periods over a long period we get the bar chart
in Fig. 6.25. It indicates that 80% of time the setup is not involved in any calibration
procedures and can be used for running quantum computing circuits. We foresee
this ratio not to change significantly with the number of ions in the chain since the
calibration procedures are fairly scalable.

Calibration procedure Time (s) Repeat (min)

Laser/qubit transition frequency 13 7

Addressing frequencies 88 60

Single-qubit gates 44 15

Motional modes 22 10

Two-qubit gates 110 30

80%
free

Laser/qubit transition frequency
Addressing frequencies
Single-qubit gates
Motional modes
Two-qubit gates
Free

Figure 6.25: Table lists calibration procedures used in the AQTION setup, approx-
imate amount of time they take and repetition periods. Bar chart shows relative
time spent on each calibration procedure averaged over a long period of time.

6.2.8 Summary

The calibration procedures allow us to keep the setup performance at the same level
over time. We usually monitor the performance based on the population of the
full-register GHZ state (|0 . . . 0⟩ + |1 . . . 1⟩)/

√
2. Preparation of this state includes

addressed single- and two-qubit gates with different ions, so it tests the setup in
many ways at the same time. Moreover, this procedure is short compared to full
benchmarking procedures (e.g. randomized benchmarking [110]) which require a lot
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of measurements. On the other hand, GHZ state population measurement does not
provide detailed error characterization and it is entirely insensitive to some errors,
e.g. errors on pairs not involved in the procedure.

The laser/qubit transition frequency calibration is a critical, but fast procedure.
Hence, we repeat it frequently, here chosen as seven minute intervals. If there has
been no data from this procedure in 15 minutes we send an alert to the setup
operators. Usually, such an alert indicates some failure, e.g. software crash, laser
unlocking or ion loss.

Other calibrated parameters are monitored in the software system. This is useful
when looking for a source of hardware problems. The moment when the setup
performance decayed can be clearly identified as well as the parameters it affected.
A snapshot of the monitoring system is shown in Fig. 6.26.
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Figure 6.26: A snapshot of the monitoring software system used to track the system performance.
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6.3 High-level interface

The final goal of quantum computing is to be able to execute abstract quantum com-
puting tasks no matter what the underlying system is. Quantum computing tasks
are often formulated in the form of quantum circuits, listing an ordered sequence of
gates and measurements. A modern quantum computer should be able to accept a
quantum computing circuit in a hardware-agnostic form, interpret it into hardware
commands, execute it, and return the result in a hardware-agnostic form. Part of
the program for the AQTION project was to provide a high-level interface for this
task.

Quantum circuits are usually formulated in terms of standard gates (see Sec. 2.2)
such as H-gate, CNOT-gate and others. The AQTION setup can not natively
implement some of these gates. Therefore, the direct execution of a given quantum
circuit is not possible. An additional transpilation stage is required, i.e. the circuit
has to be converted into an equivalent consisting only of the native gates of the
setup. The native gate set of the AQTION setup includes the R-gate, the Rz-gate
and the XX(−π

2
)-gate (see Sec. 4.4).

After the transpilation, the circuit must be compiled into a sequence of control pulses
going to AOMs. The frequencies, amplitudes, and lengths of the pulses are defined
based on the calibrations performed beforehand (see Sec. 6.2). In the end, the ion
chain is detected and the fluorescence counts are reinterpreted as quantum states.
The described concept is shown in Fig. 6.27.

Results

Total shots:   100
|000〉:          52
|111〉:             48

|0

|0

|0

H

Quantum circuit

Transpiled circuit

|0

|0

|0

Ry(−π/2)

Rx(π/2)

Rx(π/2)

Hardware control

AOM 1

AOM 2

…

AOM 3

Figure 6.27: Conceptual illustration of the quantum computing via high-level in-
terface. The initial task is submitted as a quantum circuit. The circuit must be
transpiled into a native gate set and converted into AOM pulses. The result is re-
turned in a hardware-agnostic form as quantum states.

We use the Qiskit software package by IBM [111] to describe the initial quantum
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circuits for the high-level interface. A Qiskit circuit can be submitted as a task for
the AQTION machine via a customized version [112] of the Qiskit backend developed
by AQT [113]. The circuit is processed by the software, executed on the setup, and
the result is returned as a Qiskit result object.

This high-level interface allows people not familiar with the technical details of the
setup to prepare quantum computing tasks which can be executed on the AQTION
machine. We have used this interface for several collaborations that resulted in the
following publications [6, 7, 9, 114].

6.3.1 Transpilation

The main custom feature of our Qiskit backend is the transpilation step. The tran-
spiler serves two purposes:

1. Decompose a given circuit into the native gate set of the device.

2. Optimize the circuit to minimize the number of gates to achieve better fideli-
ties.

The first step is done via the Qiskit standard transpiler [115] (optimization level =
3). The circuit is decomposed into Rx, Ry, and XX(−π

2
). After that, we follow the

logic described in Ref. 47:

2a. Move all Rx gates to the end of the circuit.

The idea is based on the following equalities:

Ry(θy)Rx(θx) = Rx(−θx)R(θ, ϕ) (6.44)

XX
(
−π

2

)
Rx(θx) = Rx(θx)XX

(
−π

2

)
, (6.45)

where θ = 2 arccos
(

cos θx cos θy
2

)
, ϕ′ = arcsin

(
sin

θy
2√

1−cos2 θx cos2
θy
2

)
and

ϕ =

{
ϕ′, θx > 0

π − ϕ′, θx < 0
. The only two-qubit gate type in the native gate set is

XX(−π
2
) and it commutes with Rx (see Eq. (6.45)). Also, Rx can be moved

through Ry as in Eq. (6.44). Hence, it follows that any Rx-gate can be moved
all the way to the end of the circuit and be merged with other Rx-gates. This
will reduce the amount of single-qubit gates in the transpiled circuit. The idea
is illustrated in Fig. 6.28.

2b. Another step stems from the hardware limitation we have. Our current con-
trol electronics can not perform pulses shorter than 2 µs. Therefore, we can
not implement R(θ, ϕ)-gates with θs <

π
15

using the described calibration pro-
cedures, since our π-pulse time is 30 µs. Instead, we can replace small angle
rotation gate with two:

R(θs, ϕ) = R(π + θs, ϕ)R(π, π + ϕ). (6.46)

This replacement is implemented for R(θs, ϕ) where π
20
< θs <

π
15

.
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2c. Single-qubit gates have finite fidelity; we estimate it to be around 99.7% in
our setup. If a rotation angle is very small, doing a gate will cause more error
than not doing anything at all. Moreover, for small angles we need to perform
two R-gates instead of one. In the end, doing R(θs, ϕ) with θs <

π
20

causes
more error, thus we just remove those gates from the transpiled circuit.

After these steps the transpiled circuit only contains gates native to the AQTION
setup and has fewer single-qubit gates than after standard Qiskit transpilation.

Rx Ry Rx Rx Ry Rx Rx Ry Rx

RxR R R

Figure 6.28: Step 2a of our custom transpiler – move all Rx-gates to the end of the
circuit.

6.3.2 Usage example

The example below lists Python code to generate a Qiskit circuit preparing 3-ion
GHZ state and to execute it on the AQTION setup as in Fig. 6.27.

from q i s k i t import QuantumCircuit
from q i s k i t a q t p r o v i d e r import AQTProvider , aqt pass manager

# I n i t i a l i z e AQTION backend and t r a n s p i l e r
a q t i o n p r o v i d e r = AQTProvider ( ’MY TOKEN’ )
aqt ion backend = a q t i o n p r o v i d e r . backends . aqtion ms minus
a q t i o n t r a n s p i l e r = aqt pass manager ( )

# Generate Q i s k i t c i r c u i t f o r 3−ion GHZ s t a t e prepara t ion
c i r c u i t = QuantumCircuit (3 )
c i r c u i t . h (0 )
c i r c u i t . cnot (0 , 1)
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c i r c u i t . cnot (0 , 2)
c i r c u i t . mea su r e a l l ( )

# Transp i l e the c i r c u i t f o r AQTION setup
t r a n s p i l e d c i r c u i t = a q t i o n t r a n s p i l e r . run ( qc )

# Execute the c i r c u i t and re turn the r e s u l t
job = aqt ion backend . run ( t r a n s p i l e d c i r c u i t , shot s =500)
r e s u l t = job . ge t count s ( )

6.4 Two-qubit gates fidelities

The principles described in Sec. 6.1 together with the calibration procedures from
Sec. 6.2 allow us to achieve and maintain a certain level of two-qubit gate fidelities
across the ion chain. This level can be quantified as follows.
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Figure 6.29: Fidelities of two-qubit gates for different ions pairs. The value for each
pair is determined from population and parity scans, see example in Fig. 6.30. The
results are averaged over nine runs for all pairs.

Currently, during the standard operation of the setup with auto-calibrations, two-
qubit gates have a fidelity of around 98.5% when averaged over different pairs as
shown in Fig. 6.29. Fidelity for each pair is measured in the following way. First, the
2-ion entangled state (|00⟩− i |11⟩)/

√
2 is prepared with application of an XX(−π

2
)

gate to an ion pair. The actual fidelity of the prepared state is measured with
population and parity measurements [116]. The fidelity between the prepared and
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the desired state Fst can be calculated as follows:

F = Fpro = Fst =
Fpop + Fpar

2
. (6.47)

In this case it is also equal to the process fidelity of the performed XX-gate, as-
suming that state preparation, measurement and single-qubit gates are error-free.
Typical population and parity scans for pair 1-16 are shown in Fig. 6.30.
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Figure 6.30: Population and parity scans for ion pair 1-16. The XX-gate fidelity is
98.0 ± 1.3% (Fpop = 98.5 ± 1.3%, Fpar = 97.5 ± 2.2 %).

Error sources

We estimate the main sources of infidelity for two-qubit gates in our setup to be:

1. Remaining coupling to radial modes (see Sec. 6.1.6 and Fig. 6.11).

2. Qubit coherence of 50 ms

3. Radial-y COM mode coherence of 50 ms

4. Radial-y COM mode heating rate of 3.6 ph/s.

The contribution of source 1 is estimated in Sec. 6.1.6. Contributions of sources 2–4
we estimate by means of Lindblad master equation simulations using the QuTiP
package [117]. We simulate an MS-gate for two ions and one phonon mode (radial-y
COM mode). The estimated contributions to infidelity are given in Tab. 6.2. An
average experimental infidelity of 1.5% across different pairs is very reasonable for
the current configuration of the setup.

The contribution from source 1 can be decreased by the use of modulated pulses.
There are various approaches for MS gates with modulated pulses that can be tried
[89–91, 101, 118]. Potentially, this contribution can be decreased to 0. Moreover, a
modulated pulses approach no longer requires the bichromatic tones to be spectrally
close the radial-y COM mode, which has higher heating rate compared to other radial
modes. Therefore, the contribution of source 4 will be decreased as well.
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Table 6.2: Contribution of different sources to two-qubit gate infidelity in the AQ-
TION setup.

Error source Contribution (%)

Remaining coupling to radial modes up to 0.95

Qubit coherence 50 ms 0.6

Radial-y COM mode coherence 50 ms 0.4

Radial-y COM mode heating rate 0.05

The contribution from source 2 can be decreased by increasing the magnetic field
stability. Currently, we are using coils to adjust the magnetic field in the setup. We
are planning to fully transition to permanent magnets. A similar trapped-ion setup
by AQT has demonstrated 400 ms qubit coherence time. We estimate the error from
the qubit coherence time of 400 ms to be 0.07%.

The hardware modifications to mitigate these problem are currently being prepared
for the AQTION setup. We aim to address sources 1 and 2 first. The further strategy
will depend on the results of the upcoming modifications. For example, if source 3
becomes a limiting factor, the RF power stabilization circuit can be improved.

6.5 Summary

Overall, the setup reliably operates in an automated fashion with 16-ion chains
following the described methods. Further development of the setup might include
increasing the number of ions and fidelities of the two-qubit gates.

All things considered, two-qubit gates represent the main challenge for working with
higher numbers of ions in our setup. The performance of the addressing system is
still reasonably good even for a 50-ion chain. The calibration routines scale fairly well
with the number of ions. However, the fidelities of two-qubit gates will decrease for
longer chains, mainly due to the complexity of the radial spectrum and the remaining
coupling to the radial modes. Therefore, a crucial next step for scaling the system
is the implementation of modulated gate techniques to tackle this problem.
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Chapter 7

Quantum error correction applications

Ultimately, quantum error correction should fight the errors affecting the logical
information by means of redundant encoding and additional actions detecting and
correcting some of the errors. However, a hardware setup should have a minimal
level of fidelities for these additional actions to be beneficial. The rate of errors where
it becomes beneficial is often referred to as the ‘break-even’ point (for a specific QEC
code) [53, 119]. If the error rates in the experimental system are above break-even
QEC procedures will do more harm than good and logical operation fidelities will
be lower than the physical ones.

Nowadays, fidelities in state-of-the-art experimental setups including the AQTION
setup are close to satisfying the break-even criterion for certain QEC codes [120–123].
While the AQTION setup can not be used for practically useful quantum computing
with QEC, it has enough qubits and sufficiently high fidelities to experimentally test
and explore intermediate-scale quantum error correction protocols. Such studies can
reveal problems with the proposed QEC codes and inspire the development of new
hardware-aware QEC codes and methods in QEC. This is a reasonable next step on
the way toward useful large-scale quantum computing.

The setup built in this work was involved in three quantum error correction projects.
Two of these projects are described in the PhD thesis of Lukas Postler [124]. Sec. 7.1
and Sec. 7.2 contain brief summaries of these projects. The third project is described
in Sec. 7.3.

7.1 Steane error correction

The idea of fault tolerance of QEC protocols plays an important role in large-scale
error-corrected quantum computing as discussed in Sec. 3.7. All the operations
performed with encoded data should not proliferate errors. We have discussed a
FT way to read out stabilizer expectation values using flag schemes in Sec. 3.7.4.
For example, one of the most resource-efficient schemes for the [[7, 1, 3]] code is a
self-flagging scheme proposed in Ref. 73. This is one approach to make stabilizer
mapping FT.

Other schemes that are not based on flag qubits have been proposed for FT stabilizer
measurement [39, 125, 126]. The main idea of these schemes is to map a stabilizer
to several auxiliary qubits instead of one as in flag schemes. Each auxiliary qubit is
connected to a single data qubit with a CNOT-gate. Thus, the scheme is inherently
FT. A drawback of these schemes is that they require more auxiliary qubits and the
auxiliary register must be prepared is a specific state fault-tolerantly. More details
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on these schemes can be found in Ref. 127.

Here we describe a scheme proposed by Andrew Steane [125] referred to as ‘Steane
error correction’. The stabilizers are mapped in such a way that several stabilizers
are measured at once. Steane error correction can be applied to different QEC codes,
but we will consider it for CSS codes and the [[7, 1, 3]] code in particular.

7.1.1 Stabilizer measurements

Stabilizer measurements for X- and Z-stabilizers can be done separately for a CSS
code. Steane error correction allows one to measure all stabilizers of the same
type (e.g. X-stabilizers) simultaneously. The auxiliary register for this scheme is
prepared as a specific logical state encoded in the same code as the data register;
the [[7, 1, 3]] in our case. The circuit for the stabilizers readout is shown in Fig. 7.1.
Note that the logical state of the auxiliary register is not |0⟩L or |0 . . . 0⟩ as in the
case of a single auxiliary qubit as in Fig. ??. Moreover, the auxiliary register must
be prepared fault-tolerantly to ensure fault-tolerance of the whole scheme, e.g. as
in Fig. 3.11.

X measurement

H

H

H

H

H

H

H

H

H

H

H

H

H

H

|ψ〉L
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Z measurement

|ψ〉L

|+〉L

Data

Aux

|ψ′〉L

Figure 7.1: Steane error correction stabilizer readout for the [[7, 1, 3]] code.

Let us consider the circuit for Z-stabilizer measurement (see Fig. 7.1 (right)). The
input state for the circuit is a tensor product of the logical data state |ψ⟩L and the
auxiliary register state prepared in |ψaux⟩L:

|ψ⟩L |ψaux⟩L =
∑

d∈D
cd |d⟩ ⊗ cA

∑

a∈A
|a⟩ . (7.1)
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Here we decomposed the logical state in the computational basis, e.g. |1111000⟩;
d and a are bit strings. Only some computational basis states can be present in
the decomposition, namely the ones which are present in the decomposition of |0⟩L
and |1⟩L. The coefficients cd of the logical data state are defined by the information
encoded in the logical data state. On the other hand, the auxiliary logical state must
be of a special form for Steane error correction: it must be an equal superposition
of all states that are simultaneous eigenstates of the stabilizers we are reading, i.e.
S
(i)
Z :

|ψaux⟩L = cA
∑

a∈A
|a⟩ , S

(i)
Z |a⟩ = |a⟩ ,∀a,∀i. (7.2)

The set A contains all possible computational basis states satisfying the condition.
The states |a⟩ should be eigenstates of the stabilizers since when we readout the
auxiliary register in the error-free case it should satisfy all the parity checks for
these stabilizers. At the same time, an equal superposition of these states is required
to preserve the logical data state after the readout, as we will show below. For a
CSS code the set A would be all computational basis states present in the |0⟩L and
the |1⟩L decompositions since they are already the eigenstates of Z-stabilizers (see
Eq. (3.43)). Hence,

|ψaux⟩L = cA
∑

a∈A
|a⟩ = (|0⟩L + |1⟩L)/

√
2 = |+⟩L . (7.3)

This state is notably different from |0 . . . 0⟩, which might intuitively seem as a suit-
able state for this task. |0 . . . 0⟩ would also allow us to readout the syndrome cor-
rectly, but the data register state will be corrupted after the measurement, as dis-
cussed in Ref. 127, while the equal superposition state |ψaux⟩L will prevent this. The
fact that the required auxiliary register state is |+⟩L is a feature of CSS codes and
it is not the case in general.

Now let us consider how the circuit in Fig. 7.1 (right) acts on the input state
|ψ⟩L |+⟩L. Let us assume that the data register has an error with a bit string
e, so the decomposition changes accordingly:

CNOT1,1 . . .CNOT7,7 |ψ⟩L |+⟩L =

CNOT1,1 . . .CNOT7,7

∑

d∈D
cd |d⊕ e⟩ cA

∑

a∈A
|a⟩ =

∑

d∈D

∑

a∈A
cdcA |d⊕ e⟩ |a⊕ d⊕ e⟩ , (7.4)

where ⊕ represents bit-wise sum mod 2. The superposition cA
∑

a∈A |a⟩ has all
computational basis states present in the logical states. Therefore, if we add d ⊕ e
to each element of the sum, the new sum will have the same items for each value of
d in d⊕ e. Consequently, we can take the sum out as a common factor:

∑

d∈D

∑

a∈A
cdcA |d⊕ e⟩ |a⊕ d⊕ e⟩ =

∑

d∈D
cd |d⊕ e⟩ cA

∑

a∈A
|a⊕ d⊕ e⟩ . (7.5)

When we measure the auxiliary register we will project it into one of the states
|a⊕ d⊕ e⟩ and the logical data state will be left undisturbed

∑
d∈D |d⊕ e⟩. The
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stabilizer expectation values can be deduced from the parity of the respective sub-
strings of the bit string a⊕d⊕e. If there is no error, i.e. e = 0000000, all the parity
checks will be satisfied, while if there is a non-trivial error some of them will fail.

The full error syndrome is obtained by measuring X-stabilizers and Z-stabilizers
sequentially. X-stabilizers can be measured analogously to Z-stabilizers by changing
CZ to CX (see Fig. 7.1 (left)), similarly to Figs. 3.1, 3.2.

7.1.2 Publication: Demonstration of fault-tolerant Steane
quantum error correction

We have experimentally implemented Steane error correction for the [[7, 1, 3]] code
and compared it to the self-flagged scheme from Ref. 73 in Ref. 5. The main result
of the paper is shown in Fig. 7.2. Steane error correction demonstrates better per-
formance compared to the flag-based approach. The Steane scheme for the [[7, 1, 3]]
code takes fewer two-qubit gates on average than the flag-based scheme. Hence,
Steane error correction shows better performance given that two-qubit gates are
the main error source in the AQTION setup. Apart from two-qubit gate errors,
qubit decoherence and mid-circuit measurement errors are two other major error
sources in this experiment. It can be seen from Fig. 7.2 that the advantage of the
Steane method is less pronounced for |+⟩L. It can be explained by the 50 ms qubit
coherence time in our setup and |+⟩L being more susceptible to decoherence. We
additionally studied the performance if all errors except for two-qubit gate errors
are decreased by means of numerical simulations. The results in Ref. 5 show that
the advantage of Steane error correction is even more pronounced in the case where
two-qubit gate errors are dominant. Steane error correction can be very useful in
certain hardware architectures, e.g. those where CNOT operations for Steane error
correction stabilizer readout can be executed in parallel on two logical qubit registers
[128].
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Figure 7.2: (Fig. 4 from Ref. 5) Logical fidelities for syndrome extraction on the
seven-qubit color code. Logical fidelities obtained from Steane-type and flag-based
QEC for the logical input state (A) |0⟩L and (B) |+⟩L. Round 0 corresponds to the
encoding of the logical state with no extra round of QEC. The experimental and
simulation results are depicted with darker and lighter shades, respectively.

7.2 Universal logical gate set

Another important aspect of QEC is the implementation of a FT universal gate set
with encoded logical qubits. A universal logical gate set opens a way to construction
of arbitrary unitary operations (see Sec. 3.3) on a logical level. However, all gates
in a universal gate set must be performed fault-tolerantly to avoid error spreading.
This is not a trivial task since no QEC code allows for a transversal implementation
of a universal gate set according to the Eastin-Knill theorem [68] (see Sec. 3.7.3).
Therefore, some of the gates in a universal gate set must be implemented in some
other, non-transversal way. Some of the possible options are magic state injection
[69, 70], lattice surgery [71, 72] and code switching [61, 62].

In this section we will consider magic state injection for the [[7, 1, 3]] code. We
have already shown that the [[7, 1, 3]] code has transversal implementations for the
gates H,S,CNOT generating the Clifford group (see Sec. 3.6.1). Thus, adding a FT
implementation of the T -gate will complete a universal gate set. This can be done
by means of magic state injection.
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7.2.1 Magic state injection

The term ‘magic state’ is usually used for a state having some special properties
useful for implementation of non-Clifford gates fault-tolerantly [129, 130]. Such
states are often hard to prepare and might require several repetitions of a repeat-
until-success procedure [131] or a distillation procedure [132]. Once a magic state
is prepared it can be ‘injected’ into the circuit and result in the application of a
required gate. The injection procedure requires only Clifford gates and thus a non-
Clifford gate can be implemented by means of Clifford gates if the specific magic
state is available.

Ry(π/2)

Rx(π/2)

|ψ〉

Ty |0〉T |+〉

T |ψ〉 Ty |ψ〉Y|ψ〉 S

Figure 7.3: Magic state injection for T -gate (left) and Ty-gate (right).

Most frequently ‘magic state’ refers to a state used for FT implementation of the
T -gate or the T -gate in a rotated basis. Let us consider a magic state injection
implementing a T -gate with physical qubits as shown in Fig. 7.3 (left). The bottom
qubit starts in a state |ψ⟩:

|ψ⟩ = a |0⟩ + b |1⟩ (7.6)

We want to apply the T -gate to it:

T |ψ⟩ = a |0⟩ + beiπ/4 |1⟩ . (7.7)

We can prepare the top qubit in a magic state T |+⟩ and inject it into the bottom
qubit as in the circuit diagram:

CNOT2,1 [T |+⟩ |ψ⟩] =
1√
2

CNOT2,1

[
(|0⟩ + eiπ/4 |1⟩)(a |0⟩ + b |1⟩)

]
= (7.8)

1√
2

[
a(|0⟩ + eiπ/4 |1⟩) |0⟩ + b(eiπ/4 |0⟩ + |1⟩) |1⟩

]
= (7.9)

1√
2

[|0⟩ (a |0⟩ + beiπ/4 |1⟩)+ (7.10)

eiπ/4 |1⟩ (a |0⟩ + be−iπ/4 |1⟩)] (7.11)

We apply the S-gate based on the measurement results of the first qubit, i.e. the
output state of the second qubit will be either

|ψ′⟩ = a |0⟩ + beiπ/4 |1⟩ = T |ψ⟩ , (7.12)

or
|ψ′′⟩ = S(a |0⟩ + be−iπ/4 |1⟩) = a |0⟩ + beiπ/4 |1⟩ = T |ψ⟩ . (7.13)

The resulting state is T |ψ⟩ in both cases. A similar protocol can be applied to
implement the Ty-gate, i.e. a rotation by π/4 around the y-axis of the Bloch sphere:

Ty = Ry

(π
4

)
=


cos

π

8
− sin

π

8

sin
π

8
cos

π

8


 . (7.14)



7.2 Universal logical gate set 135

The circuit for Ty-gate injection is shown in Fig. 7.3 (right). A Ty-gate together
with the generators of the Clifford group is also sufficient to complete a universal
gate set.

The same circuit can be implemented with logical qubits, encoded in the [[7, 1, 3]]
code in particular. All the gates used in these circuits have transversal implemen-
tation in the [[7, 1, 3]] code: S, CNOT, CY , Rx(π

2
), Ry(

π
2
). However, magic states

like TL |+⟩L and TyL |0⟩L are hard to prepare fault-tolerantly.

7.2.2 TyL |0⟩L magic state preparation

We prepared the TyL |0⟩L magic state for the [[7, 1, 3]] code following the method
proposed in Ref. 133. Let us denote

|H⟩ = Ty |0⟩ = cos
π

8
|0⟩ + sin

π

8
|1⟩ . (7.15)

The state |H⟩ is a +1 eigenstate of the H-gate:

H |H⟩ = |H⟩ . (7.16)

Based on this fact the following scheme to fault-tolerantly prepare the |H⟩L state is
proposed:

1. Prepare |H⟩L non-fault-tolerantly similarly to |0⟩L preparation as in Fig. 3.7.

2. Measure the HL operator to catch error propagation with the Hadamard test
and discard ‘−1 outcomes’. |H⟩L is a +1 eigenstate of the HL-gate so it will
not be altered after the Hamadard test while other states will be projected
into |H⟩L. This is analogous to ZL measurement for |0⟩L as in Fig. 3.11.

3. Measure stabilziers of the [[7, 1, 3]] code to catch other dangerous error propa-
gation. The self-flagging scheme from Ref. 73 is used. Discard the state if the
error syndrome is non-trivial.

The whole protocol is sketched in Fig. 7.4 a. The results are post-selected on the
outcomes of eight flag qubits: two from the HL measurement (step 2) and six from
the stabilizer measurement (step 3). The fidelity of the resulting state is greatly
boosted with each step of the procedure as indicated in Fig. 7.4 c at the cost of
post-selection. This preparation procedure ensures that no error propagation will
lead to uncorrectable errors.

7.2.3 Publication: Demonstration of fault-tolerant univer-
sal quantum gate operations

The ability to fault-tolerantly prepare the magic state |H⟩L allows us to implement
a universal logical gate set for the [[7, 1, 3]] code fault-tolerantly. We have demon-
strated this experimentally in Ref. 3 using the AQTION setup. The main compo-
nents of a universal gate set were presented with two logical qubits encoded in the
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Figure 7.4: (Fig. 4 from Ref. 3) Fault-tolerant generation of a logical magic state
|H⟩L. (a) The magic state is prepared non-fault-tolerantly in a first step, where
a physical magic state |H⟩ is mapped to the logical state |H⟩L,nf encoded in the
data qubits at positions 9 to 15 in the ion string (see labels at left of circuit).
Thereafter, a FT measurement of the Hadamard operator (MH) is carried out. Two
ancilla qubits herald that the prepared state is a +1 eigenstate of the Hadamard
operator but also that no dangerous error occurred during the measurement. The
magic state preparation is concluded with an error detection block that measures the
three X- and Z-type stabilizers each in a fault-tolerant fashion. The first part of the
error detection circuit (first dashed box), measures S

(1)
X , S

(2)
Z and S

(3)
Z , whereas the

second part measures S
(1
Z , S

(2)
X and S

(2)
X . The magic state preparation is discarded

and repeated in case of a non-trivial syndrome of the eight ancilla qubits 1 to 8.
(b) Logical state tomography after FT magic state preparation. The phase of the
complex amplitudes is encoded in the color of the 3D bar plot and the wireframes
depict ideal results. Phase deviations from the ideal density matrix are smaller
than 50 mrad while amplitude deviations are smaller than 0.07. (c) The decrease in
infidelity of the logical magic state (red marker on Bloch sphere) after each step of the
FT preparation procedure is observed experimentally and captured by depolarizing
noise simulations (experimental/simulation results depicted darker/lighter).

[[7, 1, 3]] code: different transversal single-qubit Clifford operations (Fig. 7.5), the
transversal CNOT-gate (Fig. 7.6) and the TyL via magic state injection as discussed
before (Fig. 7.7).



7.2 Universal logical gate set 137

Non-FT state prep.

|+〉
|+〉
|0〉
|+〉
|0〉
|0〉
|0〉

|0〉

X X C

C
C
C
C
C
C

a b c
Verifica�on

X X

X

X

CV

1
2

8
7
6
5
4
3

| 〉0 L, nf

|1〉

|0〉

|+i〉
|-〉

|-i〉 |+〉

1
0 1 2 3

Distance d

0.0

0.2

0.4

0.6

0.8

1.0

O
cc

ur
re

nc
e

0.1

|0〉L |1〉L |+〉L |-〉L |+i〉L |-i〉L
Prepared state

0

2

4

6

8

10

In
fid

el
ity

(%
)

Figure 7.5: (Fig. 2 from Ref. 3) Fault-tolerant (FT) preparation of a logical basis
state |0⟩L and logical Clifford operations. (a) Logical Pauli states are prepared fault-
tolerantly in three steps: First |0⟩L is prepared by a non-fault-tolerant circuit. fault
tolerance is ensured through verification (V) of the state by coupling to an additional
flag ancilla qubit. This qubit, when measured as |0⟩, signals that the correct state
has been prepared fault-tolerantly, i.e. up to single-qubit errors. To prepare a logical
Pauli eigenstate other than |0⟩L an additional transversal Clifford gate needs to be
applied. (b) Relative occurrence rates of logical output states of distance d to the
target state |0⟩L for non-FT (orange) and FT (turquoise) initialization. Example
states of d = 1, 2, 3 are X0 |0⟩L , X0X1 |0⟩L , X0X1X2 |0⟩L. Simulation results are
depicted by lighter colored bars. as described in the main text, all circuit elements
are subject to depolarizing noise in numerical simulations. (c) Logical infidelities
of all six logical Pauli eigenstates (red markers on Bloch sphere) including an ideal
round of error correction performed in post-processing (experimental/simulation
results depicted darker/lighter).
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Figure 7.6: (Fig. 3 from Ref. 3) FT implementation of a logical entangling gate.
(a) To estimate the performance of the logical CNOT-gate we fault-tolerantly pre-
pare six different logical two-qubit input states and apply the transversal CNOT-gate
(framed gate at the end of the circuit). (b) Logical state tomography after applying
the CNOT-gate to the |+, 0⟩ state. The phase of the complex amplitudes is encoded
in the color of the 3D bar plot and the wireframes depict ideal results. (c) Logical
infidelities for six different input states of the CNOT-gate (experimental/simulation
results depicted darker/lighter).
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Figure 7.7: (Fig. 5 from Ref. 3) FT T-gate injection. (a) After performing the
fully fault-tolerant three step procedure of preparing the logical magic state, the
logical T-gate is applied via logical gate teleportation onto a second register that
has a logical Pauli state prepared. Conditional application ofR ≡ RY (π/2) is done in
post-processing. (b) Logical process matrix of the experimental logical T-gate. The
phase of the complex amplitudes is encoded in the color of the 3D bar plot and the
wireframes depict ideal results. (c) Infidelities of the data qubit state when applying
the logical T-gate to several logical Pauli input states (experimental/simulation
results depicted darker/lighter). Infidelity is the lowest for the |+i⟩L state since it
is an eigenstate of the T-gate. Infidelity is slightly larger for |1⟩L and |+⟩L than for
|0⟩L since preparation contains an additional transversal Clifford operation prone to
errors.
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7.3 Code switching

Magic state injection in not the only way to implement a universal logical gate
set. The Eastin-Knill theorem forbids a transversal implementation of a universal
gate set in a single QEC code. However, one can use two complementary QEC
codes to form a transversal universal gate set together. For example, code A can
have transversal HL, SL,CNOTL and code B can have transversal TL,CNOTL. The
information encoded in one code can be fault-tolerantly reencoded in another code
with a procedure called ‘code switching’. The computation can start in one code
and once a non-transversal operation must be applied the code can be switched to
another one to apply this operation transversally (see Fig. 7.8).
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Figure 7.8: (Fig. 1 from Ref. 2) Quantum algorithms with universal gate set.
(a) Two codes with complementary sets of FT gates in combination amount to a
complete FT universal logical gate set {HL, TL,CNOTL}. (b) An algorithm running
on physical qubits (left) can be run fault-tolerantly on logical qubits (right) by
switching between two codes. If, for example, the FT TL gate is only available in
code B (orange), one has to switch to this code before applying the respective gate
operation.

Aside from providing an avenue to complete a universal logical gate set, code switch-
ing can offer additional flexibility for quantum computing with logical qubits. For
example, two codes might be used as a ‘storage’ code and a ‘computational’ code.
A logical qubit can be switched to the storage code when it is not going to be used
for some time to provide higher robustness against idling errors (e.g. decoherence).
On the other hand, when a logical qubit is going to be involved in a lot of two-qubit
gates it can be switched to the computational code which has higher robustness
against gate errors or more efficient implementation of two-qubit gates.

Two stabilizer codes must obey certain conditions to make code switching between
them available. It must be possible to represent logical operators in the same way
for both codes and both stabilizer groups of these codes must include the stabilizer
group of the same subsystems code (see Sec. 3.5.1). If we take the [[7, 1, 3]] code as
code A, a promising candidate for code B is the [[15, 1, 3]] code.
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7.3.1 The [[15, 1, 3]] code

The [[15, 1, 3]] code belongs to the 3D color code family [65]. It is a CSS code that
encodes one logical qubit with 15 physical qubits. The stabilizers are supported
on a tetrahedral structure as in Fig. 7.9. Hence, the code is sometimes referred to
as ‘the 15-qubit tetrahedral code’. Its X-type stabilizer generators are supported
on four cells of the tetrahedral structure, while the Z-type stabilizer generators are
supported on all faces (external and internal) of the tetrahedral structure.
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Figure 7.9: [[15, 1, 3]] code, its stabilizer generators and logical operators. The colors
of the cells and the faces are labeled as R,G,B, Y . Double labels, e.g. RG, indicate
a face between the cell of the respective colors.

The logical operators are defined on all 15 qubits as

ZL = Z1Z2Z3Z4Z5Z6Z7Z8Z9Z10Z11Z12Z13Z14Z15, (7.17)

XL = X1X1X2X3X5X6X7X8X9X10X11X12X13X14X15. (7.18)

The following operators are stabilizer-equivalent to the logical operators:

Z ′
L = S

(1)
Z S

(4)
Z S

(10)
Z ZL = Z5Z6Z7, (7.19)

X ′
L = S

(4)
X XL = X1X2X3X4X5X6X7. (7.20)

These are the minimal weight logical operators, so the code has dZ = 3 for Z-errors
and dX = 7 for X-errors.
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The [[15, 1, 3]] code, as a CSS code, allows to implement the logical CNOT-gate
transversally [63]. The logical Hadamard gate is not transversal in the [[15, 1, 3]]
code [63] since it is not a self-dual CSS code, X- and Z−stabilizers have different
supports. However, it can be shown that the [[15, 1, 3]] code is the smallest distance-
three QEC code that has a transversal implementation of a non-Clifford gate [134]:
the logical T -gate. The logical T -gate can be implemented as follows [62–64, 135]
(see Fig. 7.10):

TL = T1T
†
2T3T

†
4T5T

†
6T7T

†
8T

†
9T

†
10T11T12T13T

†
14T15. (7.21)

T is applied to eight qubits and T † is applied to seven qubits.
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Figure 7.10: Transversal TL implementation for the [[15, 1, 3]] code. T is applied to
blue qubits and T † is applied to orange qubits.

The effect of this gate can be illustrated by applying it to |0⟩L and |1⟩L. The |0⟩L
can be represented in the following way (see Eq. (3.43)):

|0⟩L = a
∑

SX∈SX

SX |0 . . . 0⟩ , (7.22)

where SX is the set of all X-stabilizers of the [[15, 1, 3]] code. The T -gate and the
X-gate obey the following:

TX = eiπ/4XT †, (7.23)

T †X = e−iπ/4XT. (7.24)

Therefore, the action of TL on |0⟩L is as follows:

TL |0⟩L = aTL
∑

SX∈SX

SX |0 . . . 0⟩ = a
∑

SX∈SX

T1T3 . . . T15T
†
2T

†
4 . . . T

†
14SX |0 . . . 0⟩

= a
∑

SX∈SX

e(4−4)·iπ/4SXT
†
1T

†
3 . . . T

†
15T2T4 . . . T14 |0 . . . 0⟩ = a

∑

SX∈SX

SX |0 . . . 0⟩ = |0⟩L .

(7.25)

Note that factors eiπ/4 and e−iπ/4 appear four times (shown in bold) each since TL
overlaps with any X-stabilizer at eight sites: four sites have T acting on them and
four sites have T † acting on them. Consequently, in total, the factors cancel.
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Similarly, for the |1⟩L state we get:

TL |1⟩L = TLXL |0⟩L = e(8−7)·iπ/4XLT
†
L |0⟩L = eiπ/4XL |0⟩L = eiπ/4 |1⟩L . (7.26)

TL overlaps with XL at all 15 sites: eight sites have T acting on then and seven sites
have T † acting on them (shown in bold). Therefore, we get a factor of eiπ/4.

Overall, TL has the desired action on the logical states:

TL |0⟩L = |0⟩L , (7.27)

TL |1⟩L = eiπ/4 |1⟩L . (7.28)

7.3.2 Code switching [[7, 1, 3]] ↔ [[15, 1, 3]]

The [[7, 1, 3]] code and the [[15, 1, 3]] code are valid candidates for code switching
[63, 64, 136–138] according to the conditions discussed in Sec. 3.5.1. The [[7, 1, 3]]
code is considered together with the eight qubits from the tetrahedral structure that
are not used in the [[7, 1, 3]] code, i.e. qubits 8–15. We will call these eight qubits
‘bulk’ (see Fig. 7.11). Z-stabilizers supported on the faces connecting qubits 1–7 to
the bulk are not stabilizers in this code. On the other hand, X-stabilizers supported
on the other faces are stabilizers, according to the definition of the [[7, 1, 3]] code.
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Figure 7.11: The [[7, 1, 3]] code with the bulk and the [[15, 1, 3]] code.

We can define a subsystem code G on the tetrahedral structure using all faces as X-
and Z-gauge operators. The center of G will contain X- and Z-stabilizers with the
support on cells. We denote the center as S. The stabilizers of all three codes are
given in Tab. 7.1. It can be seen that:

S ⊂ SA (7.29)

S ⊂ SB. (7.30)

Moreover, the logical operators of the codes have a common representation:

ZL = Z1Z2Z3Z4Z5Z6Z7, (7.31)

XL = X1X1X2X3X5X6X7. (7.32)
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Table 7.1: Stabilizers of the [[7, 1, 3]], the [[15, 1, 3]] and the subsystem code G used
for switching between the first two codes.

SA: [[7, 1, 3]] + bulk S / G SB: [[15, 1, 3]]

X-cells ✓ ✓ / ✓ ✓

Connecting X-faces:

✗ ✗ / ✓ ✗
‘RG’: X2X3X14X15

‘RB’: X3X4X13X14

‘BG’: X3X6X12X14

Other X-faces: ✓ ✗ / ✓ ✗

Z-cells ✓ ✓ / ✓ ✓

Connecting Z-faces:

✗ ✗ / ✓ ✓
‘RG’: Z2Z3Z14Z15

‘RB’: Z3Z4Z13Z14

‘BG’: Z3Z6Z12Z14

Other Z-faces: ✓ ✗ / ✓ ✓

Therefore, code switching can be performed between these two codes.

The switching [[7, 1, 3]] → [[15, 1, 3]] can be performed in the following way (see
Sec. 3.5.1):

• The stabilizers in SB \ SA are measured, i.e. Z-stabilizers supported on the
connecting faces. The switching syndrome is obtained.

• Operators from G\S can be applied to fix the gauge. In this case, X-stabilizers
of the [[7, 1, 3]] code should be applied to fix the values for Z-stabilizers sup-
ported on the connecting faces.

The example is illustrated in Fig. 7.12. Switching in the other direction is done
analogously: the X-stabilizers of the [[7, 1, 3]] code are measured and Z-stabilizers
supported on the connecting faces are applied for gauge fixing.

The whole switching procedure can be made FT if additional checks and flag qubits
are added, see Ref. 64, 138 for details. FT code switching has a substantial overhead
compared to nFT. However, FT code switching between [[7, 1, 3]] and [[15, 1, 3]]
can be performed deterministically, unlike the magic state preparation discussed in
Sec. 7.2.
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Figure 7.12: [[7, 1, 3]] → [[15, 1, 3]] code switching example. (1a) SB \ SA stabilizers
are measured, i.e. Z-stabilizers supported on the faces shown in blue. (1b) The
stabilizer Z3Z6Z12Z14 measurement outcome is −1, i.e. the switching syndrome is
(0, 0, 1). (2) Gauge fixing is performed according to the switching syndrome, i.e.
stabilizer X1X2X3X4 is applied to fix the value of stabilizer Z3Z6Z12Z14.

7.3.3 The [[10, 1, 2]] code

One way to minimize the required number of gates and qubits at the cost of non-
determinism is code morphing [139]. Code morphing allows to generate new QEC
codes from existing ones. A stabilizer code Sp (parent code) can have a smaller
stabilizer code Sc (child code) contained inside it. This is the case if the parent
stabilizer group Sp has a subgroup Sc supported on the subset of qubits of the parent
code. For example, the [[15, 1, 3]] code has a smaller [[8, 3, 2]] code [140] as a child
code. The [[8, 3, 2]] code can be supported on the bulk qubits (see Fig. 7.11) and
encodes three logical qubits. The idea of morphing is to replace the logical qubits
encoded in the child code with physical qubits. For example, the [[8, 3, 2]] code
can be replaced by only three physical qubits and the five other physical qubits are
removed entirely (see Fig. 7.13). This morphs the [[15, 1, 3]] code into the [[10, 1, 2]]
code. More details on the morphing procedure can be found in Ref. 64, 138, 139.
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Figure 7.13: The [[15, 1, 3]] code morphing into the [[10, 1, 2]] code.

The morphed code [[10, 1, 2]] keeps some of the properties of the parent code [[15, 1, 3]].
The Z-stabilizers supported on the faces not involved in the bulk remain the same.
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The X-stabilizers supported on the cells are now weight-5 instead of weight-8. Z-
stabilizers supported on the faces connecting the bulk to the rest change to weight-3.
In summary, the [[10, 1, 2]] code is defined by the following stabilizers:

S
(1)
Z = Z1Z2Z3Z4, S

(1)
X = X1X2X3X4X8

S
(2)
Z = Z2Z3Z5Z6, S

(2)
X = X2X3X5X6X9 (7.33)

S
(3)
Z = Z3Z4Z6Z7, S

(3)
X = X3X4X6X7X10

S
(4)
Z = Z3Z6Z8,

S
(5)
Z = Z3Z4Z9,

S
(6)
Z = Z2Z3Z10.

The logical operators have the same representations as for [[7, 1, 3]] and [[15, 1, 3]]:

ZL = Z1Z2Z3Z4Z5Z6Z7, (7.34)

XL = X1X2X3X4X5X6X7.

The minimal weight logical operators are

Z ′
L = S

(2)
Z S

(3)
Z S

(4)
Z ZL = Z1Z8, (7.35)

X ′
L = S

(1)
X XL = X5X6X7X8. (7.36)

The [[10, 1, 2]] code has dZ = 2 for Z-errors and dX = 4 for X-errors. Therefore, the
code is only error-detecting because some Z-error cannot be distinguished, e.g. Z1

and Z8.

The [[10, 1, 2]] code has a fault-tolerant implementation of the logical T -gate [64,
138]:

TL = T1T
†
2T3T

†
4T5T

†
6T7CCZ8,9,10 (7.37)

The implementation is not transversal anymore since it contains CCZ between phys-
ical qubits of the same logical qubit. However, it is fault-tolerant since all errors
that can propagate are detectable.

Summarizing, the morphed code [[10, 1, 2]] has lower-weight stabilizers and requires
fewer qubits than the parent [[15, 1, 3]] code, i.e. the requirements for the experi-
mental setup are lower. On the other hand, the distance of the [[10, 1, 2]] code is
lower; it is only an error-detecting code. If certain Z-errors happen, the logical state
can not be corrected and should be discarded which results in non-determinism of
the switching protocols. However, unlike the [[15, 1, 3]] code, the [[10, 1, 2]] code is
within reach of the capabilities of the AQTION setup and can be used to study code
switching protocols experimentally.

7.3.4 Code switching [[7, 1, 3]] ↔ [[10, 1, 2]]

The [[7, 1, 3]] code and the [[10, 1, 2]] code are also valid candidates for code switching
[64, 138]. The logic is very similar to the [[7, 1, 3]] ↔ [[15, 1, 3]] switching. We can
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define a subsystem code G such that it includes all stabilizers of both codes, i.e.
weight-5 X-cells, weight-4 X-faces, weight-3 Z-faces and weight-4 Z-faces. The
center S of the gauge group G contains weight-5 X-cells and weight-4 Z-faces. The
stabilizers of all three codes are shown in the Tab. 7.2.

Table 7.2: Stabilizers of the [[7, 1, 3]], the [[10, 1, 2]] and the subsystem code G used
for switching between the first two codes.

SA: [[7, 1, 3]] + bulk S / G SB: [[10, 1, 2]]

Weight-5 X-cells

✓ ✓ / ✓ ✓
X1X2X3X4X8

X2X3X5X6X9

X3X4X6X7X10

Weight-4 X-faces:

✓ ✗ / ✓ ✗
X1X2X3X4

X2X3X5X6

X3X4X6X7

Single-qubit bulk X:

✓ ✗ / ✓ ✗
X8

X9

X10

Weight-4 Z-faces:

✓ ✓ / ✓ ✓
Z1Z2Z3Z4

Z2Z3Z5Z6

Z3Z4Z6Z7

Weight-3 Z-faces:

✗ ✗ / ✓ ✓
Z3Z6Z8

Z3Z4Z9

Z2Z3Z10

Both codes share a representation of the logical operators:

ZL = Z1Z2Z3Z4Z5Z6Z7, (7.38)

XL = X1X1X2X3X5X6X7. (7.39)

The switching procedure for [[7, 1, 3]] → [[10, 1, 2]] is also similar:
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• The stabilizers in SB \ SA are measured, i.e. Z-stabilizers supported on the
weight-3 faces. The switching syndrome is obtained.

• Operators from G\S can be applied to fix the gauge. In this case, X-stabilizers
of the [[7, 1, 3]] code should be applied to fix the values for Z-stabilizers sup-
ported on the weight-3 faces.

An example is given in Fig. 7.14. The opposite switching direction is done anal-
ogously: weight-4 X-faces are measured, weight-3 Z-faces are applied for gauge
fixing.

1a. Measure 1b. Switching syndrome 2. Gauge fixing
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Figure 7.14: [[7, 1, 3]] → [[10, 1, 2]] code switching example. (1a) SB \ SA stabilizers
are measured, i.e. Z-stabilizers supported on the weight-3 face shown in blue. (1b)
The stabilizer Z3Z6Z8 measurement outcome is −1, i.e. the switching syndrome is
(1, 0, 0). (2) Gauge fixing is performed according to the switching syndrome, i.e.
stabilizer X1X2X3X4 is applied to fix the value of stabilizer Z3Z6Z8.

The whole procedure can be conducted fault-tolerantly if additional checks are in-
troduced [2, 64, 138]. The overhead is lower than for the [[7, 1, 3]] ↔ [[15, 1, 3]]
switching, making the [[7, 1, 3]] ↔ [[10, 1, 2]] switching more feasible for near-term
quantum computers.
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7.3.5 Publication: Experimental fault-tolerant code switch-
ing

We have demonstrated experimental fault-tolerant code switching between [[7, 1, 3]]
and [[10, 1, 2]] in Ref. 2; the publication is provided below. We have shown different
building blocks of the code switching approach: logical state preparation for both
codes, switching in both directions, logical Clifford gates in [[7, 1, 3]] and the logical
T -gate in [[10, 1, 2]]. All these blocks together provide a flexible framework for
quantum computing with logical qubits. We illustrate it by running a minimal
example of a logical circuit including all elements of the universal logical gate set:
TL, HL, CNOTL.

Code switching provides a viable alternative to magic state injection. It is not
yet clear which option is more efficient for large-scale quantum computing with
encoded qubits [137, 138] given that both approaches have been barely studied
experimentally. Theoretically, code switching might need fewer auxiliary qubits since
it does not require an additional logical auxiliary qubit as magic state injection does.
Moreover, code switching can be done deterministically. On the other hand, magic
state injection can have lower overhead in gate count. Any comparison of these two
concepts heavily depends on the QEC code and the experimental platform with its
error profile and the benefits of both approaches are yet to be studied for large-scale
quantum computing.
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Quantum error correction is a crucial tool for mitigating hardware errors in quantum computers by
encoding logical information into multiple physical qubits. However, no single error-correcting code
allows for an intrinsically fault-tolerant implementation of all the gates needed for universal quantum
computing [1–3]. One way to tackle this problem is to switch between two suitable error-correcting
codes, while preserving the encoded logical information, which in combination give access to a fault-
tolerant universal gate set [4–6]. In this work, we present the first experimental implementation
of fault-tolerant code switching between two codes. One is the seven-qubit color code [7], which
features fault-tolerant CNOT and H quantum gates, while the other one, the 10-qubit code [8],
allows for a fault-tolerant T -gate implementation. Together they form a complementary universal
gate set. Building on essential code switching building blocks, we construct logical circuits and
prepare 12 different logical states which are not accessible natively in a fault-tolerant way within
a single code. Finally, we use code switching to entangle two logical qubits employing the full
universal gate set in a single logical quantum circuit. Our results experimentally open up a new
route towards deterministic control over logical qubits with low auxiliary qubit overhead, not relying
on the probabilistic preparation of resource states.

I. INTRODUCTION

Quantum computers offer the prospect of performing
certain computational tasks more efficiently than any
known classical algorithm [9, 10]. However, the accuracy
of quantum computations is limited by noise, arising from
the interaction of qubits with their environment [11].
Quantum error correction (QEC) addresses this challenge
by encoding quantum information across multiple phys-
ical qubits, thereby adding redundancy and allowing er-
rors to be localized and corrected without destroying the
encoded information [12, 13]. QEC is performed by phys-
ical operations which are themselves faulty. Operations
on these error-corrected logical qubits therefore have to
be performed without proliferating local errors uncon-
trollably across the encoded qubit. This can be achieved
by means of fault-tolerant (FT) circuit designs [2, 14–
16] for example by using very resource-efficient transver-
sal gates. Transversal gate operations perform logical
operations by qubitwise application of the physical op-
erations. Generally, it is not possible to implement an
arbitrary logical operation transversally in a given QEC
code. Computations on qubits can be approximated to
arbitrary precision using only a finite set of gates form-
ing a so-called universal gate set [3, 13], as for example
the gate set consisting of the Hadamard-gate (H), T -
gate, and two-qubit entangling CNOT-gate would allow
for universal quantum computing. However, at least one
of these gates cannot be transversal for encoded qubits

∗ These authors contributed equally
† Also at Alpine Quantum Technologies GmbH, Innsbruck, Aus-
tria; Email to thomas.monz@uibk.ac.at

[1]. Consequently, at least one logical gate must be im-
plemented through alternative methods to achieve uni-
versal FT computation, which often implies a substantial
resource overhead [1].

Two well-known methods to complete a universal gate
set are magic state injection and code switching. With
magic state injection, it is possible to implement a non-
Clifford gate by preparing a magic resource state fault-
tolerantly on a logical auxiliary qubit [17, 18] and inject-
ing this auxiliary state onto the encoded data qubit [19].
Magic states have been prepared on superconducting ar-
chitectures [20], as well as on ion trap quantum proces-
sors [21], and a full universal gate set has recently been
realized on an ion-trap quantum processor [22]. How-
ever, producing high-fidelity magic states poses a signifi-
cant challenge and presents a large overhead [23]. As an
alternative method, switching between two codes with
complementary sets of transversal gates also enables the
implementation of a full universal gate set [4–6], as illus-
trated in Fig. 1. Here, the key idea is to transfer encoded
information from one encoding to another by measuring
a set of operators and applying local Pauli operations.
These are chosen in a way that fixes the state into the
desired codespace but also preserves the encoded infor-
mation. An experimental demonstration of this route to
fault-tolerance has so far not been achieved.

In previous theoretical work we developed FT code
switching protocols utilizing the concept of flag qubits, as
introduced by [17, 24, 25], and found schemes that reach
a level of performance competitive with magic state injec-
tion [26]. In this work we present the first experimental
implementation of such FT code switching protocols. We
characterize the performance of essential building blocks
for switching between the seven-qubit color code, encod-
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FIG. 1: Quantum algorithms with universal gate set. (a) Two codes with complementary sets of FT gates
in combination amount to a complete FT universal logical gate set {HL, TL,CNOTL}. (b) An algorithm running
on physical qubits (left) can be run fault-tolerantly on logical qubits (right) by switching between two codes. If, for
example, the FT TL gate is only available in code B (orange), one has to switch to this code before applying the
respective gate operation.

ing a single logical qubit and capable of correcting a single
error, and an error-detecting 10-qubit code [8] on an ion-
trap quantum processor. We prepare 12 different states
on the seven-qubit color code, which can not be obtained
transversally using a single error-correcting code. We
furthermore extend these protocols to entangling logical
operations and implement minimal logical algorithms us-
ing all gates of a universal gate set {H,T,CNOT}.

II. FT CODE SWITCHING PROCEDURE

The seven-qubit color code encodes k = 1 logical qubit
in n = 7 physical qubits and has a code distance d = 3,
allowing the correction of any single error [7, 27]. A
valid logical state is the simultaneous +1-eigenstate of

the stabilizer generators A
(i)
σ , which are shown in Fig. 2

on the left and given explicitly in App. A. The logical
Pauli operators of this code correspond to applying Pauli
X- and Z- operations to all seven qubits XL = X⊗7 and
ZL = Z⊗7. A logical Hadamard gate HL can be im-
plemented transversally by bitwise application of single-
qubit Hadamard-gates and, similarly, the phase gate SL

can be realized in a transversal manner by applying
single-qubit S†-gates to all qubits. As introduced in [8],
the [[10, 1, 2]] code encodes a single logical qubit in 10
physical qubits and, with distance d = 2, can detect any
single error. The logical qubit of the [[10, 1, 2]] code is

defined by the stabilizer generators B
(i)
σ , shown in Fig. 2

on the right and given in App. A, and the logical Pauli-
operators coincide with those of the seven-qubit color
code. X- and Z-stabilizer generators are not defined on
the same support, meaning that the [[10, 1, 2]] code is not
self-dual, and consequently does not have a transversal
Hadamard-gate. It is generated from the larger 15-qubit
tetrahedral code, inheriting its FT non-Clifford T -gate,
which can be implemented with [8]

TL = T1T
†
2T3T

†
4T5T

†
6T7 CCZ8,9,10, (1)

which includes the controlled-controlled-Z-gate on qubits
8, 9, and 10. This implementation of the logical TL-
gate is not transversal anymore but FT in the sense that
all possible errors resulting from a single fault are still
detectable. The [[10, 1, 2]] code is the smallest known
code that has a FT T -gate [8].

We implement a FT universal gate set by switch-
ing between the seven-qubit color code [[7, 1, 3]] and the
[[10, 1, 2]] code [7, 8, 27]. We can transfer encoded in-
formation between these two codes by first measuring
those stabilizers of the target code which differ from the
stabilizers of the initial code. This measurement ran-
domly projects the logical state onto a ±1-eigenstate of
the measured stabilizers. In a second step, we force the
state into the +1-eigenstate of the measured stabilizers
without changing the logical state [4, 6, 28] by applying a
combination of Pauli-generators. Here, these generators
directly correspond to stabilizer operators of the initial
code and, therefore, do not affect the logical state.

Specifically, we measure the three Z-stabilizers

(B
(4)
Z , B

(5)
Z , B

(6)
Z ), shown in Fig. 2 to switch from

[[7, 1, 3]] to [[10, 1, 2]]. Then, we apply a combina-
tion of the weight-4 X-generators of the [[7, 1, 3]] code

(A
(1)
X , A

(2)
X , A

(3)
X ). For example, if the random projec-

tion onto the Z-stabilizers yields (0, 0, 1), where 0 corre-
sponds to a +1-eigenvalue and 1 to a -1-eigenvalue of the

measured operator, we would apply A
(3)
X = X3X4X6X7.

A
(3)
X overlaps at an even number of sites with the first

and second Z-stabilizer and only at a single site with

B
(6)
X and, therefore, this operation fixes the state into

the +1-eigenstate of all Z-stabilizers (B
(4)
Z , B

(5)
Z , B

(6)
Z )

of the ten-qubit code. For switching in the inverse
direction from [[10, 1, 2]] to [[7, 1, 3]] , we employ the
same scheme but interchange the sets of stabilizers: we

measure (A
(1)
X , A

(2)
X , A

(3)
X ) and apply a combination of

(B
(4)
Z , B

(5)
Z , B

(6)
Z ). The lookup table with possible mea-

surement outcomes and switching operations for both di-
rections is summarized in App. Tab. I.

To achieve fault tolerance, we repeat measurements
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FIG. 2: Switching between [[7, 1, 3]] and [[10, 1, 2]]. A valid codestate of the [[7, 1, 3]] code (left) is a +1-eigenstate

of the X- and Z-stabilizers A
(i)
X and A

(i)
Z which are defined symmetrically on the weight-4 plaquettes (red, green, blue).

In contrast to that, the X- and Z-stabilizers of the [[10, 1, 2]] code (right) differ: Z-stabilizers are defined on the three
weight-4 plaquettes in the triangular plane (red, green blue), as well as on the three weight-3 plaquettes connecting the
triangular plane with the bulk qubits 8, 9, and 10 (orange, turquoise, purple). The X-stabilizers of the [[10, 1, 2]] code
have support on the weight-5 pyramids (red, green, blue). To switch from the [[7, 1, 3]] code to the [[10, 1, 2]] code,
we measure the three weight-3 Z-stabilizers which connect the encoded [[7, 1, 3]] on qubits 1–7 with the bulk qubits

8, 9 and 10. Based on the obtained switching syndrome, a combination of the weight-4 plaquettes (A
(1)
X , A

(2)
X , A

(3)
X )

is applied, which fixes the logical state into the desired codespace while preserving the encoded information. The
inverse switching direction is implemented analogously: first, the three weight-4 X-stabilizers are measured, followed

by the application of a combination of (B
(4)
Z , B

(5)
Z , B

(6)
Z ).

to correct for single measurement faults. We use flag-
qubits for stabilizer measurements in order to prevent
faults on auxiliary qubits from propagating uncontrol-
lably [17, 24–26, 29], and we perform additional stabilizer
measurements to detect potentially dangerous errors on
data qubits. Whenever a potentially dangerous error is
detected, the corresponding run is discarded. The full FT
protocols for switching in both directions are discussed
and summarized in App. A.

III. EXPERIMENTAL SETUP

The experiment was performed with a 16-ion chain of
40Ca+ ions trapped in a linear Paul trap. We utilize an
optical qubit encoded in |0⟩ = |42S1/2,mJ = −1/2⟩ and

|1⟩ = |32D5/2,mJ = −1/2⟩ Zeeman sub-levels. An opti-
cal addressing system for 729 nm laser light driving the
qubit transition allows for individual qubit control. In
addition, ion-ion interaction through common motional
modes of the trap provides all-to-all connectivity for two-
qubit gates based on the Mølmer-Sørensen (MS) interac-
tion [30]. A more detailed description of the experimental
setup is given in [22, 31, 32].

The setup features detection of the ion chain using the
electron shelving technique such that only a desired sub-
set of qubits is detected while the state of the other qubits
is preserved. Subsequent recooling of the ion chain and

reinitialization of the detected qubits allow for applying
high-fidelity gates after the detection procedure. This
procedure is used here for mid-circuit measurements of
the auxiliary qubits for flag-based stabilizer readout. A
comprehensive overview of the procedure can be found
in [33]. The error rates for the basic experimental qubit
manipulation operations are given in App. Tab. II.

IV. RESULTS

We characterize each building block essential for imple-
menting the universal gate set based on code switching:
the initialization of [[10, 1, 2]] logical states, the logical T -
gate, and switching back and forth between the [[10, 1, 2]]
and the [[7, 1, 3]] codes. We perform logical quantum pro-
cess tomography, as specified in App. C, for all building
blocks and compare the results to the respective ideal
process. All experimental results are accompanied by nu-
merical simulations using a multi-parameter noise model
described in App. B which is using experimental error
rates given in App. Tab. II. The resulting logical process
fidelities are shown in Fig. 3. All obtained fidelities and
acceptance rates are given in App. Tab. IV.

We find that the fidelities for the initialization in the
nFT case are similar to those in the FT case, since the FT
overhead for an additional verification is small and errors
do not propagate in a dangerous way for the nFT proto-
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cussed in App. E, and explicit values are summarized in
App. Tab. IV.

col. Only if further operations are performed on the logi-
cal state afterward, previously correctable errors can be-
come uncorrectable even for transversal operations due to
different code distances for X- and Z-errors. For the T -
gate on the [[10, 1, 2]] code we observe a similar feature as
the fidelity does not change significantly when employing
the FT scheme. The FT T -gate on the [[10, 1, 2]] code in-
cludes one additional minimal error detection (ED) block
before applying the logical T -gate, which is reflected in
a decreasing acceptance rate: 81% are accepted for the
nFT protocol while 51% are accepted for the FT version,
as summarized in App. Tab. IV. We can identify a clear
advantage of the FT scheme over the nFT scheme for
switching from [[10, 1, 2]] to [[7, 1, 3]], as we can achieve
fault tolerance with only a small increase of the two-
qubit gate count as discussed in Sec. II. However, the FT
switching protocol does not provide an advantage over
the nFT one for [[7, 1, 3]] → [[10, 1, 2]]. This is not un-
expected due to the complexity of the protocol with a
large circuit depth and the current error rates, which are
discussed in detail in App. D.

As a next step, we combine the aforementioned build-
ing blocks to prepare a variety of different states fault-
tolerantly, which are inaccessible with natively FT gate
implementations in the seven-qubit color code. The pro-
tocol is shown in Fig. 4a: initially, |+⟩L of the [[10, 1, 2]]
is prepared followed by the application of FT gates of
the [[10, 1, 2]] code which includes any combinations of
gates from the set {Z, S, T}. This enables the prepa-
ration of the four cardinal states as well as four addi-
tional states, which require a T -gate, on the equator of
the Bloch sphere, as shown in Fig. 4b. After switching
to the seven-qubit color code, we can lastly apply an H-
gate. This allows us to prepare logical states on the 45th
parallels of the Bloch sphere, which are not reachable

with a single code with a natively FT implementation.
We implement this protocol experimentally and numeri-
cally and perform logical quantum state tomography for
each obtained state. The reconstructed Bloch vectors for
all prepared logical states are shown in Fig. 4b. Cir-
cuits including the non-Clifford T -gate have decreased
fidelity relative to purely Clifford circuits. This can be
attributed to the additional two-qubit gates required for
the ED block before the application of the T -gate, and
the mid-circuit measurement which does not have to be
performed for the Clifford circuits. We identify dephasing
on idling qubits as a major contribution to the total log-
ical state infidelity and take further measures to improve
the fidelities of the states, prepared with the protocol in
Fig. 4, which is discussed further in App. G. We can ef-
fectively increase the fidelities by up to 0.08 for Clifford
states and up to 0.04 for non-Clifford states by simply
reassigning the X- and Z- stabilizers, which is shown in
App. Fig. 10.

We extend the demonstrated set of logical gates by en-
tangling two-qubit operations with the goal of exploring
small logical circuits with gates from the universal gate
set. We again start in the logical |+⟩L of the [[10, 1, 2]]
code and may apply a FT T -gate before switching to
[[7, 1, 3]] as shown in Fig. 5a. On the target code, we can
apply an additional H-gate. Afterward, a second logical
qubit is prepared on the [[7, 1, 3]] code in |0⟩L and the
two logical qubits are entangled with a logical CNOT.
Utilizing the full universal gate set, we prepare three en-
tangled states with this protocol and analyze these states
by means of logical quantum state tomography, as shown
in Fig. 5b, c and explicitly given in App. E. Again, ex-
perimental results and the numerically obtained fidelities
agree within one standard deviation. All three logical
states are entangled with > 99% confidence despite a
large circuit depth and circuit complexity, involving up
to 61 two-qubit gates and two mid-circuit measurements.

V. DISCUSSION

In our experimental demonstration of FT code switch-
ing we operate all gates directly at the logical level - code
switching between error-correcting codes does not rely on
probabilistic preparation of resource states. This fact is
important in light of the observation that a determinis-
tic code execution empowered by code switching rather
than a probabilistic protocol via state injection can be-
come advantageous over probabilistic execution via state
preparation and injection, as overall device capabilities
improve. [32].

We find experimentally that fault-tolerant code switch-
ing schemes can significantly improve fidelities in certain
situations compared to their non-fault-tolerant counter-
parts. However, this advantage does currently not yet
extend to protocols with large circuit depth or many
mid-circuit measurements. These primary bottlenecks
in our implementation fidelity can be mitigated with
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(b). Experimental results are shown in darker and simulated results in lighter colors. The error bars show standard
deviations, determined as discussed in App. E, and the values are summarized in App. Tab. V.

technical or logical changes. In our particular imple-
mentation we may benefit mostly from independently-
demonstrated technical improvements such as extended
coherence times [34–36] and more robust composite pulse
sequences during mid-circuit measurements [37, 38]. Fur-
thermore, tailoring QEC protocols to systems with biased
noise [39–42] promises the possibility of reaching higher
fidelities for experimental setups with these noise char-
acteristics. The present case of Z-bias makes selecting a
code like the rotated [[10,1,2]]X which is more resilient
to Z-noise beneficial, as demonstrated by the improved
performance under this exchange of stabilizers.

In the near future code switching can be beneficial in
hardware systems where the cost of mid-circuit measure-
ments is low compared to the cost of having additional
auxiliary qubits for the magic state injection. Contem-
porary superconducting quantum computers with limited
connectivity [43–48] and QCCD-based trapped-ion archi-
tectures [29, 49–51] might fall into this category.

Here, we have considered the experimental implemen-
tation of code switching for the smallest possible in-
stances of the respective classes of codes, namely the
[[10, 1, 2]] and the [[7, 1, 3]] code. Future work will include

the extension from the error-detecting [[10, 1, 2]] code to
the deterministic error-correcting [[15, 1, 3]] code, which
has been explored theoretically [4, 26], as well as larger-
distance codes, which promise the implementation of a
deterministic set of universal gates, without the need for
large-scale magic-state factories.
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Appendix A: FT code switching between [[7, 1, 3]]
and [[10, 1, 2]]

Stabilizer definitions

The stabilizer generators of the seven-qubit color code
[[7, 1, 3]] are given by

A
(1)
X = X1X2X3X4, A

(1)
Z = Z1Z2Z3Z4

A
(2)
X = X2X3X5X6, A

(2)
Z = Z2Z3Z5Z6 (A1)

A
(3)
X = X3X4X6X7, A

(3)
Z = Z3Z4Z6Z7.

The logical qubit of the [[10, 1, 2]] code is defined by
the stabilizer generators

B
(1)
X = X1X2X3X4X8

B
(2)
X = X2X3X5X6X9 (A2)

B
(3)
X = X3X4X6X7X10

and

B
(1)
Z = Z1Z2Z3Z4, B

(4)
Z = Z3Z6Z8

B
(2)
Z = Z2Z3Z5Z6, B

(5)
Z = Z3Z4Z9 (A3)

B
(3)
Z = Z3Z4Z6Z7, B

(6)
Z = Z2Z3Z10.

For both codes, the logical Pauli operators can be im-
plemented by applying

XL = X1X2X3X4X5X6X7, (A4)

ZL = Z1Z2Z3Z4Z5Z6Z7.

Switching operations

We measure stabilizer operators and apply local Pauli
operations that correspond to so-called gauge operators
of the subsystem code [28, 52] to switch between the
seven-qubit color code [[7, 1, 3]] and the [[10, 1, 2]] code.
The lookup tables for switching in both directions are
shown in App. Tab. I. Fig. 2 exemplarily illustrates the
scheme for switching between [[10, 1, 2]] and [[7, 1, 3]].

FT switching protocols

The following two algorithms summarize the protocols
for FT switching between [[10, 1, 2]] and [[7, 1, 3]], which
are described in Sec. II. The graphical representation of
the protocols is also given in Fig. 11.

Stabilizers can be measured by coupling a physical aux-
iliary qubit to the data qubits that belong to the operator
to be measured [53]. However, this scheme is not FT be-
cause single faults on auxiliary qubits can directly result
in a logical failure. This is avoided by making use of flag-
qubits [17, 18, 24]. In addition, we also need to be able to

Measured syndrome Switching

(A
(1)
X , A

(2)
X , A

(3)
X ) operation

(0, 0, 0) −
(1, 0, 0) Z3Z6Z8

(0, 1, 0) Z3Z4Z9

(0, 0, 1) Z2Z3Z10

(1, 1, 0) Z4Z6Z8Z9

(1, 0, 1) Z2Z6Z8Z10

(0, 1, 1) Z2Z4Z9Z10

(1, 1, 1) Z2Z3Z4Z6Z8Z9Z10

Measured syndrome Switching

(B
(4)
Z , B

(5)
Z , B

(6)
Z ) operation

(0, 0, 0) −
(1, 0, 0) X1X2X3X4

(0, 1, 0) X2X3X5X6

(0, 0, 1) X3X4X6X7

(1, 1, 0) X1X4X5X6

(1, 0, 1) X1X2X6X7

(0, 1, 1) X2X4X5X7

(1, 1, 1) X1X3X5X7

TABLE I: Lookup tables for switching between
[[7, 1, 3]] and [[10, 1, 2]]. For switching from [[10, 1, 2]]
to [[7, 1, 3]] (top) we measure the three X-stabilizers

(A
(1)
X , A

(2)
X , A

(3)
X ) and apply a Pauli Z-operation that fixes

the state into the codespace of the seven-qubit color code
while preserving the encoded information. For the in-
verse direction (bottom), we measure the three weight-3

Z-stabilizers of the [[10, 1, 2]] code (B
(4)
Z , B

(5)
Z , B

(6)
Z ) and

apply a suitable Pauli X-operation.

identify errors on data qubits that invert the projective
measurement with random outcomes [26]. For example,
consider the case where a Z-error occurs on qubit 1: If
we originally would have directly (randomly) projected
onto the correct target codespace and measured the triv-
ial switching syndrome (0, 0, 0), we would now measure
the same one as illustrated in Fig. 2. This would cause
us to apply the same gauge operator Z3Z6Z8 as before,
which in total amounts to a logical ZL = Z1Z3Z6 on
the target Steane code. There are different strategies
for detecting these dangerous errors on data qubits for
each switching direction. For switching from [[7, 1, 3]] to
[[10, 1, 2]], we identify the potentially dangerous positions
and perform additional stabilizer measurements to check
if an error has occurred at one of these. For the inverse
direction, we can detect these dangerous errors on data
qubits without additional stabilizer measurements. After
switching in this direction, we measure qubits 8, 9, and
10 in the X-basis and compare this outcome to their op-
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Protocol: FT switching [[10, 1, 2]] → [[7, 1, 3]]

Input: Logical state in [[10, 1, 2]]

Output: Logical state in [[7, 1, 3]]

1: Measure σ = (A
(1)
X , A

(2)
X , A

(3)
X ) with flags

2: If a circuit flags: discard

3: Measure qubits 8, 9 and 10 in the X-basis

4: Check agreement of opposing X-operators

5: a = [(A
(1)
X , A

(2)
X , A

(3)
X ) + (X8, X9, X10)] mod 2

6: If a ̸=(0, 0, 0): discard

7: Apply switching operation according to lookup table

using switching syndrome σ

Protocol: FT switching [[7, 1, 3]] → [[10, 1, 2]]

Input: Logical state in [[7, 1, 3]]

Output: Logical state in [[10, 1, 2]]

1: Measure σ1 = (B
(4)
Z , B

(5)
Z , B

(6)
Z )

2: Measure σ2 = (B
(4)
Z , B

(5)
Z , B

(6)
Z )

3a: If 1 and 2 agree:

4a: Measure (B
(2)
Z , B

(3)
Z )

5a: If (B
(2)
Z , B

(3)
Z ) ̸= (0, 0): discard

6a: σfinal = σ2

3b: If 1 and 2 disagree:

4b: Measure σ3 = (B
(4)
Z , B

(5)
Z , B

(6)
Z ) and (B

(2)
Z , B

(3)
Z )

5b: If (B
(2)
Z , B

(3)
Z ) ̸= (0, 0): discard

6b: σfinal = σ3

7: Apply switching operation according to lookup table

using switching syndrome σfinal

posing stabilizer plaquette. For example, we compare the

outcome of qubit 8 to the outcome of A
(1)
X = X1X2X3X4.

Since we started in a +1-eigenstate of the weight-5 cell,
we know that pairs of these opposing operators have to
agree so that, in total, they amount to 0 mod 2.

Appendix B: Noise model and simulation methods

We determine the expected fidelities of the imple-
mented code switching protocols by performing Monte
Carlo (MC) simulations. In the numerical simulations,
every ideal circuit component is followed by an error E
with a specified probability p, that is in particular the
probability of an error occurring p ∈ [0, 1]. We include a
depolarizing channel on all single- and two-qubit gates,
which is defined by the error rates p1 and p2 with which
one of the errors in the error sets E1 and E2 is applied.

Operation Error rate Duration

Two-qubit gate p2 = 0.027 322.5 µs

Single-qubit gate p1 = 0.0036 25µs

Measurement pmeas = 0.003

Preparation pinit = 0.003

p
(x)
mid−circ = 0.011

Mid-circuit detection p
(y)
mid−circ = 0.024

p
(z)
mid−circ = 0.035

Coherence time T2 = 50ms

TABLE II: Depolarizing error rates and duration
of operations on a trapped-ion quantum proces-
sor [33].

The error channel is defined as

E1(ρ) = (1− p1)ρ+
p1
3

3∑

i=1

Ei
1ρE

i
1 (B1)

E2(ρ) = (1− p2)ρ+
p2
15

15∑

i=1

Ei
2 ρE

i
2.

with the error sets E1 ∈ {X, Y , Z} for k = 1, 2, 3 and
E2 ∈ {IX, XI, XX, IY , Y I, Y Y , IZ, ZI, ZZ, XY ,
Y X, XZ, ZX, Y Z, ZY } for k = 1, ..., 15. Qubits are
initialized and measured in the computational basis and
faults on these two operations are simulated by applying
X-flips after and before the respective operation with
probabilities pinit and pmeas. Furthermore, idling qubits
experience dephasing due to environmental fluctuations.
We model this dephasing of idling qubits with the error
channel

Eidle(ρ) = (1− pidle)ρ+ pidleZρZ. (B2)

Here, a Z-fault is placed on each idling qubit with proba-
bility pidle, which depends on the execution time t of the
performed gate and the coherence time T2 ≈ 50ms

pidle =
1

2

[
1− exp

(
− t

T2

)]
. (B3)

Lastly, we perform mid-circuit detections, where aux-
iliary qubits are measured while the data qubits are
kept intact, as discussed in Sec. III. Based on single
qubit process tomography, we estimate the error rates
of X- Y - and Z-faults on the idling data qubits [33] and
model the mid-circuit detection with an asymmetric de-
polarizing channel which is specified by individual Pauli

p
(x)
inseq, p

(y)
inseq, p

(z)
inseq error rates. All error rates and rele-

vant gate durations are summarized in App. Tab. II.
We determine the state fidelity between two states ρ1

and ρ2 as

F (ρ1, ρ2) = Tr

[√√
ρ1ρ2

√
ρ1

]2
. (B4)
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TQ gates Mid-circ

|0⟩BL 15 0

|+⟩BL 13 0

TL 12 0

|ψ⟩BL → |ψ⟩AL 18 0

|ψ⟩AL → |ψ⟩BL 26/35 1/2

TL|+⟩BL →TL|+⟩AL 43 1

Clifford CNOT-protocol 49 1

non-Clifford CNOT-protocol 61 2

TABLE III: Number of two-qubit gates and mid-
circuit measurements for different FT protocols.
Code B corresponds to [[10, 1, 2]] and code A to [[7, 1, 3]].
The CNOT-protocol includes the FT initialization of
|+⟩BL , FT switching to the seven-qubit color code, the ini-
tialization of a second logical qubit |0⟩AL and a transver-
sal CNOT-gate, and has the highest number of two-qubit
gates and mid-circuits measurements.

The process fidelity is calculated similarly with

Fpro(E ,F) = F (ρE , ρF ), (B5)

where F is the state fidelity, and ρE the normalized Choi
matrix for channel E . We use Qiskit’s Quantum Infor-
mation package to calculate fidelities [54].

Appendix C: Experimental methods

1. Mid-circuit measurement

The mid-circuit measurement in our implementation
setup is a significant technical source of errors with the
current parameters (see App. Tab. II). Therefore, we aim
at constructing our circuits in a way that minimizes the
required number of mid-circuit detections. Stabilizers
and flags mapped to auxiliary qubits are measured all in
one mid-circuit measurement whenever possible, an ex-
ample of which is shown in Fig. 6. When not all of the
auxiliary qubits are used we aim at mapping information
to the auxiliary qubits spatially far away from the data
qubits to avoid optical cross-talk on data qubits. It is
also beneficial to leave idle buffer qubits between auxil-
iary qubits to avoid cross-talk between auxiliary qubits.
However, minimizing the number of mid-circuit measure-
ments takes priority.

We specify the number of mid-circuit measurements
for each protocol presented here in App. Tab. III.

2. Flag bunching

FT code switching [[10, 1, 2]] → [[7, 1, 3]] includes the
measurement of three stabilizers with flags, which re-
quires six auxiliary qubits in total. Preparing the log-
ical |0⟩L state of the [[10, 1, 2]] also requires one auxil-
iary qubit as a flag for fault-tolerance. Therefore, seven
auxiliary qubits are required to map all the required sta-
bilizers and flags if [[10, 1, 2]] → [[7, 1, 3]] code switching
is done immediately after the state preparation, which is
the case for building block characterization (see Fig. 3,
App. Tab. IV). In the current experimental configura-
tion we are limited to no more than six auxiliary qubits
in addition to 10 data qubits, hence we map two flags
to the same auxiliary qubits to reduce the number of
mid-circuit measurements. Bunching together the prepa-
ration flag and one of the stabilizer flags still preserves
fault tolerance in this particular case: if only one error
takes place, no dangerous error propagation can happen
in such a way that both flags should be raised at the
same time. Such flag bunching only takes place in this
protocol.

3. Branching post-selection

FT code switching [[7, 1, 3]] → [[10, 1, 2]] requires mid-
circuit decision making to choose which set of stabiliz-
ers should be measured based on the result of the first
mid-circuit measurement (see step 3a,b in the descrip-
tion of the protocol in App. A). The current hardware
electronics configuration does not allow for fast commu-
nication between the camera and the control electronics
so mid-circuit decision making within the qubits’ lifetime
is currently not feasible. Thus, we assume we know the
result of the measurement and act accordingly instead of
making a decision based on the result of the mid-circuit
measurement. We discard this experimental shot if dur-
ing the analysis it turns out that our assumption about
the measurement result was incorrect. This effectively
decreases the acceptance rate for [[7, 1, 3]] → [[10, 1, 2]]
by a factor of two compared to the protocol with mid-
circuit decision making.

4. Switching operation

Both code switching procedures require the applica-
tion of a switching operation based on the outcome of
the measurement of the stabilizers of the target code
(see App. Tab. I). This switching operation cannot be
applied mid-circuit since the setup is currently missing
a mid-circuit decision-making feature. Therefore, we ap-
ply switching operations in classical processing with Pauli
frame updates. This is possible if all the gates after the
switching operation belong to the Clifford group, which
is the case for all of our circuits.
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FIG. 6: Auxiliary qubits mapping for the entangled states generation circuit. Data qubits encoding logical
states are shown in green, while auxiliary qubits used for stabilizers/flags mapping are shown in blue. There are three
detections happening during the circuit, two of which are mid-circuit detections. All auxiliary qubits are detected
during mid-circuit detections while some data qubits are hidden (shown in light green). The information mapped to
auxiliary qubits during each detection is shown next to qubits, no label means that the qubit is not used but still
detected. After any mid-circuit detection all detected qubits are reinitialized as |0⟩. All the qubits are detected during
the last detection.

5. Number of measurements

The total numbers of measurements performed for dif-
ferent protocols before post-selection are the following.
Building blocks: 30000 shots per measurement basis for
each input state for [[7,1,3]] → [[10,1,2]] switching proto-
col and 12500 shots for the other protocols. Bloch sphere
states: 5000 shots per measurement basis for each pre-
pared state. CNOT protocol: 15000 shots per measure-
ment basis for each configuration of the protocol.

Appendix D: FT code switching building blocks

App. Tab. IV summarizes the obtained process fideli-
ties for all code switching building blocks that we imple-
mented experimentally and numerically.

We observe that the fidelity for nFT switching from
[[7, 1, 3]] to [[10, 1, 2]] is higher than for FT switching.
This has two main reasons: The first is that for the nFT
protocol, we only measure weight-3 Z-stabilizers. This
means that there are no dangerous faults on auxiliary
qubits that could result in a logical error. Any error

propagating from the auxiliary qubits to the data qubits
is only equivalent to a weight-1 Z-error and at least de-
tectable on the target code. The nFT protocol therefore
only requires nine two-qubits gates and there are few pos-
sible single-fault positions on data qubits that can cause a
logical failure [26]. Furthermore, we require almost twice
as many two-qubit gates for the FT implementation of
this direction than for the inverse one and have to per-
form a mid-circuit measurement, as summarized in App.
Tab. III. This overhead in noisy operations in the FT
protocol leads to a decrease in fidelity with the current
level of noise in gate operations.

For switching from [[10, 1, 2]] to the [[7, 1, 3]] code, the
FT scheme consists of two features: first, the flag-based
stabilizer measurement schemes and, second, the agree-
ment check of opposing pairs of operators, as discussed
in Sec. II [26]. The latter does not require any additional
qubits or measurements, since it can be done completely
in classical post-processing. We estimate the contribu-
tions of these two features to the observed increase in
fidelity by performing a partially FT experiment (pFT):
we only add the agreement check to the nFT scheme and
again, determine the fidelity, which is shown in Fig. 7. We
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Experiment Simulation

nFT FT AR (%) nFT FT AR (%)

|ψ⟩BL 0.963(11) 0.965(8) 86 / 78 0.965(3) 0.959(3) 85 / 76

TL|ψ⟩BL 0.761(27) 0.755(14) 81 / 51 0.777(5) 0.780(6) 81 / 49

|ψ⟩BL → |ψ⟩AL 0.586(9) 0.877(15) 100 / 23 0.576(4) 0.903(7) 100 / 27

|ψ⟩AL → |ψ⟩BL 0.832(19) 0.612(16) 79 / 14 0.832(3) 0.643(5) 80 / 31

TABLE IV: Process fidelities and acceptance rates of code switching building blocks. Code A refers to
the seven-qubit color code [[7, 1, 3]] and code B to the 10-qubit code [[10, 1, 2]]. We determine the fidelities for each
code switching building block experimentally and numerically for the nFT as well as the FT protocol version using
the methods described in Apps. B and C. The numbers in brackets indicate the uncertainty on the obtained value of
the fidelity, which are determined as discussed in App. E. The acceptance rates (AR) are given for the nFT and the
FT protocols, as for example for the initialization of a logical states on code B, 86% of the runs are accepted in the
nFT case.

find that the agreement check contributes significantly
more to the infidelity than adding flag qubits for FT sta-
bilizer measurements.

nFT pFT FT
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FIG. 7: Fidelities for partially FT code switch-
ing. Logical process fidelities of switching from the
[[10, 1, 2]] to the [[7, 1, 3]] code, using a non-FT (blue), a
partially FT (orange) and FT (green) scheme. Partially
FT switching does not require additional measurements
or auxiliary qubits and only includes the agreement check
of opposing pairs of operators. For FT switching, we add
flag qubits for fully FT stabilizer measurements.

Appendix E: Quantum state and process
tomography

The numbers given in Sec. IV were obtained with log-
ical quantum state/process tomography via linear inver-
sion using the Qiskit Experiments package [55]. For each
protocol in Figs. 3, 5b all data was collected in five exper-
imental runs. Experimental runs were performed on dif-
ferent days and the setup’s performance differed slightly.
The results’ spread caused by the difference in the setup’s
performance is more substantial than the one coming
from the finite number of shots taken for each protocol.
Hence, to estimate errors we performed logical quantum
state/process tomography for each experimental run sep-
arately and then averaged the results. The resulting val-
ues are mean and standard deviation over fidelities ob-
tained from each run. For Fig. 4c logical quantum state
tomography was performed for each state from Fig. 4b
and the results were averaged over the states belonging to
the same group (color). The data from five experimental
runs was joined to obtain the average density matrices
in Fig. 5c, which were reconstructed by means of logical
quantum state tomography. The reconstructed matrices
are the following:

CNOTL(|+⟩L ⊗ |0⟩L) =




0.447 −0.003− 0.002i −0.005− 0.002i 0.231 + 0.022i

−0.003 + 0.002i 0.057 0.007 + 0.007i 0.001

−0.005 + 0.002i 0.007− 0.007i 0.064 −0.001i

0.231− 0.022i 0.001 0.001i 0.432




,
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CNOTL(TL |+⟩L ⊗ |0⟩L) =




0.429 −0.005− 0.003i 0.003 + 0.003i 0.117− 0.101i

−0.005 + 0.003i 0.07 −0.01 + 0.01i 0.004 + 0.002i

0.003− 0.003i −0.01− 0.01i 0.074 −0.001− 0.002i

0.117 + 0.101i 0.004− 0.002i −0.001 + 0.002i 0.427




,

CNOTL(HLTL |+⟩L ⊗ |0⟩L) =




0.477 0.029− 0.035i 0.025− 0.035i 0.125− 0.009i

0.029 + 0.035i 0.07 0.012− 0.006i 0.03− 0.018i

0.025 + 0.035i 0.012 + 0.006i 0.081 0.023− 0.013i

0.125 + 0.009i 0.03 + 0.018i 0.023 + 0.013i 0.373




.

Appendix F: Additional post-selection

The logical fidelity of the output state of the circuits
can be additionally boosted without any extra measure-
ments or operations by post-selecting for the trivial syn-
drome [56, 57]. The final measurement of the data qubits
in every circuit yields stabilizer values for the correspond-
ing QEC code. If all results with non-trivial stabilizer
syndromes are discarded, the logical fidelity increases
while the acceptance rate decreases. In doing so, a frac-
tion of runs with error configurations of weight >1 is
sorted out. The resulting logical fidelities and acceptance
rates with additional post-selection on trivial stabilizer
syndromes for some protocols are given in App. Tab. V.

Appendix G: Error budget and rotated [[10, 1, 2]]

1. Individual error contributions

We perform numerical simulations of the non-Clifford
CNOT protocol with a reduced error model where we
set to zero all error sources except for one in order to
estimate and compare contributions to the logical infi-
delity from the different individual error sources present,
as shown in Fig 8. Note that the single contributions are
not additive, as is expected, since errors propagate and
the different noise processes influence each other. Deco-
herence and mid-circuit measurements have a significant
impact on the fidelity, which is comparable to that of
two-qubit gate errors. While improving two-qubit gate
fidelities in a large ion chain is a complex problem, we
anticipate improved coherence and mid-circuit measure-
ment performance pending near-term hardware changes.

2. Impact of two-qubit entangling gate errors

We investigate the impact of the different noise pro-
cesses further by simulating the scaling of the logical
infidelity as a function of the two-qubit error rate p2.
We consider both nFT and FT switching in both direc-
tions for three different settings of the noise parameters
to determine how an improvement of the two-qubit error
rate would affect the total infidelity as shown in Fig. 9.
Already for the current noise parameters, FT switching
from [[10, 1, 2]] to [[7, 1, 3]] outperforms the nFT protocol,
but the infidelity quickly reaches a regime where there
is no qualitative change with further improvement of p2.
This is in stark contrast to the behavior found with magic
state injection [32]. However, this changes if the dephas-
ing error rate on idling qubits pidle and on the mid-circuit
detections pmid−circ is reduced tenfold. In this case, the
infidelity decreases by more than an order of magnitude,
even for small values of p2. When switching from [[7, 1, 3]]
to [[10, 1, 2]], nFT switching outperforms the FT protocol
for the complete range of considered values of p2. This is
inverted for a tenfold improvement of pidle and pmid−circ.
FT switching now achieves smaller infidelities than the
nFT scheme, even for the current value of p2. Note
that these reduced values for the error rates are within
reach as extended coherence times have been demon-
strated [34–36] and composite pulse sequences have been
shown to be more robust against crosstalk and laser am-
plitude noise [37, 38], which can be applied in the mid-
circuit measurements.

3. Rotated more dephasing-robust encoding

It has been shown that QEC protocols tailored to ex-
perimental systems with biased noise can improve per-
formance on these setups [39–42]. Due to dephasing of
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no PS PS

Fidelity AR (%) Fidelity AR (%)

|ψ⟩AL → |ψ⟩BL 0.597(15) 14 0.75(4) 4

TL|+⟩BL →TL|+⟩AL 0.887(10) 27 0.963(4) 19

0.818(10) 15 0.919(11) 10

0.890(13) 27 0.959(9) 19

0.810(18) 12 0.918(17) 8

CNOT-protocol 0.672(16) 22 0.934(7) 6

0.579(16) 10 0.795(15) 3

0.551(27) 10 0.80(5) 2

TABLE V: Fidelities without and with additional post-selection. Code A refers to the seven-qubit color code
[[7, 1, 3]] and code B to the 10-qubit code [[10, 1, 2]]. Additional post-selection (PS) on trivial stabilizer syndrome can
be done to boost the logical fidelity at the cost of the acceptance rate. The values for logical state/process fidelities
and acceptance rates (AR) with additional post-selection are given for three protocols, as presented in Fig. 5. Different
rows within one cell refer to different states prepared.

Experiment (All errors) Decoherence Two-qubit Mid-circ meas Single qubit
Contributing error

0.5

0.6

0.7

0.8

0.9

1.0

Fi
de

lit
y

0.543

0.894
0.923 0.927

0.992

FIG. 8: Estimated isolated error contributions to the total infidelity. Fidelities for the non-Clifford CNOT-
protocol obtained with numerical simulations. The orange column shows the fidelity for the system with realistic
experimental error rates from App. Tab. II. The blue columns show the results for the reduced error model where
all the errors were set to zero except for one with the corresponding fidelity indicated on top of the columns. The
non-zero error source varies between blue columns and is specified below. Decoherence corresponds to the dephasing
of idling qubits while gates are carried out on different sets of qubits, two-qubit to the physical two-qubit MS-gate
error rate, mid-circ meas to the idling of data qubits during the measurement of auxiliary qubits and single-qubit to
all single-qubit noise processes, including faulty initializations, measurements as well as single-qubit gates.

idling qubits and during mid-circuit detections, the noise
in our experimental setup is strongly Z-biased. We can
reduce the sensitivity to dephasing by simply interchang-
ing the X- and Z-type stabilizers of the initial [[10, 1, 2]]
code, thereby exploiting EC properties which are advan-
tageous given strongly Z-biased noise. The [[10, 1, 2]]
code as described in App. A is capable of correcting up to
three X-errors but can only detect at most one Z-error.
This is an unfortunate combination for the current ex-
perimental setup since decoherence of our qubits is one
of the dominant error sources. However, the [[10, 1, 2]]
can be modified by exchanging the support of X- and

Z-stabilizers (A2), (A3). We refer to the initial code as
[[10, 1, 2]]Z and to the modified one as [[10, 1, 2]]X or the
rotated [[10, 1, 2]] code. The rotated code has its X/Z
error-correcting properties exchanged, i.e. it is capable
of correcting up to three Z-errors, but can only detect at
most one X-error. By effectively exchanging the support
of the X- and Z-stabilizers of the [[10, 1, 2]]Z code, the
logical T -gate now becomes a rotation about the X-axis
instead of the Z-axis and the physically executed oper-
ation includes additional H-gates before and after the
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a b

FIG. 9: Projected performance of FT code switching between [[10, 1, 2]] and [[7, 1, 3]]. We scale the two-
qubit error rate p2 for three different scenarios: first, for the current set of noise parameters (blue), second, for a
modified set of parameters, where only the idling dephasing rate pidle and the mid-circuit detection error rate pmid−circ

is reduced by a factor of 10 (orange) and, third, setting all error rates to 0, except for the two-qubit error rate p2
(green). We consider the FT and nFT switching protocols for switching (a) from [[10, 1, 2]] to [[7, 1, 3]] and (b) in the
inverse direction. The grey dashed line corresponds to the current value of p2.

previous T -gate

TX
L = H⊗10TZ

LH
⊗10.

We use the [[10, 1, 2]]X code to span different states
on the Bloch sphere, similar to Fig. 4, and compare its
performance to the [[10, 1, 2]]Z code, which is shown in
Fig 10. We now initially prepare |0⟩L of the [[10, 1, 2]]X
code and apply an X-rotation to create various states in
the Y Z-plane of the Bloch sphere (blue, green). Then,
we switch to the [[7, 1, 3]] code by measuring the three
Z-stabilizers of the [[7, 1, 3]] code and apply π/2 rota-
tions about the Y - or Z-axis since these are not available
transversally in the [[10, 1, 2]]X code. In doing so, we pre-
pare eight additional states requiring non-Clifford gates

(red) and two cardinal states (orange). By using this
rotated [[10, 1, 2]] code, fidelities improve on average by
0.046 for the states shown in blue and 0.027 for the green
states.

This is due to the fact that the qubits spend less time in
a decoherence-sensitive state and, during switching from
[[10, 1, 2]], Z-faults on data qubits cannot propagate to
the auxiliary qubits and corrupt the switching syndrome.
Therefore, it can be beneficial to adjust the theoretically
constructed codes based on the knowledge of the setup’s
intrinsic error profile. However, for longer circuits with
several mid-circuit measurements, as for the CNOT pro-
tocols shown in Fig. 5, the difference is less pronounced.
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FIG. 10: Bloch states and fidelities for the rotated [[10, 1, 2]] code. (a) Bloch states that were obtained for the
original [[10, 1, 2]] code, as shown in Fig. 4. (b) States within the Bloch sphere that were prepared with the rotated
[[10, 1, 2]]X code using the analogous protocol. (c) Fidelities averaged over groups of states that require the same
number of logical operations. The filled bars correspond to the Bloch states for the original code and the hatched
bars to those of the rotated version. On average, fidelities are higher for the rotated code, which is less sensitive to
the dephasing. The error bars show standard deviations, determined as discussed in App. E.
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Chapter 8

Outlook

The present work describes a compact trapped-ion quantum computing setup ca-
pable of working with 16 qubits. The setup is highly automated and can operate
independently for a long period of time. Currently, a major limitation for the sys-
tem is the fidelity of two-qubit operations. There are several modifications that
can be implemented to the hardware to improve the performance of the system (see
Sec. 6.4), e.g. increasing the coherence times or introducing modulated pulses for
MS gates. Therefore, the number of the available qubits and fidelities still can be
increased in the described device.

It is worth mentioning that at some point the setup will be limited by the properties
of the optical qubit in 40Ca+, mainly the qubit lifetime of 1 s. This effect can already
be seen in long gate sequences, e.g. 100 two-qubit gates will take around 100×300 µs
and result in ≈ 2.5% decay for idle qubits. The lifetime can be increased by switching
to optical qubits in Ba+ (30 s) or Yb+ (> days), switching to Zeeman ground state
qubits or switching to hyperfine qubits e.g. in 43Ca+, 137Ba+ or 171Yb+.

On the other hand, the long-term scalability of quantum computers based on a single
trapped-ion chain is questionable. The number of ions in the presented setup can be
certainly extended to 30 [141] or even 50, but scaling this architecture further would
have some substantial problems. First of all, adding more ions to a linear chain
while keeping the same motional spectrum spacing would require more RF power.
Generally, this is not desired due to the higher heat load and high-power electronic
components being more noisy. Alternatively, the axial confinements can be decreased
resulting in the motional spectrum becoming more crowded which is not desired
either. Secondly, the increasing complexity of the motional mode spectrum of long
ion chains makes two-qubit gate implementation harder. Theoretically, modulated
pulse approaches can mitigate this issue but it is yet to be explored experimentally
how these techniques work in ion chains with more than 50 ions. Finally, optical
single-ion addressing in a long chain represents a significant engineering challenge.
There is always a trade-off between the optical crosstalk (at some point diffraction
limited) and the field of view of the addressing system. This becomes more critical
if one tries to fit a lot of ions in one chain. Moreover, ions at the ends of a long
chain can have significant aberrations and therefore higher crosstalk.

An alternative to single-chain trapped-ion systems are so-called QCCD architectures
[142–145] and integrated trap architectures [146–151]. These platforms are being
studied and developed more and more these days. However, there are still a lot of
technical challenges to overcome, despite the flexibility these architectures offer for
scaling the systems.

Today, quantum computing platforms are at the stage where capabilities of ex-



168

perimental apparatuses are high enough for QEC to start becoming beneficial and
provide utility [3, 152–154]. QEC seems like an inevitable step on the way toward
practically-useful quantum computing. Therefore, it is sensible to explore QEC
primitives theoretically and experimentally, as it has been demonstrated in this
work. Hardware progress like improved fidelities and increasing the number of avail-
able qubits allows for working with larger-distance QEC codes and concatenated
codes. Such experimental QEC studies can inspire new hardware architectures to
tailor them for specific QEC codes [155], resulting in a better performance for prac-
tical quantum computing in the future.
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