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Abstract

Mathematics, Computer Science and Physics

Institut für Experimentalphysik

Doctor of Science

2D Arrays of Ion Traps for Large Scale Integration of Quantum Information

Processors

by Muir Kumph

Quantum computation and simulation is an emerging disruptive technology. Only first suggested

by visionaries [1, 2] in the 1980s, in the last 30 years, small quantum computers have become

a reality. Small systems of about ten trapped atomic ions, each mapped to a single qubit, have

provided the highest fidelity quantum computations and simulations to date. If such systems

were to be scaled-up, this would already give their human users immense advantages in the fields

of natural simulations, search and cryptography. In order to scale-up the use of these systems,

several two dimensional (2D) arrays of planar-electrode ion traps were designed, simulated, built

and tested herein. The 2D arrays presented here have electronic addressability built into them.

By addressable, it is meant that the control of which ion in the trap array participates in any

given operation is explicit. A method to address interactions between nearest neighbors in the

2D array using an adjustable radio-frequency voltage is demonstrated by loading calcium ions

into the traps and manipulating them. The theory of operation, the design methodology and

the method of fabrication of the ion trap arrays is also given.

http://www.uibk.ac.at)
http://www.uibk.ac.at/fakultaeten/mip/
http://www.uibk.ac.at/exphys/


iv



UNIVERSITY OF INNSBRUCK

Zusammenfassung

Mathematics, Computer Science and Physics

Institut für Experimentalphysik

Doctor of Science

2D Arrays of Ion Traps for Large Scale Integration of Quantum Information

Processors

by Muir Kumph

Quantenrechnen und Quantensimulationen sind eine aufkommende, bahnbrechende Technologie.

In den 1980-er Jahren von Visionären vorgeschlagen [1, 2], sind einfache Quantencomputer in

den letzten 30 Jahren Realität geworden. Kleine Systeme, die aus ungefähr zehn gespeicherten

Ionen besteht, wobei jedes Ion ein Qubit kodiert, halten den Rekord bezüglich höchste Güte für

Quantenrechnen und Quantensimulationen. Derzeit wird untersucht, ob man solche Quantensys-

teme erfolgreich vergrößern kann. Gelänge es, diese auf größere Quantensysteme und komplexeres

Rechnen hochzuskalieren, wäre dies der Schlüssel für neue Perspektiven in den Bereichen der Na-

turwissenschaften, Suchalgorithmen und der Kryptographie. Mit dem Ziel der Realisierung von

skalierbaren Ionenfallen wurden zweidimensionale Gitter von Ionenfallen entwickelt, simuliert

und getestet. Die hier entworfenen Ionenfallen sind elektronisch aufrufbar, das heißt, dass man

gezielt steuern kann, welches Ion im Gitter ansprechbar sein soll oder welche Ionen im Gitter

eine Wechselwirkung haben sollen. Als Methode, um die Wechselwirkung zwischen benachbarten

Ionen zu steuern, wurde eine justierbare Elektrode zwischen gespeicherte Ionen gesetzt. Im Ex-

periment konnte deren Funktion erfolgreich demonstriert werden. Die Theorie über den Ablauf,

das Versuchsdesign und die Herstellung der Ionenfalle ist ebenso beschrieben.
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Chapter 1

Introduction

The impact of the information revolution on humankind cannot be overstated. The very idea

that information is mutable and able to traverse physical domains is a fundamental and powerful

tool. Machines which process, record and transmit information have vastly improved mankind’s

abilities to predict and interact with the natural world. Quantum information processing may

extend such abilities greatly, and most probably in ways that cannot yet be imagined. However,

the process of developing a quantum computer requires that the individual logical components

of the computer are quantum in nature, individually controllable and of high fidelity. It is worth

spending a little time, laying out what information is, what the limits of classical computers are,

and how quantum information may change all that for the better.

Information in computers is represented by a physical state. These states are then stored

and processed by the computer. One of the first applications of computers was to perform

mathematical operations. Computers use physical mechanisms, such as diodes and transistors, or

historically gears and levers [4] so that machines instead of humans can compute, simulate, record

or transmit numbers. And in fact, any machine which computes via algorithms is understood to

be equivalent to a Turing machine [5–7], where a Turing machine is a universal computer with

minimal capabilities [6].

Many kinds of information can be encoded as numbers. And the information encoded into

computers has grown to include music and pictures as well as the design and simulation of entire

working machines. The fact that so many things can be measured, recorded and computed has

fundamentally changed what people can do. The collection and computation of health statistics

has allowed medicine to advance by determining which treatments actually work and which

treatments only appear to work. It has allowed the sound of the human voice to be transduced

into electrical signals, where it is digitized, copied, transmitted and even translated into text

automatically. Networks of sensors and computers running weather algorithms allow it to be

determined how storms develop, saving countless lives. Indeed, the information revolution has

changed our society forever.

But for all the amazing things modern technology can do, there remain many computational

problems that so-called classical computers will likely never solve. This statement raises two

1



Introduction 2

questions: What is meant by classical computers as opposed to quantum computers? And why

are some problems so difficult? The first question is harder to answer than the first. Because,

as it turns out, human experience is almost solely predicated on classical manifestations of the

world. The world is also filled with non-classical phenomena of a quantum nature, but they

rarely make themselves available to the human senses. The second question as to what sort of

problems appear to be unsolvable with classical information technology, is easier to explain.

The rest of the this introduction is organized as follows: First, in section 1.1 the nature

of pure quantum states is described and how their large number of degrees of freedom might

be used to simulate or compute complex mathematics. Next, in section 1.2 the limitations of

classical information processing (or more simply classical computing) will be described by giving

some examples of seemingly intractable problems to simulate or compute. Finally, a few ways

to perform quantum simulations, in section 1.3, and run some quantum computing algorithms,

in section 1.4, are described. Specifically, a two-dimensional lattice of quantum states with

nearest neighbor interactions is described and its significance to these problems is given. Finally,

section 1.5 lays out how the rest of this thesis is organized.

1.1 From Classical to Quantum Computing Mechanisms

The first computing machines from such inventors as Blaise Pascal [8] and Gottfried Leib-

niz [9] used classical mechanical principles to make calculations. In the last few hundred years,

computers have evolved into machines made from solid state electronics utilizing vast micro-

miniaturization. But the basic building block of modern computing is still based on classical

physical principles. In contrast, quantum information processors (QIP) use the principles of

quantum physics to make calculations. Of course, the workings of modern solid-state computers

can only be understood with the help of quantum mechanics. However, the states which are

stored and manipulated in a classical computer have very different computational properties

from those of quantum computers and simulators.

One might ask, why not use a classical computer and classical states? After all, building an

apparatus to manipulate a few quantum states, might seems like the overly complex machines of

Rube Goldberg [10]. While in principle, quantum states and their interactions can be modelled

using classical states, it requires an exponentially increasing number of classical states to model

a linearly increasing number of quantum states. The reasons for this follow from elementary

quantum theory.

1.1.1 Superposition of Quantum States

Quantum states have the remarkable property that they can interfere with themselves and

each other through the properties of superposition and entanglement. The canonical example

of superposition is that a photon travelling from one point to another, does so as if it were a

wave. And if able to travel more than one path, say through a screen with two slits, can actually

travel through both slits at the same time. Figure 1.1 illustrates this classic experiment [11,
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12]. A single quantum particle (on the left) encounters a wall with two slits. The particle

simultaneously goes through both slits as if it were a wave. A sinusoidally varying interference

pattern is observed on the photographic plate on the right, which is due to the particle interfering

with itself as it lands on the screen. A simplified quantum treatment is considered next.

Photons coming from the left in figure 1.1 can be absorbed by the screen, or pass through

the two slits. If the photon passes through the two slits, its wave function is split into two

possible paths or quantum states. Using the bra-ket notation [13], the photon’s upper path in

figure 1.1 is |0〉, and the lower path is |1〉. The state of the photon’s quantum state |ψ〉0, just as

it is split into the two states is

|ψ〉0 = (|0〉+ |1〉)/
√

2 (1.1)

so that the photon is said to be in a superposition of both states. Any eigenstate |n〉, such as

these two different paths, undergoes an evolution of its phase as it propagates. For a photon,

this is a change in its phase and is given by

|n〉 (t) = e−i2πL/λ |n〉 (t = 0), (1.2)

where t is the time, L is the distance of the path that the photon has travelled since t = 0, and

λ is the wavelength of the photon. For the two different paths, a phase difference φ = ∆L/λ

proportional to the difference in the path length ∆L of the photon from each slit is accumulated.

Figure 1.1 shows the geometry of the path length difference.

By the time the photon reaches the photographic plate, the photon’s final state |ψ〉final is

given by

|ψ〉final = (e−iφ0 |0〉+ e−iφ1 |1〉)/
√

2 = e−iφ0(|0〉+ e−iφ |1〉)/
√

2. (1.3)

The photon is still in a superposition of having gone through both slits, but now there is a phase

difference φ which describes the different paths, which the photon has taken.

If we say that after the photon goes through either one of the two slits it is equally likely

for it to land somewhere on the photographic plate with a state |x〉 (ie. 〈x|0〉 = 1, 〈x|1〉 = 1), so

that the state of the photon when it hits the plate is then just the sum of the contributions from

each path |ψ〉 = (|x〉+ e−iφ |x〉)/
√

2. This phase difference is what gives rise to the interference

pattern on the plate, since the probability of measurement is given by P (∆L) = | 〈x|ψ〉 |2 =.

The result is then P (∆L) = 1 − cos2(∆Lk). The path length difference ∆L can be related to

the geometry of the exact setup (slit separation and distance between screen and photographic

plate).

The important features of quantum mechanics are already present in this simple example.

During measurement, only the recombined photon’s wave can be directly observed. And so the

interference must be seen by repeating the experiment over and over till the statistics of the

photon’s interference can be seen. Only the relative phase difference between the two quantum

states is observable and this interference is a hallmark of wave-like quantum superposition.
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0
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Figure 1.1: Quantum interference is much like classical wave interference, except that each
individual quantum (or particle) has a probability amplitude wave associated with it. Above
is a figure showing how a travelling particle (say a photon or electron) can interfere with itself
by going through two slits. The particle is in a superposition of states, where the particles goes
through both the top and bottom slit. The interference pattern can be seen as the probability
that the particle will be observed on the screen on the right.

1.1.2 Entanglement

Somewhat more of an enigma, entanglement is a correlated property of quantum systems

that are composed of individual particles. Entanglement is said to exist if a single quantum

state composed of multiple particles cannot be written simply as a concatenation (or tensor

product) of individual states of the particles. Discerning between a classical probabilistic mixture

and entanglement can be done by checking the strength of the correlations as the measurement

basis is altered. Correlations between entangled pairs of particles have long been measured [14,

15]. And this correlation is stronger, Einstein even called it spooky [16], than would be expected

if the physics were local and realistic [17].

For example, if one has a classical probabilistic mixture of two particles, each capable of

having two states, a hidden variable model can be used to represent which of the unknown two

states each particle is actually in. To illustrate the idea, if there are two balls, one red and

one blue. If one ball is given to Alice and the other to Bob, but packaged inside opaque boxes.

Should Alice open her box and find a red ball, we know that Bob has the blue one. We can say

that the hidden variable is which of the boxes the balls are in. Such a probabilistic description

of quantum mechanics is not compatible with the well prepared quantum states.

In particular two quantum particles with entangled quantum mechanical states [18] cannot

be represented as probabilistic mixture of particles with local hidden variables. Bell set strict lim-

its on the correlation between pairs of classical particles with a local hidden variable, called Bell
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inequalities. And entangled quantum mechanical particles routinely violate these inequalities.

Quantum theory gives such correlations a degree of freedom, and these degrees of freedom

apply to the combined system of particles. In other words, quantum systems composed of

multiple entangled states or particles, require that one consider the whole ensemble of particles

and their correlations as if they were intimately and instantly connected to each other. It is

this intimate connection between entangled quantum systems that allows one to take advantage

of the large computational Hilbert space and would allow for certain problems to be solved

dramatically faster if a large scale quantum computer or simulator could be built.

A system which produces particles with quantum states can also produce probabilistic

mixtures of particles in these states, but this is in addition to the degrees of freedom required

to quantify the correlations involved in entanglement. Such mixed states are described further

in this thesis, but for now only pure quantum states are considered. In particular, consider a

quantum system composed of 2 photons each with a polarization state. This simple system can

only be understood by considering, not only the quantum states of each photon, but also the

various combinations (or correlations) of the quantum states [19, 20]. Say photon 1 and 2 have

a polarization of either vertical (V) or horizontal (H). A complete set of states of the combined

system of both photons is then

{|v1〉 |v2〉 , |v1〉 |h2〉 , |h1〉 |v2〉 , |h1〉 |h2〉} (1.4)

where each of these combinations of states can then be in a superposition. Quantum theory has

predicted [20], and experiments have measured [21] these correlations. As each binary quantum

state, called a qubit, is added, the number of combinations of the individual quantum systems

doubles. So that the number of combinations is then 2n, where n is the number of qubits in the

system. Each combination has a weight compared to the other’s, but it is a complex number, so

that two real numbers are required to describe it. The number of classical real numbers required

to describe a quantum state composed of n qubits would then be 2(n+1). If we use the two facts

that:

• the overall phase of an ensemble of qubits is arbitrary

• quantum states must be normalized, so that when measured, just one state is observed

this reduces the number of degrees of freedom by two. So that the number of degrees of freedom

in a quantum system of n qubits is,

2(n+1) − 2 (1.5)

One can then consider, a set of n-qubits to span a Hilbert space of an exponential ( in n ) number

of degrees of freedom.

1.2 Complexity

Many physical systems exhibit an increase in complexity as the size of the system n is

increased. If the increase is either a high order polynomial (np, p ≥ 4) or stronger than polynomial
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(for example exponential), the problem becomes intractable as it is scaled-up. Because multi-

body quantum systems exhibit an exponential increase in their state space, this can be used as

a powerful computational resource [2]. Below are given two examples of how complexity can

increase. In the first example, an exponential increase is shown in the game of chess (1.2.1).

While there is no known quantum algorithm for chess, its increase in complexity mirrors the

complexity of quantum systems. Fluid dynamics complexity increases in a polynomial way as

it is scaled up (1.2.2), but so far, high Reynolds number flows have remained out of reach for

classical computers.

1.2.1 Chess

Perhaps, the most accessible example of classically intractable problems comes from games.

For instance, the game of chess. Some might say, that the game of chess is solved, since in 1998,

the world’s best chess computer, IBM’s Deep Blue, beat the world’s best human player, Gary

Kasparov. However, the game is not solved. The difference is considerable.

What the world’s best chess computer does is run a clever and complex algorithm, written

by a massive team of expert chess programmers. The speed of the computer allows the chess

heuristics of these experts to be performed on many possible chess moves. The algorithm then

selects the move with the highest score according to the heuristics. What the computer cannot

do is guarantee a win or a tie against a theoretically perfect player. It may be that there are, as

yet, unknown tactics or strategies, which Kasparov did not know, which would stump a computer

like Deep Blue.

While chess may seem like a trite example, it turns out that there are many problems, which

like chess, explode in complexity. The reason for the difficulty (at least in chess) has been well

analysed [22]. To actually solve chess, one would have to check every possible move playable by

both players. There are simply too many possible moves to check. For example, in the beginning

of the game, there are 20 possible first moves. So after the first two players take a turn, there

are 202 = 400 possible board positions. As an approximation, each player has about 30 possible

valid moves each turn. The number of possible chess games then grows exponentially, so that

after each player takes n turns, the number of possible games is A2n, where A is of order 30.

Since an average game has about 40 moves (80 turns), this means that the number of possible

chess games is of order 10120. The number of observable atoms in the universe is estimated to be

1080. If we were able to encode the outcome of all the possible games (white wins, black wins, or

tie) onto just one atom, there are not enough atoms in the universe to do so. By an astounding

factor of roughly 1030. If a computer were to sequentially check each possible game outcome at

a rate of one billion per second, it would take 1087 years [22] to calculate what the first move(s)

should be to ensure a win or tie. This may seem like a pedantic exercise, but there are many

problems in nature which grow so quickly, that like chess, no direct computation of the solution

via classical computation is possible. There are certainly computer projects, like Deep-Blue,

where a seemingly good solution exists. But there is no knowledge of whether such a solution is

optimal, or even how close to optimal it is. If one were to use a quantum Hilbert space to encode

the result of each possible game of chess onto a quantum state, it would require approximately
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log2(10120)/2 or approximately 180 qubits. There is unfortunately no known quantum algorithm

to allow for a solution for chess to be computed, but the vast size of the Hilbert space illustrates

the possible power of quantum information processing.

1.2.2 Fluid Dynamics

Perhaps a more practical example exists in the area of computational fluid dynamics. A

proper treatment of a viscous fluid involves solving the Navier-Stokes equations [23]. But because

of the non-linearity involved, these equations can only be solved piece-wise in space and time.

This means that solving for the dynamics of a turbulent boundary layer in a given system,

requires computing resources which scale strongly with the Reynolds number (Re). For relevant

geometries, such as one infinite dimension and 2 periodic boundary conditions, the memory

requirements scale as Re3 while the computational cost scales as Re4 [24]. Because of this, it is

often said that computational fluid dynamics requires the answer (in the form of the turbulent

boundary layer dynamics) before it can compute the solution of the entire flow field.

The largest direct simulation of the Navier-Stokes equations has been of the flow between

two infinite parallel sheets with a Reynolds number of 5200 [24]. It was performed on a petascale

supercomputer. The disciplines of naval architecture and meteorology have Reynolds numbers

in the range of 104 to 1010 [25]. If indeed, “The Free Lunch is Over” [26] and classical computers

can now only get bigger (not faster), then one can use parallel processing techniques. This means

one would require a machine between 104 and 1028 times larger and/or faster than the petascale

effort to directly solve relevant fluid dynamics problems.

In the last 100 years, computers have increased in speed and size by roughly a factor of

1015. It seems optimistic to think one would be able to scale existing computer hardware up by

such a large amount. It is likely then that the solution of turbulent fluid flow for a Reynolds

number of 1010 will likely never be directly solved by current computer architecture.

1.3 Quantum Simulations

The amount of computational resources required to directly simulate quantum systems

scales exponentially, because its Hilbert space grows exponentially. Feynman first suggested

simulating one quantum system with another quantum system [1]. Such a quantum simulator

holds the promise of an exponential speed-up over trying to simulate some quantum system with

a classical computer [27].

Designing a correspondence between a controllable quantum system to an interesting class

of physical quantum systems is currently an active area of research [28]. For example, one active

area of research is systems of interacting magnetic spins [29]. Such Ising models provide rich

dynamics and can provide insight into condensed matter phenomena, such as high temperature

superconductivity [30]. Figure 1.2 shows a conceptual graph of a two-dimensional (2D) lattice of

quantum mechanical spins. Each spin is located on the circular nodes of the lattice. The inter-

actions are shown by the lines between the nodes. Since magnetic spins are two-level quantum
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Figure 1.2: Depiction of a two-dimensional square lattice of interacting magnetic spins (Ising
model [29]). Each spin is represented by a circular node. The interactions are represented
by the lines between the nodes. These sorts of systems could give insight into condensed
matter systems of interest, such as high-temperature superconductivity. The spins can be
modelled by qubits. For highly entangled systems, exceeding approximately 30 qubits, classical
computation becomes intractable [30].

systems, such a lattice of spins could be simulated with a 2D lattice of two-level quantum sys-

tems (also called qubits), each with nearest neighbor interactions. Building controllable systems

capable of simulating this kind of physics [31] would allow for the above mentioned phenomena

to be better understood.

1.4 Quantum Computation

Deutsch realized that a quantum system could also be used to build a Universal Quantum

Computer [2]. Many real-world problems can be solved faster either by increasing the number

of computational cycles per unit time, or by increasing the size of the data processed in a single

cycle. There are some limitations in quantum computation, because the vast Hilbert space of

quantum systems cannot be directly accessed, as the process of measurement alters the system.

Nonetheless, utilizing this vast quantum Hilbert space, some algorithms achieve an exponential

speed-up in computation. Below two quantum computing algorithms, which show an exponential

increase in speed over the best known classical computing algorithms are described.

1.4.1 Quantum Linear Equation Solver

An algorithm using a quantum computer which would allow for an exponential speed-up

in the approximation to a system of linear equations has been developed [32] and tested [33].
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Since all dynamical systems, from economics to fluid dynamics and weather models, can be

linearized with sufficiently fine sampling, this could considerably improve the ability to solve

complex systems, such as fluid-dynamics, and predict their behavior.

1.4.2 Shor’s Algorithm

In the area of number theory, Shor’s algorithm [34] has demonstrated that the Hilbert space

of a system of qubits can be used to factor numbers in polynomial time with respect to the size of

the number. This would have huge implications for military and economic security, since much

of modern cryptology relies on the difficulty of factoring large numbers.

1.5 Towards Quantum Computing and Simulation

It is not meant to be claimed here that all problems, which grow exponentially in classical

computation (like chess) can be solved more efficiently with the use of quantum computers. But

there exist certain classes of problems (such as number factorization and linear equation approx-

imation) which scale unfavorably with known classical algorithms, yet would be very efficiently

solved with the use of a quantum computer. The theoretical work on quantum algorithms is

still quite recent, and it may be that great advances will be made in the near future. However

it is hard to motivate people to work on quantum algorithms when no such computer yet exists

to run them. The rest of this thesis is concerned with the physical architecture of a machine,

which could run such algorithms and simulations in an economically useful manner. Specifically,

this thesis describes a machine for manipulating the quantum states of trapped atomic ions with

sufficient fidelity, that information, when encoded in these states, could be processed in a way

to perform complex computations and simulations.

The rest of this thesis is organized as follows. Chapter 2 outlines the a-priori state-of-the-art

techniques and theoretical foundations in using trapped atomic ions for quantum information

processing (QIP). Chapter 3 describes how to scale-up these techniques using an addressable two-

dimensional (2D) array of trapped atomic ions [35]. The next chapter describes the technical

details of the laser sources and vacuum chamber for testing 2D arrays of trapped 40Ca+ ions.

The next three chapters describe three increasingly miniaturized charged particle trap arrays.

Chapter 5 details the design, simulations and testing of a dust trap called “Dusty”. Chapter 6

gives the design, simulations and testing results of an RF addressable ion trap called “Folsom”.

In chapter 7 microscopic ion trap arrays currently being testing and fabricated are described.

Lastly, chapter 8 looks forward to explore how 2D arrays of trapped ions might contribute

towards large scale quantum simulations and computation and what key technologies need to be

developed towards this aim.





Chapter 2

Experimental Techniques for QIP

with Ions

There are many physical systems which can be used to store and manipulate quantum states.

Researchers in the field of experimental quantum physics are now able to perform rudimentary

quantum computing and simulation using various physical systems, such as photons [36], circuit-

qed [37], quantum spintronics [38], atoms [39] and ions [40]. For many purposes, trapped atomic

ions represent a nearly ideal system for storing and manipulating quantum states. The ion’s

bound electrons can be used to store information in electronic states and the motion of the ion

in the trap can be used to store information in motional states. Moreover, the motion of one

trapped ion can be coupled to other trapped ions.

Because a trapped ion is a vibrating charge, it can interact resonantly with other trapped

charged particles via the Coulomb force with the mathematical form of a dipole-dipole interac-

tion. The magnitude of the dipole moment of trapped ion is |µ| = qan, where q is the charge of

the ion and an is the extent of the ion’s motion in the trap. For many experiments with trapped
40Ca+ this distance is of order 10 nm.

An atomic ion also has bound electrons, with electronic states. These electrons have a

motional extent of roughly 1 Å (0.1 nm). So that the dipole moment of the ion’s motion is of

order 100 times larger than the dipole moment of the electrons’ motion bound to the ion. Because

of this large difference, these states can be used for different purposes.

Considering resonant dipole-dipole coupling between two trapped ions. The rate of such

coupling then goes as the dipole moment of each multiplied against each other. For a given

separation distance, any interaction between the ions’ motional states is then 104 faster than

any interaction between the ions’ electronic states. This means that two trapped ions can be

trapped, so that their motional states are resonantly coupled, but their electronic states are

well isolated. For this reason, the motional states of the ions are most often used to perform

interactions between the ions [40], forming a kind of information bus. Whereas, the electronic

states are well isolated and can be used to form a quantum memory.

11
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Trapped ions, with their electronic and motional states and dipole couplings, are not the

only ingredients for quantum information processing with ions. Lasers are a key tool. Using

focussed beams of laser light directed at the ions, the electronic states can be manipulated, or

an interaction between the motional states of a trapped ion and its electronic states can be

produced. This allows the motional and electronic states of trapped ions to be manipulated,

stored and transmitted.

This chapter gives a broad overview of the pertinent state-of-the-art techniques used to

trap ions and manipulate their motional and electronic quantum states with (mainly) 40Ca+

ions. The theoretical quantum mechanics and atomic physics, which these techniques are based

upon, are also reviewed. Many of the techniques described are used to produce the experimental

results of trapping and manipulating trapped 40Ca+ ions given in chapter 6. Moreover, these

experimental techniques, with careful design, could be scaled-up to allow large scale quantum

information processing. In chapter 3, a scalable architecture using 2D arrays of addressable ion

traps is described. This architecture is designed to primarily use the experimental techniques

described here in this chapter.

The rest of this chapter is organized as follows. First, a classical description of radio-

frequency (RF) quadrupole ion traps is given in section 2.1. The pertinent features of the

ion’s electronic states are given in section 2.2. Section 2.3 gives the theory of the trapped

ion’s quantized motion. The theory of the interaction of laser light with the ion’s motional

and electronic states is given in section 2.4. Photoionization loading of the trap is described in

section 2.5. Section 2.6 then describes the process of laser cooling, including sideband cooling

which allows for the ion’s motional state to be initialized. Qubit rotations and gates are then

introduced in section 2.7 and the method of qubit measurement is given in section 2.8. The

error syndromes of qubit decay and decoherence are explained in section 2.9. As heating is a

particularly pathological source of decoherence for ion traps, the methods to measure heating

rates are described in section 2.10. The ions trapped using the techniques described here exhibit

a kind of oscillating motion, which is usually desirable to minimize, called micromotion. This

micromotion and methods to minimize it are described in section 2.11. Finally, a few architecture

proposals for large-scale trapped ion computation are considered in section 2.12.

2.1 Trap Basics

In typical experiments involving atomic ions, a positively charged atomic ion (cation) is

produced by removing an electron from a neutral atom. This positively charged ion responds

to electric and magnetic fields and can be trapped by various means such as Penning [41],

quadrupole [42], and Kingdon [43] ion traps. For the work presented here, quadrupole ion

traps (QIT), which use oscillating radio-frequency (RF) electric fields, were used. A positively-

charged ion then responds to these electric fields, so that it can be held at a fixed point in space

(typically under vacuum) enabling experiments to be performed on it. In what follows, starting

from basic electrostatics (2.1.1), the classical (non-quantized) physics of the quadrupole ion trap

is explained (2.1.2). The approximation of this trap to a harmonic trap (2.1.3) is then described.
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An introduction to the electrode structure, which can provide the necessary trapping fields, is

given (2.1.4). Lastly, the energy depth of the trap is described using the trap depth (2.1.5).

2.1.1 Electrostatics

Consider an ion at position r with a charge, q, in the presence of an electric field, E(r),

at an instant in time. It experiences a force, F = E(r)q. Maxwell’s laws dictate that in the

absence of time varying magnetic fields, the electric field E is related to the gradient of the field’s

potential φ as E = −∇φ. The electrical potential φ is then related to the charge density ρ in

space by ∇2φ = ρ/ε0, where ε0 is the vacuum permittivity. While electrodes are used to create

the electric field which traps the ion, it is necessary to hold the ion in a vacuum away from other

materials, so as to isolate it and keep it from reacting with other atoms. In an ideal vacuum,

the space charge is zero, and so the electrical potential follows Laplace’s equation,

∇2φ = 0, so that, ∇ · (∇φ) = −∇ ·E = 0. (2.1)

This differential equation can be solved everywhere in space, so long as the boundary condi-

tions of the potential are specified. Using Cartesian coordinates, ∇ = {∂/∂x, ∂/∂y, ∂/∂z}, the

divergence of the electric field then follows the relation

∇ ·E =
∂Ex
∂x

+
∂Ey
∂y

+
∂Ez
∂z

= 0. (2.2)

The gradients of the electric field in each direction are themselves scalar fields. Considering the

static (in time) part of the electric field, these scalar gradients can be described by the parameters

αs, βs and γs. The sign convention is chosen here so that, for each Cartesian coordinate, a

positively charged particle can be trapped in a potential minimum when the respective parameter

is positive. These parameters are then,

αs = −∂Ex
∂x

, βs = −∂Ey
∂y

, γs = −∂Ez
∂z

. (2.3)

Using the divergence relation of equation 2.2, the gradients of the electric field at each point in

space are constrained as follows,

γs = −(αs + βs). (2.4)

If the electric field is zero at the origin and αs, βs and γs are constant, then equation 2.2 can be

integrated to give the electric field as,

E(x, y, z) = −(αsx̂ı + βsŷ + γszk̂), (2.5)

where ı̂, ̂, and k̂ are unit vectors in the directions x, y, and z respectively. Regions in space

around an electric-field null point, where αs, βs and γs are constant is mathematically equivalent

to considering just the second order spherical harmonics (called the quadrupole terms) in an

internal multipole expansion of the potential [44, 45]. Building electrode structures and operating

them so that just the quadrupole terms need be considered is explained later in this thesis.
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The electrical potential of a field is then simply the path integral of the electric field. So

that,

φB − φA =

∫ B

A

−E · dl (2.6)

where dl is the differential vector on the path from point A to point B. If the electric field is

of a quadrupole form (eq. 2.5) and the origin is defined to have zero potential, then integration

yields a potential of

φ(x, y, z) =
αsx

2 + βsy
2 + γsz

2

2
. (2.7)

Since equation 2.4 requires that the sign of at least one of αs, βs, and γs be of opposite sign

from the others, it follows that any electric field can form a potential minimum in at most two

dimensions. In fact, Earnshaw’s theorem [46] states that no point charge or collection of them is

stable under the influence of electrostatic forces in free space. The potential energy of a particle

U with a charge q is given by

U = qφ. (2.8)

Consequently, if a potential minimum is formed around some point in one or two direction(s)

in space, in at least one other dimension, any physical electric field will try to eject a charged

particle from this location. Such a point is called a saddle point in the potential. At a saddle

point of the potential, the electric field is zero in all directions, and is trapping in one or two

directions, while it is anti-trapping in the other directions. While this is true for any instant in

time, time-varying electric fields, interacting with a charged particle with a mass m, can give

rise to a time averaged force which has a trapping behavior in all three dimensions.

Such a trap based upon time-varying fields is called a quadrupole ion trap [42, 47–49], and

it traps a charged particle at the electric-field null (or saddle point) by using time varying and

(optionally) static quadrupole electric fields. The time dependent potential of such a trap is

given by

φ(x, y, z, t) = (αsx
2 + βsy

2 + γsz
2)/2 + cos(Ωrft)(αtx

2 + βty
2 + γtz

2)/2, (2.9)

where t is the time, Ωrf is the angular frequency of the oscillating component of the electric field,

and αs refers to the gradient in the x-direction of the static electric field and αt refers to the

gradient in the x-direction of the time dependent part of the electric field. Similarly named, are

the static and time dependent parts of the y and z direction gradients of the electric field.

There are two basic classes of quadrupole ion traps (QIT), both of which are constrained

by equation 2.4 One type is called a linear QIT, where one of the time varying gradients is set to

zero; for instance αt > 0, βt = −αt, γt = 0. This then creates a time averaged force which has a

trapping behavior in only two dimensions. A static electric field can then be used to confine the

charge in the z direction. In this thesis we are concerned with another type of trap which has

αt > 0, βt > 0, γt = −αt − βt < 0, so that a time averaged force creates a trapping behavior in

all three dimensions (3D). Such a trap is called a point or 3D quadrupole ion trap (QIT). In the

following section, it is described how this electric field can give rise to a time averaged trapping

force.
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2.1.2 Mathieu Equation

Restricting initial consideration to the motion along the x-axis, as the other directions y

and z are uncoupled, the force on a particle in the x direction is given by

Fx = Exq = m
d2x

dt2
, (2.10)

where the electric field is an oscillating quadrupole of form 2.9 so that

Ex(t, x) = −x(αt cos(Ωrft) + αs). (2.11)

The equation of motion of the ion can then be written as,

m
d2x

dt2
= −qx[αt cos(Ωrft) + αs]. (2.12)

By using the dimensionless parameter ξ = Ωrft/2, the equation can be rewritten in the standard

form of the Mathieu differential equation [50, 51]

d2x

dξ2
+ [ax − 2qx cos(2ξ)]x = 0, (2.13)

where

ax =
4qαs
mΩ2

rf

, (2.14)

qx = − 2qαt
mΩ2

rf

(2.15)

are called the trapping parameters. For a quadrupole ion trap (QIT), which traps ions in

all three dimensions using the time varying potential, the oscillating parts of the electric field

are constrained by the equation 2.4, so that γt = −(αt + βt). Traps, which trap in all three

dimensions using the time varying potential, but do not have cylindrical symmetry (i.e. α 6= β),

are sometimes called “elliptical” traps [52]. Here we consider a 3D trap, where the gradient in

the x and y directions are equal (αt = βt, αs = βs). So that using the definition of the trapping

parameters (eq. 2.14), the trapping parameters in each direction are related as

qz = −2qx, az = −2ax. (2.16)

In the absence of other fields, each coordinate axis of the quadrupole ion trap is associated with

an uncoupled Mathieu equation. The Mathieu equation is a special form of the Hill equation [53,

54], so that the Floquet theorem [55] applies. The Floquet theorem gives that such an equation

can be solved with an ansatz of the form,

u(ξ) = eµxξφ(ξ) = eµxξ
∞∑

r=−∞
C2re

2riξ =
∞∑

r=−∞
C2re

(µx+2ri)ξ, (2.17)

where the coefficients C2r decrease as r increases for stable solutions; i.e. for small qx, C0 = 1

and C2 = qx/4. For stable solutions, µx = iβx is purely imaginary, so that βx is real and called
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the characteristic exponent in the x-direction. The solution u(ξ) with this ansatz is complex

and so the real solution of the motion is given as a linear combination of u(ξ) and its complex

conjugate. Substituting the time variable t back in for ξ, the solution to the Mathieu equation

is,

x(t) = Au(t) +Bu∗(t). (2.18)

Where for an even solution (cos), A = B. Since the slowest motional frequency of this system is

given by eiβxξ and ξ = Ωrft/2, this frequency can be defined,

ωx = βxΩrf/2. (2.19)

This trap frequency ωx is also called the secular (meaning slow) frequency. By substituting the

ansatz (eq. 2.17) into the Mathieu equations, a recursive set of linear equations is produced. For

a solution to exist the determinant of this set of equations needs to be equal to zero [56]. The

characteristic exponent βx can then be found [51] using this condition.

Stable solutions (real values of βx) are found for only certain ranges of the trapping

parameters ax and qx. For a cylindrically symmetric trap, where qx = qy, ax = ay and

qz = −2qx, az = −2ax (see equation 2.16), the first stability region is plotted in figure 2.1

as a function of βz and az. Inside this first stability region, the characteristic exponent is con-

strained so that 0 < βz < 1. Unfortunately, while the form of the Mathieu equation is known,

the characteristic exponent does not have a closed form solution. Approximations have been de-

veloped which give the trapping parameter ax as a function of the trapping parameter qx and the

characteristic exponent βx in the limit of |ax|, qx � 1 [57, 58]. By inverting this approximation,

the characteristic exponent βx can be approximated to second order in qx as [59],

βx '
[
ax −

ax − 1

2(ax − 1)2 − q2
x

q2
x −

5ax + 7

32(ax − 1)3(ax − 4)
q4
x

]1/2

. (2.20)

When the trapping parameter qx � 1, then it makes sense to approximate the characteristic

exponent with just the lowest order terms of these parameters so that

βx '
√
ax + q2

x/2. (2.21)

The secular frequency ωx in the low qx limit is then given by,

ωx =
Ωrf

2

√
ax + q2

x/2, (2.22)

where equations 2.19 and 2.21 have been used.

2.1.3 Pseudopotential Approximation

Consider a situation when ax = 0, so that the harmonic secular motion is trapped only by

the oscillating field at frequency Ωrf . The secular frequency when qx � 1 is then

ωx =
|qx|Ωrf√

8
=

2q|αt|√
8mΩrf

. (2.23)
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Figure 2.1: First stability region of the Mathieu equations for a spherical ion trap with respect
to the trapping parameters qz and az. Inside the shaded area, the Mathieu equations have
a stable solution. There are an infinite number of much smaller stability regions, but most
spherical ion trap experiments are performed inside this shaded region. For trap parameters
outside a stable region, the ion’s motion grows without bounds.

Using Hooke’s law to describe a pseudopotential [60] associated with this harmonic motion, the

pseudopotential φs is,

φs(x) =
1

2
mω2

xx
2 =

mq2
xΩ2

rfx
2

16
=
q2α2

tx
2

4mΩ2
rf

=
q2|E(x, y = 0, z = 0)|2

4mΩ2
rf

, (2.24)

where |E| is the amplitude of the time varying electric field. Treating this pseudopotential as if

it were an actual potential is called the pseudopotential approximation. The potential associated

with the static part of the trapping field, given by parameter ax, can then be added separately

(reproducing equation 2.22 for the secular frequency). In general, the pseudopotential field can

be described as a function of position r in an electric field E(r) as,

φs(r) =
q2|E(r)|2

4mΩ2
rf

. (2.25)
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2.1.4 Trap Electrode Geometry

Until now, the quadrupole field has been assumed to exist. Here the shape of metallic

electrodes is described, which will produce a rotationally symmetric quadrupole field. Such

a trap is called a Paul Trap. For a cylindrically symmetric trapping potential, the trapping

frequencies in the x and y direction are equal. This means that the time-varying) electric-field

gradients and trapping parameters for the x and y direction are also equal, so that αt = βt.

Accordingly, equation 2.4 gives that the gradient in the z direction is given by γt = −2αt. The

surfaces of constant potential are given by the form for a quadrupole potential in equation 2.5.

Substituting the relationship between αt, βt and γt, this then gives surfaces of equipotential φ

as,

φ = αt
r2 − z2

2
, (2.26)

where r2 = x2 + y2 is the radial coordinate in the cylindrically symmetric trap. Drawn in

figure 2.2 is one possible solution to equation 2.26. Equipotential lines satisfying this relation

form a hyperboloid of revolution around the z-axis. The electrode shape is such that quadrupole

field lines are normal to the equipotential surface. Such equipotential surfaces can be made of

metal and produce a quadrupole field. The voltage potential on the electrodes is then given by

φa = −αtz
2
0

2
, (2.27)

φr =
αtr

2
0

2
, (2.28)

where φa is the axial electrode’s voltage, φr is the radial electrode’s voltage, and z0 and r0 are

the distances from the center of the trap to the axial electrode and radial electrode respectively.

The above equations relating the shape of the electrodes, the electrode voltages and the

time-varying electric-field gradient −αt are true for either the static component or the time

varying component of the electrodes’ voltage and the trap’s electric field. This allows one to

compute the static and time varying gradients αs and αt as a function of the distance of the

hyperbolic electrodes from the center of the trap and the electrode’s voltages. For a trap, where

the axial electrodes and the radial electrodes both have the same distance d from the center of

the trap, the time-varying gradient in the x direction for an ideal spherical trap, αI,t is then

αI,t =
∆φ

d2
(2.29)

where ∆φ is the difference in the time-varying voltage between the radial electrode and the axial

electrode. Because there are no other electrodes in the model, one is free to add a voltage to

all electrodes without changing the electric field. Usually, one electrode is defined to be at zero

potential so that the required static voltage φDC and time varying voltage amplitude φRF are

given by

φDC = αsd
2 (2.30)

φRF = αtd
2. (2.31)
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Figure 2.2: Geometry of hyperbolic electrodes. Equipotential lines satisfying the relation
φ = αt(r

2−z2)/2 form a hyperboloid of revolution around the z-axis. φa is the axial electrode
voltage and φr is the radial electrode voltage. Both sets of electrodes here are drawn without
units a distance d = 1 from the center of the trap. Actual dimensions and voltages would
define the field gradient αt. Red lines show the quadrupole field lines, which meet the trap
electrodes normal to the surface. At the center of the trap, the electric field is zero and is
where ions could be trapped. Equipotential surfaces with the applied voltages can be made of
metal and provide the trapping field for an RF Paul trap.

Note that if one electrode is set to be at zero potential, then the center of the trap, while still

having no electric field, would no longer be at zero potential. The potential at the center of the

trap would then be equal to half the applied voltage.

2.1.4.1 Planar-Electrode Traps

Building traps with hyperbolic electrodes has the advantage that they produce a perfect

quadrupole field. However, there are many practical drawbacks to such an electrode geometry.

Such three-dimensional (3D) structures are hard to produce, and the optical access necessary for

experiments is made difficult by the large solid angle of the electrodes. These drawbacks become

more pronounced as the dimensions are reduced. Many proposals call for making electrodes

of microscopic dimensions. The field of metal lithography, used in micro-electronics allows for

accurate complex two-dimensional (2D) structures to be produced. It turns out that one need

not build exact hyperbolic electrode structures as many other electrode geometries sufficiently

approximate a quadrupole field near the RF electric-field null-point (called the RF null from

here on). Consider the electric field, at an instant in time, produced by some arbitrary electrode

geometry. Expanding the field in the x-direction, one obtains a polynomial of the form

E(x) = A0 +A1x+A2/2 + x2 + ... (2.32)
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Other directions y, z can be treated similarly. Specifically, expanding around a null point in the

field (A0 = 0), the first order term (A1) in the expansion of the electric field is related to the

quadrupole coefficient αt as A1 = −αt ı̂ (eq. 2.3). One can define an trap efficiency factor, κx,

which relates the x-direction gradient at the center of the trap −αt, with the gradient of an ideal

hyperbolic-electrode trap −αI,t with the same applied voltage φRF,

κx =
αt

αI,t
=
αtd

2

φRF
, (2.33)

where d is the distance of the center of the trap to the closest electrode. If the ions are constrained

to be close to the center of the trap, so that the higher order terms in equation 2.32 are small

compared to the first order terms, the non-ideal trap can be treated as an RF quadrupole trap,

albeit with a geometry-dependent trap efficiency factor κx.

In the absence of DC fields, the abstraction of the trap electrode geometry to a trap efficiency

factor κx allows one to write the secular frequency ωx in terms of the applied RF voltage φRF

as,

ωx =
qκxφRF√
2d2mΩrf

. (2.34)

For a rotationally-symmetric planar-electrode geometry, it then follows that ωy = ωx and ωz =

2ωx. In this special case, the efficiency factors are equal for each Cartesian directions x, y and

z, so that κx = κy = κz.

In order to visualize the field lines of such a trap qualitatively, figure 2.3 shows the 2D

simulation results1 of a planar electrode QIT. Four electrodes, two with a positive voltage, and

two with a negative voltage, create a quadrupole near the ion’s trapping site. One of the negative

electrodes is 7 mm above the trap surface created by the rest of the electrodes. The ions are

trapped about 0.5 mm above the surface of this trap.

2.1.5 Trap Depth

An important characteristic of ion traps, is their ability to hold energetic ions. This ability

is quantified by the trap depth φD. In the pseudopotential approximation, this is the energy an

ion needs to obtain before it can escape the trap or impact an electrode. For ideal hyperbolic

electrode traps, the pseudopotential increases without limit between the unending electrodes.

However, the pseudopotential (eq. 2.24) just above the shortest distance d to one of the electrodes

can be found using the magnitude of the electric field there. For a Paul trap, the minimum trap

depth is in the radial directions x and y. An ion with enough energy to reach this point could

collide with the electrodes and be lost. Using the result above for αI,t (eq. 2.29), the trap depth

is then defined for an ideal Paul trap φDS as,

φDS =
q2φ2

RF

md2Ω2
rf

. (2.35)

1COMSOL Multiphysics v4.3
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Figure 2.3: The 2D simulation results of a planar electrode quadrupole ion trap. Four elec-
trodes, two with a positive voltage, and two with a negative voltage, create a quadrupole near
the ion’s trapping site. One of the negative electrodes is 7 mm above the trap surface created
by the rest of the electrodes. The ions are trapped about 0.5 mm above the surface of this
trap.

Traps with finite electrodes have saddle points of the pseudopotential. If an ion crosses this

point, it will be accelerated further away from the trap center by the pseudopotential. The trap-

depth efficiency factor κd is the ratio of the trap depth of any given trap, with an ion-electrode

separation distance d to that of the ideal hyperbolic-electrode trap and is

κd =
φD

φDS
. (2.36)

To illustrate the saddle points of the pseudopotential, an axisymmetric ring-trap geometry

is depicted and simulated in figure 2.4. In figure 2.4a, the geometry of the ring trap is shown.

The trap is composed of a ring of 200 µm wire diameter, with an internal diameter of 1 mm,

and two spherical endcaps of diameter 200 µm separated by 1 mm. The ion-electrode distance is

500 µm. A plane shows a cross-section through the axis of the trap, in which the pseudopotential

is simulated. In figure 2.4b, the pseudopotential field simulation is shown. The colors indicate

the pseudopotential level as a function of the position. Between the electrodes with a height

of about 1.2 eV, are the saddle points. The given simulation uses a 30 MHz trap drive with an

amplitude of 100 V applied between the ring and the end-cap electrodes. If an ion obtains more

energy than the saddle points, it can escape the trap. The trap depth is then the minimum

energy the ion needs before it could either escape the trap, or hit one of the electrodes. For the

trap depicted here, the required energy to impact the electrodes is above the saddle point energy

and so the trap depth φD is simply the saddle point energy. The trap-depth efficiency factor κd

can then be calculated with equation 2.36. For this geometry, the trap-depth efficiency factor

κd is about 27%.
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(a) (b)

Figure 2.4: The geometry of a ring trap (a) and the simulation of the pseudopotential field
in the simulation plane (b). The saddle points in the pseudopotential field give the trapping
depth the ion experiences. The electrodes are about 1 mm apart on-center and 200 µm in
diameter. An RF potential of amplitude 100 V and 30 MHz is applied between the ring and
electrode. The resulting pseudopotential is plotted in eV.

2.2 Electronic States

Quantum information experiments can use electronic states of an ion to store a qubit. Many

ion trap experiments use an alkaline earth element (eg. Ca, Sr, Ba) and for the experiments

described here, the isotope 40Ca is used. The electron configuration of neutral calcium (Ca I)

is [Ar] 4s2, so that after single ionization (Ca II), the last unfilled electron shell 4s, has just one

valence electron. Ca II, with a single electron in the outer shell, then provides an alkali-like

atomic structure which can be manipulated with optical radiation.

This section is organized as follows. First the spectroscopic notation used to describe the

electronic states is reviewed (2.2.1). The Zeeman substructure of 40Ca+ is then described (2.2.2).

Finally, the way the electronic states can be mapped to a qubit is then given (2.2.3).

2.2.1 Spectroscopic Notation

Describing the electronic states of atomic ions requires an understanding of spectroscopic

notation, which is reviewed here briefly 2.2.1. A more detailed description can be found in

references on atomic physics [61, 62].

The possible states of an alkali atom are described by several quantum numbers. The first

is the principal quantum number n, describing the radial energy of the state. The next quantum

number is its orbital angular momentum L as follows: for S-orbitals L = 0, for P-orbitals L = 1,

and for D-orbitals L = 2. Representing the total spin of the electrons is the quantum number

S, which for an atom such as Ca II, with one unpaired electron, is 1/2. Ca II has a doublet

splitting [63] due to it having a single valence electron. The doublet splitting is caused by whether

the spin S is aligned or anti-aligned with the direction of the orbital angular momentum L. Since
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the spin of 40Ca+ is S = 1/2, this gives rise to a total angular momentum J , where J can take

on the values L + S or |L − S|. Except for the ground state S (L = 0), J can then have two

values for each L, which gives rise to the doublet fine-structure splitting. The electronic state of

an alkali ion or atom is then written as

n2S+1LJ , (2.37)

where n is the principal quantum number, L is the electron’s angular orbital name (S, P, D,

F, etc), the multiplet splitting superscript 2S + 1 = 2 indicates, that for non-zero angular

momentum orbitals, the fine structure has doublets, and J is the total angular momentum. For

instance 3 2D 3/2 corresponds to an electronic state with a principal quantum number n of 3,

an orbital angular momentum number L of 2 with the spin anti-aligned to the orbital angular

momentum so that the total angular momentum number J is 3/2. The level structure for 40Ca+

is shown in figure 2.5. It shows the lowest empty electronic states and the visible or near-visible

wavelength radiation, which is needed to perform the transitions between these states. The

principal quantum numbers of the levels and multiplet splitting superscripts have been omitted

for brevity. Coherent sources for such wavelengths can be obtained in the form of commercial

diode-based lasers. Details of such sources are found in section 4.2.

An illustration of how to interpret this figure is as follows: Suppose that the ion starts in

the electronic ground state S 1/2. Illuminating it with coherent light of wavelength near 396.8

nm drives the ion into the P 1/2 electronic state. In the absence of external radiation, this state

will spontaneously decay, by emitting a photon with a characteristic lifetime of 7.1 ns. The P 1/2

state can decay into one of two different states; either the ground state S 1/2 (emitting a 397 nm

photon), or the D 3/2 metastable state (emitting a 866 nm photon). The term metastable is used

because a decay time constant of about a second is considered a long time in atomic physics,

where most life times are measured in nanoseconds.

2.2.2 Zeeman Substructure

Each one of the electronic states of 40Ca (S 1/2, P 1/2, P 3/2, D 3/2, D 5/2) has Zeeman

substructure. For even numbered isotopes such as 40Ca, the presence of a magnetic field removes

the degeneracy of these energy levels. This is due to the coupling of the electron’s total angular

momentum J with the external static magnetic field, B0. The levels of the Zeeman manifold are

designated by the magnetic quantum number mF , which corresponds to the projection of the

total angular momentum in the direction of the magnetic field. It can take on values from −J
to +J , at unity intervals. With a stable static magnetic field in a particular direction, which is

termed the quantization axis, the Zeeman splitting δωZ in even numbered isotopes is given by

δωZ = mF gjµBB0/~, (2.38)

where µB is the Bohr magneton, B0 is the applied magnetic field, and the Landé factor gj is

dependent upon the electronic state. Table 2.1 contains these details of the Zeeman sublevels

for each electronic state, and gives the computed splitting from an applied magnetic field.
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Figure 2.5: Relevant electronic structure of 40Ca+ ions. The qubit is typically mapped to the
S1/2 and D5/2 states. Wavelengths of the transitions, lifetimes and branching ratios of the
states have been taken from several sources [63–67].

state gj splitting δωZ/
(2π×MHz/G)

S1/2 2 2.82
P1/2 2/3 0.94
P3/2 4/3 1.88
D3/2 4/5 1.13
D5/2 6/5 1.69

Table 2.1: The Zeeman substructure parameters for 40Ca+ electronic levels. The electronic
state is given on the left, followed by the Landé factor gj , and the computed splitting is given
in terms of the applied magnetic field in Gauß (100µT).

The form of equation 2.38 helps to reveal why high-fidelity experiments with 40Ca+ require

a magnetic field B0. If the Zeeman splitting due to the magnetic field B0 is not much larger than

the frequency of any magnetic field noise present in the system, the direction of the quantization

axis wanders non-adiabatically. This would then cause mixing between these states, leading

to a loss of control over the Zeeman state. Although, transitions between the electronic states

have not yet been described, they depend critically upon the Zeeman sublevel mF . So that to

faithfully control the electronic states, a magnetic field must be applied.

2.2.3 Electronic Qubit

The choice of the states, which encode the qubit, is called the qubit basis and often two

states which have a long natural lifetime are used. For instance, the ground state (S 1/2) and the

low lying metastable state (D 5/2) can be used, with a mapping of the D state to |0〉 and the S
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state to |1〉. Occasionally, the qubit is written with the electronic state as the label in Bra-Ket

notation as |S〉 or |D〉. Since the ground state S is stable and the D state has a lifetime of about

one second, the qubit then has a lifetime of about 1 second.

2.3 Quantized Motion of the Ion

The motion of the trapped ion also allows for quantum states to be stored. But most

importantly, because of their large dipole moment, these motional states can be used to transfer

information between the ions. This section first approximates the ion’s stationary states using a

quantum harmonic oscillator (QHO) (2.3.1) and reviews the solution in the position basis (2.3.2)

and the energy basis (2.3.3). The ladder operators (2.3.4) used to relate the stationary states

to each other are then introduced. The way two ions can move in a harmonic potential, their

motional modes, is then described (2.3.5). Finally, the time dependent nature of the trapping

fields is taken into account and the result is compared to the QHO simplification (2.3.6).

2.3.1 Quantum Harmonic Oscillator (QHO)

Using the pseudopotential approximation (see sec. 2.1.3), the motion of an ion in a quadrupole

ion trap (QIT) can be treated as a QHO. The quantum harmonic oscillator is reviewed here for

reference. The canonical quantization of a harmonic oscillator proceeds by treating the momen-

tum and position variables in the classical Hamiltonian as quantum operators. An ion in a QIT

can be described by three decoupled equation of motion. Considering just the x-direction and

using the pseudopotential approximation, an ion in a harmonic trap with mass m and a trap

frequency ωx, the total energy or Hamiltonian is given by

Ĥ =
p̂2

2m
+

1

2
mω2

xx̂
2, (2.39)

where using the pseudopotential approximation for a QIT, the trap frequency is given by

ωx =
Ωrf

2

√
ax + q2

x/2. (2.40)

2.3.2 QHO Solution in Position Coordinates

The eigenfunctions in the position basis for a QHO are,

ψn(x) =
(mIωx

π~ )1/4

√
2nn!

exp

(
−mx

2ωx

2~

)
Hn

(
x

√
mωx

~

)
(2.41)

where ψn(x) is the probability amplitude wave function at position x, ~ is the reduced Planck’s

constant, n is the motional quantum number (also called the number of phonons) of the particular

eigenstate of the QHO and Hn are the Hermite polynomials. The root mean squared (RMS)
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Figure 2.6: The Fock states (left) and the corresponding energy levels of the quantum harmonic
oscillator. The energy levels are equally spaced and quantized. The lowest energy level has a
non-zero amount of energy.

extent of these eigenstates an is given by

an = (n+ 1/2)1/2

√
~

mIωx
. (2.42)

For instance, the RMS extent of the ground state wave function a0 =
√

~/(2mIωx).

In general any state of the QHO can be written as a linear combination of these eigenstates.

Figure 2.6 shows the energy structure of the lowest three (n = 0, 1, 2) eigenstates. States de-

scribed by just one of these eigenfunctions, called Fock states, have a phonon number given by

n, and an energy En = ~ω(n + 1/2). In the Schrödinger picture, only the phase of the state

changes in time, so that the time dependence of these eigenstates is

ψn(x, t) = exp

[
x,−i~ωxt

(
n+

1

2

)]
ψn(x). (2.43)

These states form a complete basis so that any state of the QHO can be described in terms of a

superposition of these eigenstates. A time dependent state, Ψ(x, t), can be written as,

Ψ(x, t) =
∑

cn(t)ψn(t), (2.44)

where cn(t) are the time changing amplitudes of the various eigenstates for the general state

Ψ(t). In the absence of coupling the QHO to another system, the cn would be constant in time.

2.3.3 Dirac Bra/Ket Notation

Instead of working with probability amplitude functions in the position basis, the quantum

states can be written using bra-ket notation. Any states of the QHO can then be represented

by a ket, |Ψ〉, which can then be written as a sum of eigen-kets,

|Ψ〉 =
∑
n

cn |n〉, (2.45)
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where |n〉 represents the n-th energy eigenstate of the QHO. The Hamiltonian can then be

written as,

Ĥ =
∑
n

cn

(
n̂+

1

2

)
~ωx, (2.46)

where n̂ is the number operator which measures the number of photons in the state.

2.3.4 Ladder Operators

To relate the different Fock states, the ladder operators â and â† can ease computations

involving QHOs. The ladder operators related the different eigenstates as follows,

|n+ 1〉 =
â†√
n+ 1

|n〉 (2.47)

|n− 1〉 =
â√
n
|n〉 (2.48)

â |0〉 = 0 (2.49)

|n〉 =
(â†)n√
(n+ 1)!

|0〉 (2.50)

〈n| = 〈0| ân√
(n+ 1)!

. (2.51)

For the ladder operators the commutation relation [â, â†] = 1 also holds. The operators for

position x̂ and momentum p̂ can be written in terms of the ladder operators as

x̂ =

√
~

2mωx
(â† + â) (2.52)

p̂ = i

√
mωx~

2
(â† − â). (2.53)

The number operator n̂ can be written in terms of the ladder operators as

n̂ = â†â. (2.54)

2.3.5 Motion of Two Ions

If multiple ions are trapped in a three dimensional (3D) QHO, the motion of the ions is

complicated by the additional degrees of freedom contributed by each ion. Consider a 3D QHO,

where the principal axes x, y and z are non-degenerate, so that they each have distinct trapping

frequencies ωx, ωy and ωz. For a quadrupole ion trap with a cylindrical trapping potential, in

the absence of static trapping fields, ωz is twice the frequency of the two radial frequencies ωx

and ωy (see section 2.1.2). If degeneracy of the radial trapping frequencies is removed so that

the trapping frequency ωx is lower than ωy, a minimal energy configuration of two ions is one

where they align themselves along a line in the x direction.
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2.3.5.1 Modes of Motion for Two Ions

The motion of the two ions is coupled via the Coulomb force between them. One can then

consider the motional modes of the Coulomb force coupled system. For each of the modes, an

uncoupled QHO equation and associated annihilation and creation operators can be written.

The motional modes for two ions aligned along the x-axis are depicted in figure 2.7. Along

the x direction, the motional modes are called “stretch” and x-“center of mass” (COM) modes.

Perpendicular to the x-axis the modes are called are the y or z-axis “rocking” and COM modes.

For multiple ions trapped in a single harmonic trapping potential, the relationship between the

motional frequencies of these modes is fixed [40, 68]. For instance, the stretch-mode frequency

ωs is
√

3 times the COM-mode motional trap frequency ωx.

The presence of an overall anharmonic potential causes these frequency relationships to no

longer be valid [69, 70]. For instance, the addition of a quartic term to the harmonic potential

can be used to create a double-well potential. Such a double-well model is analyzed below in

section 3.4. The 2D arrays of trapped ions discussed in this thesis use a globally anharmonic

potential to create an array of locally harmonic wells for each trapping site. If only a single

ion is trapped in each well of the 2D array, one can consider this as a crystal of ions in an

anharmonic trapping potential. In a simple configuration of just two neighboring wells, the

spatial relationship between the ion’s motion for each named mode in figure 2.7 is the same,

while the frequency relationship will, in general, vary depending on how the trap is operated.

For the rest of this thesis, the nomenclature for the relative motion of the ions shown in figure 2.7

(stretch, rocking and COM) will also be used for two neighboring potential wells in a 2D array,

each containing a single ion.

center
of mass
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center
of mass

rocking

x

yz

center
of mass
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Figure 2.7: The motional modes of two ions in an ion trap. There are 6 motional modes to
consider.

2.3.5.2 Phonon Bus

Because the quantized motion of the ions can be written in the coupled basis of these

shared motional modes, each of the motional modes is a kind of communication channel called

a phonon bus. This allows one to share a quantum state between the ions. The phonon bus and
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laser spectroscopy techniques (described below in section 2.4) have been used to create entangled

states with up to 14 ions [71], each of which encodes a qubit.

2.3.6 Quantized Motion in a Quadrupole Ion Trap

While for many applications, using the pseudopotential approximation and treating the

trapped ion as a QHO is sufficient, the time dynamics of the trapping fields must be considered

for many experiments. Until this point, the Schödinger picture has been used. In this picture

the eigenstates accumulate a phase with time, and the position and momentum operators are

stationary in time. In following sections, the Heisenberg picture is used, where the eigenstates

are constant in time, but the momentum and position operators accumulate phase dependent

upon the energy. This allows one to more easily see the effect of the time varying fields on the

eigenstates of the system. The motional hamiltonian Ĥ(m) for an ion in a potential field U is

given by

Ĥ(m) =
p̂2

2mI
+ U(t, x̂), (2.55)

where p̂ is the momentum operator, x̂ is the position operator, mI is the ion’s mass, and V (t, x̂)

is the time varying and position dependent potential.

The Hamiltonian of an ion in a quadrupole ion trap (QIT) can be quantized with nearly

the same method as a QHO [72, 73]. However, the states of an ion in a QIT which are analogous

to the eigenstates of the QHO are called quasistationary states. Due to the oscillating trap

drive field, these states are constantly exchanging energy with the external driving field, so that

the wave function is breathing with the frequency of the trap drive Ωrf . Considering just the

x-direction, the Hamiltonian Ĥ(m) of the motion of an ion in a trap is given by Leibfried et

al. [73–75] as,

Ĥ(m) =
p̂2

2mI
+
mI

2
W (t)x̂2, (2.56)

The time varying quantiy W (t) is proportional to the oscillating trapping potential equal to

W (t) =
Ω2

rf

4
[ax − 2qx cos(Ωrft)], (2.57)

where ax and qx are the trapping parameters described in section 2.1.2 and Ωrf is the trap

drive frequency. Using the solution from the Mathieu equations one can find a solution with a

correspondence to the quantum harmonic oscillator. In the Heisenberg picture, the position and

momentum operators of a particle in this time dependent trapping field are

x̂(t) =

√
~

2mIν

[
âu∗(t) + â†u(t)

]
(2.58)

p̂(t) =

√
~mI

2ν

[
âu̇∗(t) + â†u̇(t)

]
,

where ν is called the reference oscillator and is equal to the secular frequency in the lowest order

approximation, given in equation 2.19. The annihilation and creation operators here work on

so-called quasistationary states, which are the dynamic counterpart to a QHO’s Fock states. In
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the Schrödinger picture, these states have the form

|n, t〉 = exp [−i(n+ 1/2)νt] |n〉 (t), (2.59)

where the time dependent phase progression exp(−i(n + 1/2)νt) multiplies the quasistationary

states |n〉 (t). But we note here that, while in the QHO the stationary state’s phase progresses

with the trap’s motional frequency, in a QIT, the quasistationary state’s phase progresses with

the reference oscillator’s frequency ν. For processes that span a time, which is many multiples

of the trap’s period 2π/ωx, any small difference between ν and the secular frequency could be

noticed. With this in mind, from now on, the reference oscillator’s frequency ν is approximated

by the relevant secular motional frequency ωx, ωy, or ωz. The quasistationary states |n〉 (t),
though they are not constant in time, have the property that they repeat themselves with the

frequency of the trap drive Ωrf ,

|n〉 (t) = |n〉 (t+ 2π/Ωrf). (2.60)

At intervals equals to the time period of the trap’s RF drive, the trapped ion’s quantum dynamics

are then like the familiar QHO. In complete analogy to a standard QHO, the quasistationary

states can be made with annihilation and creation operators [73]. As an example, the lowest

order approximation of the probability amplitude wavefunction of the ground state of the ion in

a QIT in the position basis is given by Leibfried et al. [73] as,

X0(t, x) =(
mωx

π~
)1/4

√
1− qx/2

1 + (qx/2 cos(Ωrft)

× exp

([
i

mΩrf sin(Ωrft)

2~[2/qx + cos(Ωrft)]
− mωx

2~

]
x2 − iωxt

2

)
. (2.61)

At moments in time equal to a multiple of the trap drive period 2π/Ωrf , this expression simplifies

to that of the canonical QHO’s ground state wave function (see equation 2.41). For simplicity,

we use the QHO description when possible, subject to the limitation that the dynamics are really

only similar in the lowest order approximation and at times a multiple of the period of the trap

drive.

For most of the rest of this thesis, the time dependent nature of the quasistationary states

|n〉 (t) is not considered. Instead the simplification of a trapped ion as a QHO is used. All

references to number or Fock states refer from now on to the quasistationary states. And we

assume that we can substitute the reference oscillator frequency ν with the secular frequency

and that the oscillations of the quasistationary states at frequency Ωrf can be neglected. In the

pseudopotential approximation, the QHO is the correct description of the motion of ions in a

QIT, although it does not take into account the time dependent nature of the trapping fields.

One notable exception to this simplification is for the interaction of the trapped ion with external

fields. In this case, it can be necessary to take into account the time dependent nature of the

trapping fields as is done below in section 2.4.
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2.4 Laser Spectroscopy of Trapped Ions

As has been discussed in sections 2.2, the various motional states and long-lived electronic

states can be used to store quantum information and a pair of states can store a qubit. In the

absence of external electromagnetic (EM) fields, these states are well isolated from each other

and form a type of quantum memory. But with the application of resonant radiation, typically

in the form of a focussed laser beam, a coupling can be induced between the ion’s electronic

states or between motional states and electronic states of the trapped ion.

This section outlines the mathematical formalism used to describe such ion-light interac-

tions. First the mechanisms of atom-light interactions are given (2.4.1). Then sideband spec-

troscopy of trapped atomic ions is described (2.4.2). Finally the method of electronic state

preparation is given (2.4.3).

2.4.1 Atom Light Interactions

When coherent radiation is applied to an atom, which is resonant with an atomic transition,

the atom’s quantum state oscillates between the two states connected by the transition. The

frequency at which two electronic states are coupled by the external coherent radiation is called

the Rabi frequency Ω.

The terminology used to describe ion-light interactions with trapped atomic ions also in-

cludes the following terms. The frequency of the radiation to induce a coupling between electronic

states without a change in the motional state is called the carrier. And the frequency of the

radiation to induce an interaction between electronic states with a change in the motional states

is called a sideband.

2.4.1.1 Two-level Approximation

To treat the interaction of applied electromagnetic fields and atoms mathematically, several

simplifying assumptions are made, to which most experimental conditions are then restricted.

First, a two level approximation is made. This means that only two levels of the ion’s electronic

structure are considered in the interaction with the light field. This is justified if the electromag-

netic field used to drive the transition is resonant with, or close to, the carrier frequency ωC and

the rate of transitions to other off-resonant electronic levels is much smaller than the detuning

δ of off-resonant transitions [73].

Generally, for optical transitions in ions these conditions are easily met, as the separation

between optical transitions is more than 1012 Hz. However, when considering the Zeeman sub-

structure, these conditions may not be so easy to meet (see sec. 2.6.2). For now however, consider

just two of the ion’s electronic energy levels, labelled |e〉, |g〉. The ion can then be described by

a Hamiltonian Ĥ(e) of the form,

Ĥ(e) = ~
ωC

2
σ̂z, (2.62)
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where the operator σ̂z is the z-Pauli matrix. The Pauli matrices can be written in terms of the

ground and excited states, in Dirac notation, as follows,

σ̂z = |e〉 〈e| − |g〉 〈g| σ̂x = |g〉 〈e|+ |e〉 〈g| (2.63)

σ̂y = i(|g〉 〈e| − |e〉 〈g|) Î = |e〉 〈e|+ |g〉 〈g|
σ̂+ = (σ̂x + iσ̂y)/2 σ̂− = (σ̂x − iσ̂y)/2.

2.4.1.2 Semi-classical Approximation

The second approximation made is that the interaction is treated semi-classically, so that

the ion is quantized but the driving light field is not. The applied light field can either be

absorbed by the ion, or stimulate emission. If the radiation is directed along the ion trap’s

x-axis, the coupling Hamiltonian Ĥ(i) of the applied light field is given by,

Ĥ(i) = ~
Ω

2
σ̂x

[
ei(kx̂S−ωt+φ) + e−i(kx̂S−ωt+φ)

]
(2.64)

where ω is the frequency of the applied light field, Ω is the Rabi frequency, x̂S is the position

operator of the ion, k is the wave number, and φ the phase of the applied field. The position

of the ion x̂S can affect the interaction by modulating the light field. The details of the laser

frequency intensity and detuning and polarization and how this interacts with the ion’s electronic

state are all factors in the Rabi frequency Ω. For a dipole transition, the Rabi frequency Ω is

given by,

Ω =
〈g|(E0 · x̂)|e〉 2q

~
, (2.65)

where E0 is the electric field amplitude of the driving light field and x̂ is the position vector

operator of the ion.

To obtain the time dynamics of this applied field, one can use the interaction picture [76].

Consider the trapped ion’s free Hamiltonian

Ĥ0 = Ĥ(e) + Ĥ(m), (2.66)

where Ĥ(m) is the motional Hamiltonian of the ion (eq. 2.56). The interaction V̂ = Ĥ(i) is then

applied. The free Hamiltonian is considered in the Heisenberg picture, so that the time evolution

operator of Ĥ0 is Û0 = exp[−(i/~)Ĥ0t].

2.4.1.3 Rotating-Wave Approximation

Next the rotating-wave approximation is applied. Only considering excitations of the lowest-

order secular sidebands, and just considering the lowest-order approximation to the ion’s motion,

the interaction Hamiltonian Ĥint = Û†0 V̂ Û0 becomes

Ĥint(t) =
~Ω0

2

{
σ+ exp

[
iη(âe−iωxt + â†eiωxt)

]
ei(φ−δt) + h.c.

}
(2.67)
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where Ω0 = Ω/(1 + qx/2) is the effective Rabi frequency [73], h.c. is the hermitian conjugate of

the expression inside the curly brackets, and the Lamb-Dicke parameter η is given by

η = ka0 (2.68)

where a0 is the size of the ground-state wave function. The detuning δ = ω−ωC is the difference

between the applied laser frequency and the carrier frequency. The model given here only takes

into account a one-dimensional model of the ion’s motion. As such the form for the effective

Rabi frequency Ω0 does not include motion from other directions and modes. The modes of

motion in these other directions are called spectator modes, the presence of which, can alter the

effective Rabi frequency [77].

2.4.2 Sideband Spectroscopy

For detunings δ near to a multiple of the trap frequency ωx, the applied laser field will

couple the electronic states to the motional states. For a detuning δ = −ωx, this is called the

first red sideband (RSB), and when δ = ωx this is called the first blue sideband (BSB).

2.4.2.1 Lamb-Dicke Regime

If the extent of the ion’s motion is much smaller than the wavelength of radiation so that

η2(2n̄+ 1)� 1, where n̄ is the average motional quanta, then it is said to be in the Lamb-Dicke

regime. In this case, the exponent in Ĥint can be expanded to lowest order in η to give

Ĥint(t) =
~Ω0

2

{
σ+

[
1 + iη(âe−iωxt + â†eiωxt)

]
ei(φ−δt) + h.c.

}
(2.69)

2.4.2.2 Red, Blue and Carrier Transitions

For the three resonances (RSB, BSB, and carrier transitions), the evolution of the two-level

system can be calculated. For instance, for the detunings δ = (−ωx, 0, ωx), then in the two-level

approximation, the interaction Hamiltonians Ĥint(t) becomes,

Ĥrsb(t) 'η~Ω0

2
(âσ+e

iφ + â†σ−e
−iφ), δ = −ωx RSB (2.70)

Ĥcar(t) '
~Ω0

2
(σ+e

iφ + σ−e
−iφ), δ = 0 carrier (2.71)

Ĥbsb(t) 'η~Ω0

2
(â†σ+e

iφ + âσ−e
−iφ), δ = ωx BSB. (2.72)
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Figure 2.8: Probability of a two level ion being in excited state with applied electromagnetic
radiation at the carrier frequency. Shown with an effective Rabi frequency, Ω0, of 2π× 4× 105

rad/s.

2.4.2.3 Rabi Flops

The evolution of the ion’s state |ψ〉 = cg |g〉+ ce |e〉 with induced carrier transitions, in the

absence of spontaneous emission, is

ċe = cge
iφΩ0

2
(2.73)

ċg = −cee−iφ
Ω0

2
.

So that the state coefficients cg and ce, given the initial condition cg(0) = 1, ce(0) = 0, are

cg = cos(t
Ω0

2
) (2.74)

ce = sin(t
Ω0

2
).

And the probability that the state will be in the ground state PG or excited state PE, is

PG = |cg(t)|2 = cos2(t
Ω0

2
) =

1 + cos(Ω0)

2
(2.75)

PE = |ce(t)|2 = sin2(t
Ω0

2
) =

1− cos(Ω0)

2
.

The solutions of these equations describe the well known phenomenon of Rabi flops [78]. The

solution to these equations is shown in figure 2.8. One can see that the probability that the

ion is in the excited state oscillates with an angular frequency of Ω0. However, an important

detail of this interaction is that while the probability of the ground or excited states is oscillating

with the effective Rabi frequency Ω0, the coefficients of the states cg, ce are oscillating with half

the effective Rabi frequency. So that the ground state coefficient cg(t) at time t evolves to

cg(t+ T ) = −cg(t) at a time t+ T , where T = 2π/Ω0.
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2.4.3 Electronic State Preparation

For trapped ion quantum computation, the ion must be prepared in a well defined initial

state. For the electronic state, the ground state is a natural choice. In order to prepare the ion

in one of its Zeeman sublevels, laser light is applied in a process called optical pumping. Either

a frequency selective method or a polarization selective method can be used as follows.

Circularly polarized laser light resonant with the S 1/2 to P 1/2 transition can repetitively

pump the ion to one of its Zeeman sublevels. The laser light will excite the S 1/2, mF = 1/2

to P 1/2, mF = −1/2 transition. The ion can decay into either ground state, but the circularly

polarized light cannot empty any populations which end up in the S 1/2, mF = −1/2 state. In

this way, the ion is optically pumped into the S 1/2, mF = −1/2 state. Laser light at 866 nm

repumps the ion should it decay into the D 3/2 state. This keeps the electronic state of the ion in

a closed loop. If the polarization of the ion is not purely circularly polarized, then this process

will not produce a perfectly prepared state.

A frequency selective process can also be used to prepare the initial electronic state [79].

Laser light (729 nm) resonant with the S 1/2, mF = 1/2 to D 5/2, mF = −5/2 quadrupole

transition is first applied to an ion the ground state manifold. Laser light at 854 nm can then be

used to excite the ion to the P 3/2, mF = −3/2 state. Dipole selection rules dictate that this is

the only allowable transition. The ion can then decay to either of the ground states. However, if

the ion decays into the S 1/2, mF = −1/2 state, this optical pumping stops, as the 729 nm laser

light is not resonant with any transition from this state.

2.5 Photoionization of Calcium

In order to load the trap, ions need to be created within the trapping volume. A beam of

neutral Ca I atoms are produced by a heated oven inside the vacuum chamber. To ionize these

neutral atoms, a two-step photoionization process was used here [80–82]. The process, which

uses two lasers is depicted in figure 2.9. The first laser at roughly 423 nm resonantly excites

the 4s2 1S0-4s4p 1P1 transition, and a second light source, with a wavelength of roughly 390 nm

or shorter excites it to a Rydberg state or directly ionizes it. The ion trap’s electric fields can

then ionize the Rydberg atom. Since the source of calcium inside the oven has a mixture of

isotopes, an isotope selective ionization process is desirable. Because the first laser (423 nm) is

a resonant transition, where the frequency is isotope dependent, this allows for just 40Ca+ ions

to be produced in the trap.

2.6 Laser Cooling

Trapped ions can be cooled with laser light [51, 83–85]. Laser cooling works because, when

an atom absorbs or emits light, the light imparts a momentum to the atom. A vibrating trapped

ion can then use the Doppler effect [86] of the motion of the ion relative to a laser beam to only
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Figure 2.9: The relevant electronic levels for photoionization of neutral calcium (calcium I)
to produce singly charged calcium (calcium II). The two-photon process depicted can either
directly ionize calcium I or produce Rydberg states. The Rydberg atoms can then be ionized
by the electric fields of the ion trap. A resonant laser at the 4s 1S0-4s4p 1P1 transition allows
for the process to be isotope selective. A light source of roughly 390 nm can create Rydberg
atoms or a laser with a wavelength shorter than 390 nm could directly ionize the atoms in the
4s4p 1P1 state.

absorb the light when the ion is travelling towards the light and thereby have its speed reduced.

This can give rise to an average damping force, which cools the ion.

There are two main regimes of laser cooling of trapped ions, which compare the natural

linewidth of the laser cooling transition γ to the trap frequency ωx. When the linewidth of the

cooling transition is much larger than the trapped ion’s motional frequencies, so that γ � ωx, is

called the weak binding limit. Cooling in this regime is also called Doppler cooling. A quantitative

treatment of Doppler cooling below takes into account the quantized electronic states of the ion,

but treats the motion as a continuous variable.

Cooling in the resolved sideband regime [87], where the natural linewidth of the cooling

transition is much less than the trapping frequency, so that γ � ωx, is also called the strong

binding limit. Resolved sideband cooling allows a trapped ion to be cooled beyond the limits of

Doppler cooling; to the quantum ground state of motion. A quantitative treatment of resolved

sideband cooling below takes into account the quantized states of the trapped ion’s motion.

A mathematical treatment, so as to understand the limits of Doppler laser cooling in the

weak binding limit, follows (2.6.1). Next, the phenomena of dark states is described and a

method to avoid them during Doppler cooling is given (2.6.2). Finally, resolved sideband cooling

is then described (2.6.3).
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2.6.1 Doppler Cooling

Doppler cooling works by illuminating the trapped ion with detuned laser light, so that’s

its frequency is less than the ion’s electronic transition frequency (red shifted). The oscillations

of the ion in the trap cause it to be travelling towards the laser source part of the time. When

it is travelling towards the source, a Doppler shift [86] causes the light to increase in frequency

from the ion’s perspective, so that it can be resonant with the ion’s transition. The absorption

of the light then reduces the momentum in the direction the ion was travelling by an amount ~k.

The light will be spontaneously re-emitted in a random direction. Since on average the random

emission of a photon has no preferred direction, this process then cools the ion.

A theoretical approach following the methods of Stenholm [88] gives an understanding of

laser cooling sufficient to build and operate an experiment. A number of simplifications are made

with this approach, which are generally adhered-to during the operation of the experiment.

First the laser light is treated semi-classically and the ion is treated as a two-level system,

which we justified in section 2.4. The trap’s time varying potential is also approximated by

a pseudopotential which is assumed to be purely harmonic. This treatment fails to take into

account important experimental phenomena such as dark-states, which we will treat separately

in the next section.

Unlike the coherent sideband spectroscopy described in section 2.4.2. The excited states

used for Doppler cooling usually have a short lifetime and therefore a correspondingly large

linewidth, γ. And this linewidth is not much smaller than the trap frequency ωx. The reason

such a transition is used is because the cooling power is inversely proportional to the lifetime of

the transition chosen. Also, the cooling process uses spontaneous emission to cool the ion and

this process is inherently decoherent. After spontaneous emission, the state of the ion cannot

necessarily be described by the pure state formalism that has been used up to this point. For

these reasons, a semi-classical theory to describe Doppler cooling is introduced. First in this

section, the density matrix formalism is introduced. Then the evolution of the ion’s state under

a light-ion interaction is given. This allows the excited state probability to be computed, so that

the average force on the ion can be computed. This force has a damping behavior which slows

the motion of the ion. Because of the spontaneous emission however, the ion receives kicks which

heat the ion. The limit of Doppler cooling can then be calculated when the two effects of cooling

and heating cancel.

2.6.1.1 Density Matrix Formalism

To describe the probabilistic mixed state of the ion due to spontaneous emission, the density

matrix representation is introduced here. Considering just the electronic state of the ion. The

density matrix representation of the state of an ion can written as a sum of pure states as follows,

ρ =
∑
n

cn |n〉 〈n| , (2.76)

where |n〉 are the quantized electronic states of the ion. The coefficients cn are probabilities

of finding the ion in that state. This is an important conceptual difference from the quantum
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principle of superposition. Here, the quantum state is said to be in a mixture (as opposed to

“pure”), so that the likelihood of finding the system in a particular pure quantum state |n〉 is

simply proportional to the coefficient cn. In contrast, if a quantum state |ψ〉 is in a superposition

of states, so that |ψ〉 =
∑
n cn |n〉, then the likelihood of measuring the system in state |n〉 is

proportional to |cn|2 and it is possible to measure interference between the states since the states

are present at the same time. A density matrix is used to represent the probabilistic mixture of

quantum states, averaged over many experimental cycles. For any single experiment, only one

quantum state |n〉 is present with probability cn.

2.6.1.2 Louiville-von Neumann Equation

Using this description, the evolution the density matrix subject to a Hamiltonian H evolves

according to the von Neumann equation,

i~
dρ

dt
= − i

~
[Ĥ, ρ]. (2.77)

When an atom absorbs a photon, it receives a momentum kick in the direction the photon was

travelling, and this is included in the above Hamiltonian. However, if it spontaneously emits

a photon some time later, this is in a random direction. In order to add this random effect to

the dynamics, the Liouville Ldρ is added to the von Neumann equation (notation from Cirac et

al. [89, 90]).

Ldρ = γ(2σ−ρ̃σ+ − σ+σ−ρ− ρσ+σ−)/2 (2.78)

where γ is the spontaneous emission rate and ρ̃ accounts for the momentum transfer in the

spontaneous emission of a photon and is given by

ρ̃ =
1

2

∫ 1

−1

dzeikx̂zρe−ikx̂z3(1 + z2)/4. (2.79)

The form of ρ̃ above assumes that the spontaneously emitted photons have a dipole radiation

profile. By expanding Ld in terms of the Lamb-Dicke parameter η, and taking the approximation

that the laser cooling rate (change in the motional state) is slow compared to both the ion’s

motional frequency and the internal atomic frequencies, a perturbative approach can be taken

to give the excited or ground state populations.

2.6.1.3 Cooling and Heating

Here, cooling is only considered along the x-direction of motion and the motion of the ion is

considered classically with an x-direction velocity vx. When the ion is illuminated by laser light,

the electronic state reaches a quasi-stationary excited-state population, which is then given by

Loudon [91] as

ρee =
(Ω0/2)2

δ2
eff + (γ/2)2 + Ω2

0/2
(2.80)

where Ω0 is the effective Rabi frequency, γ is the rate of spontaneous emission of the excited

state, ρee = 〈e| ρ |e〉 is the excited state population, and δeff is the effective detuning of the
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light. The effective detuning of the laser light is dependent upon the ion’s velocity, which we

assume to change much slower than the time it takes for the excited state probability to reach

its quasi-stationary state.

The excited state can also be written in terms of the saturation parameter s = |Ω0|2/γ2,

where Ω0 is the effective Rabi frequency. Knowing the excited state population allows one to

calculate the average scattering rate, and hence the average force on the ion. For small velocities,

the effective detuning, due to the Doppler shift, can be linearized in v so that δeff = ∆− k · v,

where ∆ = ω− ωC is the nominal detuning of the laser. The average force in the x-direction F̄x

is then [73]

F̄x = F0(1 + κdcvx), (2.81)

where F0 is the average radiation pressure in the x-direction that displaces the ion from the center

of the trap, vx is the velocity of the ion in the x-direction, and κdc is the damping coefficient

proportional to the speed of the ion, given by

κdc =
8k∆/γ2

1 + s+ (2∆/γ)2
. (2.82)

On average, the ion sees the above damping force, which would lead to a rate of change of the

ion’s energy in time of Ėc = F0κdc〈v2
x〉, where 〈v2

x〉 is the expected value of the square of the ion’s

velocity. However, laser cooling of the ion is a process which is limited by the random impulses

it receives during spontaneous emission. Near the limit of Doppler cooling, in the low velocity

limit, the heating rate due to these random kicks is then on average given by Leibfried et al. [73]

as

Ėh '
1

2m
(~k)2γρee(v = 0)(7/5). (2.83)

When the ion reaches a steady state, so that the heating rate and the cooling rate equal each

other, the final energy of the ion is then

Emin =
7~γ
√

1 + s

20
. (2.84)

where the laser detuning ∆ = (γ
√

1 + s)/2.

2.6.2 Dark States

The two level approximation is not able to explain a well-known phenomena. With certain

laser intensities, polarizations and detunings, an atom can cease to fluoresce in ways that are

not predicted by a simple two-level approximation [92, 93]. Because a 40Ca+ ion has a Zeeman

sub-structure, with a splitting not much greater than the Rabi frequency of the Doppler cooling

laser, the two-level approximation is not always valid. There exist electronic states of the ion

which are eigenstates of the interaction Hamiltonian of the combined laser-ion system [94, 95].

Some such eigenstates do not have a significant population in the excited state and show reduced

or no fluorescence.

In order to quantitatively treat this phenomena for 40Ca+, all eight Zeeman sub-levels of

the electronic states S 1/2, P 1/2 and D 3/2, as well as the laser parameters of the 397 nm and
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Figure 2.10: An illustration of dark states involving just the S1/2 and P1/2 Zeeman sublevels.
Laser light can coherently excite the populations in each of the ground states to the two excited
states. If the phase of the ground states is opposite, |−〉 = (|mF = −1/2〉−|mF = +1/2〉)/

√
2,

then they destructively interfere and the excited state population (and hence fluorescence) is
reduced.

866 nm sources must be taken into account [94–96]. This includes the laser detunings, intensities

and polarizations with respect to the magnetic quantization axis and its strength. This large

parameter space is best treated numerically and is beyond the scope of this thesis. However,

some insight into these phenomena can be gained by considering just four Zeeman sublevels of

the S 1/2 and P 1/2 state, and considering this system as if it were two symmetric Lambda-level

structures as described by Wynands et al. [97]. In figure 2.10 is a depiction of these four Zeeman

sublevels in the absence of a magnetic field. Linearly polarized laser light at 397 nm will excite

both Zeeman sublevels of the S 1/2 state to the one of the P 1/2 sub-levels. If the initial state of

the ion is a coherent superposition of these ground states, a convenient basis is

|+〉 =
|mF = −1/2〉+ |mF = +1/2〉√

2
(2.85)

|−〉 =
|mF = −1/2〉 − |mF = +1/2〉√

2

If the ion is initially in the |+〉 state, then excitation will bring the ion into the P 1/2 levels.

However, if the ion is in the |−〉 state, exciting both ground states at the same time will cause

destructive interference because they have the opposite phase. In this case |−〉 is said to be

a dark state because it exhibits reduced or no fluorescence compared to |+〉. Application of a

magnetic field will causes these levels to split so that the states |+〉 and |−〉 will oscillate between

each other as time progresses. In this way, an applied magnetic field can be used to destabilize

the dark state.

The dark states of 40Ca+-like ions have been studied and they can be avoided by creating a
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Zeeman splitting with the magnetic field quantization axis at the correct angle to the polarization

of the Doppler cooling beams [96]. The following guidelines are recommended: For 40Ca+ ions

Doppler cooled without substantial power broadening, the angle of linearly polarized 397 nm

and 866 nm light should be perpendicular with respect to the magnetic quantization axis. The

866 nm light should be blue detuned half the excited state’s linewidth. And the strength of the

magnetic field should be such that is has a splitting of between 0.01 and 0.1 of the excited state’s

linewidth [96].

2.6.3 Sideband Cooling

In the strong binding limit, where the linewidth of the cooling transition is much smaller

than the trap’s motional frequencies, the ion can be cooled to the motional ground state [98].

A semi-classical description is as follows, where the cooling laser is directed along the x axis.

Consider the laser frequency ωI in the trapped ion’s oscillating reference frame. Because of

the first order Doppler effect, the laser’s frequency ω is frequency modulated at the motional

frequency of the trapped ion ωx. Specifically, it has wideband frequency modulation (FM) with

a sinusoidal signal [99], so that the laser frequency of the laser in the ion’s reference frame can

be written as

ωI = ω + ωxη(2n̄+ 1) sin(ωxt) (2.86)

where η is the Lamb-Dicke parameter and n̄ is the average phonon number. The FM modulation

index βFM [99] is then equal to the quantity η(2n̄ + 1). The spectrum of such a signal has

a carrier at the laser’s laboratory frequency ω, with multiple sidebands spaced at ωx. The

frequency modulated electric field E(t) of the cooling laser can then be written as

E(t) = E0

∞∑
n=−∞

Jl(βFM) cos [(ω + lωx)t] (2.87)

where E0 is the amplitude of the laser’s unmodulated electric field at the ion and Jl(βFM) are

Bessel functions of the first kind, of order l. The intensity of the l-th sideband of the laser is

then proportional to J2
l (βFM). At high temperatures (large n̄), there are many sidebands with

sufficient intensity, so that practical resolved sideband cooling would be technically difficult.

For βFM � 1, the properties of these Bessel functions give that most of the laser intensity is

contained in the carrier and the first order side bands. The intensity of the first order sidebands

relative to the carrier is then equal to twice the square of the first order Bessel function of the

first kind 2J2
1 (βFM), which, in the lowest order approximation, is equal to β2

FM/2. Once the ion

is cool enough (usually by the application of Doppler cooling) so that β2
FM � 1, in the lowest

order approximation, the intensity of the carrier is approximately 1− β2
FM/2. This is the same

as the condition to be inside the Lamb-Dicke regime (see sec. 2.4.2.1) and it means that the first

order Doppler shift can be effectively ignored.

Resolved sideband cooling can then proceed as follows using sideband spectroscopy (see

sec. 2.4.2). An ion in the ground state is given a π pulse on the red sideband (RSB), so that the

laser frequency ω = ωC−ωx, where ωC is the electronic transition carrier frequency. Because the

ion is inside the Lamb-Dicke regime, the intensity of the laser light at the RSB is not appreciably
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Figure 2.11: Sidband cooling of a 40Ca+ ion. After Doppler cooling and electronic state
preparation to the S 1/2,mF = −1/2 state, the application of a frequency selective RSB pulse
can transfer the ion’s state from S 1/2,mF = −1/2 to D 5/2,mF = −5/2. Application of
the 854 nm laser can then transfer the D-state population to P 3/2,mF = −3/2 since this is
the only dipole-allowed transition. The excited P 3/2,mF = −3/2 then can only decay to the
S 1/2,mF = −1/2 state. If the Lamb-Dicke parameter η is small, then the 854 nm transition to
P 3/2 and the spontaneous decay to the ground state are both unlikely to increase the motional
quantum number, and each cycle of this process should decrease the average phonon number
by 1. Such a process can produce an ion in the motional ground state with more than 99.9%
probability [100].

modulated to the carrier or other sidebands. This π pulse on the RSB raises the electronic state,

but reduces the ion’s motional state by one (see sec. 2.4.2). Spontaneous emission can then

follow, bringing the ion again into the electronic ground state. Usually, spontaneous emission

does not change the motional state (with probability ∼ (1 − η2). This process can be repeated

until the ion is in the ground state.

For 40Ca+, the 729 nm S to D transition, with a natural linewidth of about 1 Hz, offers an

easily resolved sideband transition. However, to speed up the process, the ion is pumped out of

the long-lived state D with 854 nm laser light. Figure 2.11 depicts one method as follows: After

Doppler cooling and electronic state preparation to the S 1/2,mF = −1/2 state, the application of

a frequency selective RSB pulse can transfer the ion’s state from S 1/2,mF = −1/2 to D 5/2,mF =

−5/2. Application of the 854 nm laser can then transfer the D-state population to P 3/2,mF =

−3/2 since this is the only dipole-allowed transition. The excited P 3/2,mF = −3/2 then can

only decay to the S 1/2,mF = −1/2 state. If the Lamb-Dicke parameter η is small, then the

854 nm transition to P 3/2 and the spontaneous decay to the ground state are both unlikely

to increase the motional quantum number, and each cycle of this process should decrease the

average phonon number by 1. Such a process can produce an ion in the motional ground state

with more than 99.9% probability [100].

2.7 Qubit Rotations and Gates

Up to this point, we have discussed how to prepare and manipulate the quantum states of

ions. In order to leverage these capabilities into a quantum simulator or computer, the simula-

tion’s interactions or the computational algorithm needs to be encoded into a set of operations

which manipulate the states of ions. For simulations this is often done by preparing a state
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and then using pulses of laser light to simulate the desired system dynamics. For computation,

the algorithm is usually compiled into a series of laser pulses which process the qubit(s). For

instance if a qubit, |Ψ〉, is encoded into the ions’s electronic states (for instance |S〉 = |1〉 and

|D〉 = |0〉), then the state can be written as

|Ψ〉 =

[
cos

(
θ0

2

)
|0〉+ eiφ0 sin

(
θ0

2

)
|1〉
]
, (2.88)

where θ0 and φ0 are both real numbers which describe the state of the qubit. The angles θ and

φ can be represented as the angle of a unit vector from the vertical z-axis and the azimuthal

angle in the xy-plane as shown in figure 2.12. Such a representation is called the Bloch sphere

representation of the qubit. In the rest of this section, first single qubit gates are described (2.7.1),

and then an overview of multi-qubit gates is given (2.7.2).

2.7.1 Single Qubit Rotations

Usually, the qubit is considered in the Heisenberg representation, so that in the absence of

external fields, it does not rotate. For the S-D qubit above, a pulse of 729 nm laser light incident

upon the ion, resonant with the S 1/2-D 5/2 transition will rotate |ψ〉 as [101, 102],

R(θ, φ) = exp

(
i

~
Ĥcarθ

)
. (2.89)

Here Ĥcar is the carrier Hamiltonian (eq. 2.71), θ and φ point in the direction of the xy-plane

about which the rotation takes place. The magnitude of the rotation is given by the length of

the laser pulse times the Rabi frequency (i.e. θ = Ω0t). These type of on-carrier rotations are

called single qubit rotations and they are further subdivided into rotations about the x or y axis

as follows

Rx(θ) = R(θ, π) Rx̄(θ) = R(θ, 0)

Ry(θ) = R(θ, 3π/2) Rx̄(θ) = R(θ, π/2) (2.90)

where the subscripts x̄ and ȳ mean that the rotations are around the negative x and y axis respec-

tively. While these rotations allow one to perform any action on a single qubit, for efficiency’s

sake, rotations around the z-axis can be performed by the application of a far off-resonant beam

which produces an AC-stark shift [103].

2.7.2 Quantum Logic Gates

For coupling between the motional qubit and the electronic qubit, application of RSB and

BSB pulses allows the excitation or depopulation of motional Fock states. Since the motional

states of the ions are coupled to each other through the Coulomb force, the electronic state of

one ion can then be transferred to motional states and used to manipulate the electronic states

of other ions.
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Figure 2.12: Bloch sphere representation of a qubit showing the relation between the angles θ
and φ to a vector on the unit sphere, which represents the qubit |ψ〉.

It turns out that almost any two qubit interaction is enough to form a universal basis of

quantum gates [27]. In most of the quantum information experiments with trapped ions, a linear

quadrupole ion trap is used to store a string of ions. The motional mode of the string is shared

between all the ions, so that it forms a phonon bus, which allows for a shared qubit between

the ions in the string. Two qubit interactions such as the Cirac-Zoller CNOT gate [104], the

Mølmer-Sørensen-type controlled-phase-gate [105] or even fault tolerant gates [106] have been

used, along with single qubit rotations, to create a universal set of operations. For 40Ca+ ions,

quantum logic gates can be done with lasers in roughly a few 10s of µs [107].

An alternative proposal, which we aim to implement, uses ions in a 2D array of microscopic

traps, with nearest neighbor interactions [108]. The interactions described above, so far, have not

been implemented in 2D arrays of ions traps. A proposed method to create pairwise entanglement

and perform two-qubit gates in 2D arrays is given in the next chapter in sections 3.2.6 and 3.2.8.

2.8 Electronic State Measurement

One of the areas in which trapped ion quantum computation excels is the method of elec-

tronic state detection. A subset of the electronic structure of alkali ions, such as 40Ca+, have a

lambda level structure, which can be used to allow a single quantum absorption event at one fre-

quency to be detected by probing the ion’s state with a second resonant frequency. This method

has been variously called electron shelving [109], a double resonance [110–112], or a quantum

counter [113].

In figure 2.13 are the relevant energy levels of 40Ca+ used for state detection. For 40Ca+,

the qubit can be encoded into the S 1/2 and the D 5/2 states (often denoted just |S〉 , |D〉). With

reference to figure 2.13, if the ion is illuminated with 397 nm light and the ion is in the S 1/2 state,
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Figure 2.13: State detection using the electron shelving technique for 40Ca+. Absorption of
a single 729 nm photon causes an ion in the ground state to be excited to the D 5/2 state. If
the ion is in the D 5/2 state, it will then cease to fluoresce in the presence of 397 nm radiation.
If the qubit is encoded into the S 1/2 and the D 5/2 states, then this method can measure the
qubit with more than 99.99% accuracy [114]

it will scatter photons. But if it is in the D 5/2 state, it will remain dark. During state detection,

866 nm light is used to repump out of the D 3/2 state. Using this method, state detection can be

done in 400µs with a fidelity of 99.99% [114]. This performs a canonical projective measurement,

so that after measurement, the ion is in one of the two states which encode the qubit. If the

state detection is done while driving the qubit, quantum jumps can be seen between the two

states of the qubit [115, 116].

Since the measurement is projective, if the measurement basis is not aligned with the state

of the ion, then the measurement is probabilistic. For instance, if the ion is in a superposition

state (|S〉+|D〉)/
√

2, then there is a 50% probability of seeing fluorescence when measured. Even

if the result of a quantum algorithm expects the ion and measurement to be in the same basis,

experimental errors during the execution of the algorithm can cause the ion’s state to wander

off basis. This means that usually, the experiment is repeated (often 100 times or more) so as

to estimate what fraction of the qubit is in |S〉 or |D〉.

The measurement basis is described using the Pauli-operators (see eq. 2.63). For instance,

the expected value of the measurement 〈ψ|σz |ψ〉 represents a measurement in the z basis (i.e.

|S〉 , |D〉 basis). For a qubit encoded in the |0〉 = |D〉 and |1〉 = |S〉 states, the expected value

is equal to (Pf × 2)− 1, where Pf is the probability of detecting fluorescence. Since probability

cannot be measured directly, the experiment must be repeated many times and an estimate of

the probability of fluorescence can be inferred. Measurements in the x and y bases cannot be

made directly, but can instead be measured by performing a θ = π/2 single qubit rotation before

measuring in the z basis. For instance, rotating the qubit about the x axis by π/2 followed by

a measurement in the z basis is equivalent to a measurement in the y basis.
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2.9 Qubit Decoherence, Dephasing and Decay

Quantum computers and simulators are not unlike analog computers and simulators, in that

they essentially use a physical state (the quantum state) directly as a variable for processing.

Quantum algorithms, like the Deutsch-Jozsa algorithm [2, 117, 118] are meant to produce an

answer in the z-basis of the qubit(s), so that one can obtain a result in a single measurement

of whether the qubit is |0〉 or |1〉. But while the end result may be measured in one particular

basis, small errors during the computation, change the value of the quantum state in unexpected

ways. If a system of qubits dephases, loses coherence or decays, the result of any measurement

on the qubits may no longer be valid, so that controlling these sources of error is paramount to

a functional quantum computer or simulator.

The rest of this section is organized as follows. First an introduction to qubit fidelity is

provided (2.9.1). Then an overview of quantum error correction is given (2.9.2). Finally the

specific sources of errors are described, first for electronic states of the ion (2.9.3), and then the

motional states of the ion (2.9.4).

2.9.1 Qubit Infidelity

Three ways a qubit can be altered are decay, decoherence and dephasing. Decay is when

the quantum state, the qubit is encoded in, jumps to another state. This is usually because

of spontaneous emission or resonant interaction with random stray fields. Decoherence is when

the basis of the qubit rotates in a random way. Considering only pure states and using the

Bloch vector notation introduced above in section 2.7.1, decay causes the angle θ to change,

and decoherence causes the angle φ to change; both in random ways. Dephasing is similar to

decoherence, in that the Bloch vector rotates, but it is in-principle reversible; i.e. dephasing is

caused by systematic errors in the experimental setup, which if characterized can be corrected

for.

Decoherence can also be described using the density matrix notation (see sec. 2.6.1.1). In

this case the Bloch vector (see fig. 2.12) is the sum of the probabilistic mixture of pure state

vectors. In such a representation, decoherence will shorten the vector in the Bloch sphere.

However, for the description of error syndromes below, a pure state description is used.

It is worth mentioning why digital computers do not have this problem. Binary digital

machines use non-linear thresholding of a physical state at every step of computation to store

and process a binary value. Because for a digital machine, the basis of measurement does

not change (its usually a voltage), the non-linear thresholding allows errors to be effectively

eliminated at each step of processing.

Attempts to use thresholding techniques on the quantum state are frustrated by two things.

First, while a quantum algorithm may produce a final answer in the form of a qubit to be

measured either up or down, for many quantum algorithms, the intermediate steps need to use

the vast Hilbert space of the qubits to speed up the computation. Secondly, it is not possible

to measure the qubit without altering it. Any attempt to threshold it before the algorithm is
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finished would project it into the unentangled subspace. The Hilbert space of the unentangled

qubits is exponentially smaller. The lack of thresholding gives rise to the fear that any small

errors could add up at each step in the computation, eventually rendering the result useless.

2.9.2 Quantum Error Correction

Authors such as von Neumann [119], Shannon [120], and Hamming [121] developed a method

for averaging out errors in physical states which store or transmit information (also called chan-

nels) using redundancy. Happily, this can be applied to quantum states in the form of Quantum

Error-Correcting Codes (QECC) [103, 122, 123] subject to the condition that the errors are

uncorrelated. Uncorrelated errors being defined so that N separate qubits, each having an error

rate εq << 1, have the same (or correlated) error likelihood which scales as (εq)
N .

Fully correlated errors, which are defined here as the error rate a group of N qubits have

in excess of the uncorrelated error rate εNq are still a source of concern. These sorts of errors

can be caused by the qubit laser’s frequency drifting or its amplitude fluctuating, or fluctuations

of the static magnetic field which provides the Zeeman splitting. Correlated errors can also be

caused by ion heating. These errors can cause the processing of the quantum algorithm to be

incorrect. Because they can act on more than one qubit at a time, they produce fully correlated

errors, which cannot at this time be eliminated with QECC. It remains to be seen, how far these

correlated errors can be reduced, to allow for quantum information processing to be scaled-up.

For now the reduction of these correlated errors must be done by reducing the sources of error

directly, or with quantum engineering methods such as using a decoherence free subspace [124]

or by dynamical decoupling [106].

Ion heating is a particular concern for scaling-up ion trap QIP, because it is a correlated

source of decoherence and decay who’s physical mechanisms are not yet understood. Because of

this, an important performance criterion is the ion trap’s heating rate. Not all the reasons for

ion heating are completely understood, but many mechanisms have been identified [125].

2.9.3 Electronic-Qubit Decoherence

The electronic qubit is subject to decay, dephasing and decoherence. Since, for the 40Ca+ ion’s

optical qubits, the metastable D states have a lifetime of about 1 second, the decay can usually

be neglected until the experiment becomes a substantial fraction of this time. Usually what

limits the accuracy of experiments with respect to the electronic qubit is its decoherence and

dephasing. Two important sources which can limit the ion’s coherence time are fluctuating

magnetic fields and fluctuations in the driving laser’s intensity and frequency.

2.9.3.1 Fluctuating Magnetic Fields

As explained in section 2.2.2, a static magnetic field is applied in the direction of the

quantization axis. This gives rise to a Zeeman splitting so that the individual Zeeman sublevels
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of the electronic states can be addressed. Any fluctuations of the magnetic field in this direction

cause the energy-level separation to fluctuate. This can cause the qubit to rotate at a rate other

than expected. So that in the rotating frame of the qubit, the phase φ is no longer constant.

The use of magnetic shielding can reduce this decoherence due to random magnetic fields. If the

magnetic field fluctuations have a periodic nature, then synchronizing the experiment with the

periodicity, such as done with a line trigger, can also reduce this effect.

2.9.3.2 Laser Frequency and Amplitude Drifts

As described in section 2.7.1, a focussed laser beam can be used to perform single qubit

rotations. The speed of this interaction, proportional to the effective Rabi frequency Ω0, is in

turn proportional to the laser’s field amplitude (eq. 2.65). As long as the laser fluctuations are

small compared to the nominal level, a Taylor expansion gives that the change in the effective

Rabi frequency will be proportional to half the change in the laser intensity. Fluctuations in

the pointing of the laser beam, motion of the ion, or fluctuations in the power of the laser

beam will then cause the effective Rabi frequency Ω0 to vary proportionally to the level of these

fluctuations. Fluctuations of the laser frequency can also cause a change in both the phase of

the qubit rotation φ, and the effective Rabi frequency.

Since the phase of the qubit relative to the laser must be kept track of, if the qubit laser’s

frequency drifts unexpectedly, then this will cause errors in subsequent qubit operations. By

using ultra-low-expansion glass2 (ULE™) for the qubit laser’s stabilization cavity, the laser can

have a drift as low as 60 mHz per second [126], so that this source of error can be effectively

eliminated.

Laser intensity variation can however still be a source of error. If the beam-pointing of the

laser is unstable, then the ion will experience intensity fluctuations. This can be minimized by

using larger beam sizes and more stable optics. For power level fluctuations of the laser beam,

intensity stabilization has been used to reduce this error to less than 0.5% [127]. This could be

improved upon. For a bandwidth of 1 MHz, laser intensity could possibly be stabilized to within

10 ppm (parts per million) [128, 129]. However, intensity fluctuations can also be caused by

undesired motion of the ion relative to the laser.

2.9.3.3 Spectator Modes

The form for the effective Rabi frequency given in section 2.65 is a one dimensional ap-

proximation. Motion of the ion(s) in other directions can cause intensity fluctuations, as well as

give the ion extra degrees of freedom to move in response to light induced pressure. Since these

modes of motion are not considered the main actors in desired light-ion interactions, they are

called spectator modes.

The full form of the interaction includes the motion from the spectator modes of the

ion(s) [77, 102]. The amount of motion in each of the spectator modes is a random distribution

2Corning Incorporated
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after Doppler cooling, and this can cause the effective Rabi frequency to vary from experiment

to experiment. If the spectator modes are only Doppler cooled, their motion can cause deco-

herence, with a time scale of 10s of microseconds, while performing laser mediated qubit gates.

For this reason, ground state cooling of all the motional modes is done for high fidelity quantum

operations.

Even if the spectator modes are cooled to their motional ground state, they will cause

decoherence proportional to the sum of the number of modes times the modes’ Lamb-Dicke

parameters squared η2. The Lamb-Dicke parameter is of order 1% for current experiments with

laser induced qubit gates. So that the lower limit for single ion operations using lasers is of

order 10−4. Since the Lamb-Dicke parameter is inversely proportional to the square-root of the

trap frequency ωx, this source of decoherence could, in principle, be further reduced. However,

the number of spectator modes is roughly 3N , where N is the number of trapped ions. This

means that as the number of ions in a trap is increased, the errors due to spectator modes grows

linearly. Some proposals for scaling up ion trap quantum computing have advocated placing the

ions in separate traps to avoid this. This is covered more in section 2.12.

2.9.4 Motional-Qubit Coherence and Heating

The motional qubit is subject to decay and decoherence. And since the motion of the ions is

used to couple quantum information between ions, any heating during this interaction corrupts

the quantum logic operation in a correlated way. This means that ion heating could be a serious

roadblock to large-scale ion trap QIP.

The charged ion in the trap responds to fluctuating electric fields and these can cause ion

heating. Methods to keep the ion cool, by coupling it to a zero temperature bath [130] while

preventing the level decay, would not prevent these fields from causing the motional state to lose

coherence. So that an important measure of the performance of a particular trap is its heating

rate. Another source of error is a drift in the trap frequency, which can cause a dephasing of the

ion’s motional state.

2.9.4.1 Trap Frequency Stability

The secular trap frequency ωx, sets the phase progression of the pseudostationary states of

the trapped ion. The secular frequency ωx is proportional to the field gradient parameters αt, αs.

And these are proportional to the amplitude of the voltages applied to the trap electrodes. If

these can be controlled to, at best, a few parts per million (ppm), then the ion’s secular frequency

will also, at best, also be stable to a few ppm.

For many ion trap experiments, the actual control of the trapping voltage is a few hundred

ppm, so that a secular trapping frequency of 1 MHz will vary by a few hundred hertz during

experimentation. This limits the coherence time of sideband transitions to approximately 10−2

seconds. The voltage fluctuations are primarily caused by experimental errors in the generation

of the RF drive. If improved coherence on the motional sidebands is desired, improvement of

the voltage stability or active stability of the trap frequency would need to be done.
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2.9.4.2 Heating From External Fields

Apart from the large electric potentials which confine the ion, residual fluctuating electric

fields in the experiment couple to the motion of the ion and induce transitions between vibrational

states. For ion traps with single ions, initially in the ground state, experiments have been

constructed where the heating of the ions is less than one phonon per second [125]. However,

as the size of the trap is scaled down to microminiature sizes, the heating rate of the ion(s)

has increased in many experiments. To understand the possible sources of heating in ion traps

requires additional theory, presented here (and in appendix E). There are two main classes of

heating, the first of which is linear. The second type of heating grows exponentially in time.

Excitation of the motional state can be caused by a resonance between the trapped ion

and a spatially homogeneous field [131, 132]. Spatially homogeneous here means that it does not

change appreciably over the range of ion motion present in the experiment. If the exciting field is

a coherent source, the amplitude of the motion will grow linear in time (and the energy will then

grow as the square of the time). If the exciting field can be described as a white noise spectrum,

then the amplitude of the motion will grow with the square root of the time and the energy

linearly. For a white noise source, the exciting field is not coherent and this type of excitation is

considered heating. A quantitative description of this sort of heating is given below.

The second type of excitation, often called parametric excitation, occurs when there is

a resonance with a spatially inhomogeneous field [77, 131, 133]. An example of a spatially

inhomogeneous field is the quadrupole trapping field from the drive electrodes. The gradient

of the field means that as the ion’s motion grows, the size of the perturbations also grow.

For instance, any voltage fluctuations on the drive electrodes would manifest themselves as an

inhomogeneous fluctuating electric field. Parametric heating could also be caused by interactions

between a magnetic field and the ion. As the ion’s velocity increases with its motion, the Lorentz

force would increase. Using laser cooling, trapped atomic ions are kept close to the ground state

of their motion. As such, parametric heating processes are not usually considered. But for long

storage times with the cooling lasers turned off, parametric heating might be a source of ion

heating.

Heating due to homogeneous fluctuating wideband field noise is described mathematically

as follows. When the ion is cooled close to the quantum ground state, the corresponding motional

dipole moment is dI ≈ qa0, where a0 =
√

~/(2mIωx) ≈ 10 nm is the ground-state size. This

dipole moment makes trapped ions susceptible to electric fields. Adopting, as above, a one-

dimensional description of the ion motion along specific axis et of the trap and changing into the

interaction picture with respect to the bare trapping Hamiltonian Ĥt(t), the ion-field coupling

is given by Leibfried et al. [73] as

Ĥion−field(t) = dI

[
u(t)â† + u∗(t)â

]
δEt(t). (2.91)

Here u(t) are solutions of the Mathieu equation 2.13 using the Floquet ansatz (see eq. 2.17). The

annihilation and creation operators (â, â†) create and destroy the quasistationary states. Here

δEt(t) = Et(t)− 〈Et〉, where Et(t) = et ·E(rI), is the fluctuating component of the electric field

at the position of the trap, rI, and along the direction et.
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Using equation (2.91) and Fermi’s golden rule, the heating rate from the ground state to

the first excited state Γh is given by Wineland et al. [77, 131] as

Γh =
e2

4mI~ωx

∞∑
j=−∞

|C2j|2SE((βx/2 + j)Ωrf), (2.92)

where the motional terms C0 = 1 and C2 = qx/4 are the lowest order approximation to the

Mathieu equation (valid when qx � 1, see sec. 2.1.2), βx is the characteristic exponent, and

SE(ω) = 2

∫ ∞
−∞

dτ〈δEt(τ)δEt(0)〉e−iωτ (2.93)

is the single-sided spectral density of the electric-field noise. For homogeneous wideband electric

field noise, the heating rate is independent of the motional state of the ion; i.e. it is a constant

rate for SE(ωx), mI and ωx constant [131]. Considering only the heating due to field noise

resonant with the ion’s secular frequency ωx and the first order motional sidebands Ωrf ±ωx, the

change in average energy per unit time 〈U̇〉 is then

〈U̇〉 =
q2

m

[
SE(ωx) +

q2
x

4
SE(Ωrf ± ωx)

]
= 〈ṅ〉ωx~, (2.94)

where 〈ṅ〉 is the change in the ion’s average phonon number per unit time. For field noise which

has a substantial gradient, this expression must be modified, especially in the presence of a stray

static field (see sec. E.5). Similarly, this expression is not valid if the field noise is narrow band

or approximately coherent; i.e. the ion excitation is caused by electric field noise, which has

a peak with a spectral width δω of order (or narrower) than the inverse of the heating time

1/T . However, most experiment sources of electric field noise are wideband in nature. And the

ion can be kept in (or close to) the motional ground state with laser cooling. This allows most

experiments to safely ignore parametric heating and narrow band sources of ion excitation.

Methods to measure the heating rate are given below in section 2.10 and in appendix D is a

compilation of all known heating rate measurements. In appendix E, a compendium of relevant

physical sources of electric-field noise and their characteristics are given.

2.10 Heating Rate Measurements

As described above, the level of heating an ion experiences in any given trap is an important

specification of the ion trap experiment. In this section the theoretical basis is given for a few

heating rate measurement methods. First a simple method is described, where all sources of

cooling are turned off, and the wait time until the ion is lost allows the heating rate to be

estimated (2.10.1). A second method uses a resolved sideband method to probe the coherence

of the sideband spectroscopy (2.10.2). The last method discussed uses the fact that motion of

the ion will diminish the fluorescence of the ion during Doppler cooling (2.10.3).
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2.10.1 Ion Loss Heating Rate Measurement

Consider some homogeneous wideband field noise, which can heat the average energy of the

ion linearly to above the trap depth as per equation 2.94. One method used to estimate the

heating rate of ions in a quadrupole ion trap (QIT) is to turn off any cooling processes and allow

the ion to heat up. When an ion’s energy exceeds the trap depth, it can be lost. Assuming a

linear heating rate, one can then calculate the heating rate as the trap depth Φdepth divided by

the uncooled ion lifetime tuc. When the ions have approximately a 50% chance of being lost,

then their energy is about equal to the trap depth. Since the ion has three axes, and for each

axis, potential or kinetic energy can be stored. The total energy of the ion U is,

U = 3kBT, (2.95)

where kB is Boltzmann’s constant. For each axis, the average phonon level 〈n〉 will be

〈n〉 =
kBT

~ωj
, (2.96)

where ωj is the frequency of the j-th axis. The time rate of change of the ion’s temperature is

then approximated as,

Ṫ =
Φdepth

3kBtuc
. (2.97)

This method to estimate the heating rate can easily be too high, because the assumption that

the heating rate is linear is not a very good one as the trap becomes appreciably anharmonic.

As the ion becomes very hot, any parametric heating mechanisms could also come into play. As

such this method is considered to give an upper bound on the heating rate.

2.10.2 Sideband Heating-Rate Measurement

Besides quantum information processing, one use of laser spectroscopy on long-lived states

is to measure the heating rate of the ion. Since an ion heats up in the presence of electric-field

noise, this allows one to use ions as probes of the electric field. If the ion is initially in the

electronic ground state, with a motional state n, then driving Rabi flops on the BSB will cause

the ion to undergo transitions of both the electronic and motional state at a rate given by

ΩBSB = Ω0

√
n+ 1η (2.98)

so that if the ion is initially in the quantum ground state (n = 0), then the blue detuned Rabi

frequency ΩBSB = Ω0η. As the ion is heated (see above in section 2.9.4.2), the motional state

increases and becomes a mixture of n = 0, n = 1, n = 2... , with associated Rabi frequencies

scaled by
√

1,
√

2,
√

3... so that Rabi oscillations driven on the BSB will be composed of multiple

frequency components. The superposition of these sine waves will manifest themselves as a loss

of contrast on the Rabi oscillations. Modelling the superposition of these various Rabi flops

compared to the measured Rabi flops, as the waiting time is increased, can be used to estimate

the ion heating rate.
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2.10.3 Laser Recooling Heating Rate Measurement

The motion of the ion affects its fluorescence when illuminated by the Doppler cooling beam

as explained above in section 2.6.1. One method of measuring the heating rate of the ion uses

this effect. By first turning off the cooling light and allowing the ion to heat up, and then turning

on the Doppler cooling beam so that the ion is recooled, the fluorescence rate is altered and it is

possible to extract the average initial energy E of the ion from a fit to the averaged fluorescence

rate.

The recooling model used here is one-dimensional and assumes that the ion is in the weak

binding regime (trap frequency much less than cooling transition linewidth ωx ≤ γ). Equa-

tion 2.80 is used to predict the ion’s average fluorescence, where the effective detuning δeff , is

caused by the laser detuning as well as the Doppler shift due to the ions thermal motion. The

thermal state of the ion is treated as a probabilistic mixture of coherent states [134, 135] so that

the average fluorescence can be predicted. For the actual experimental measurement, in order

to achieve sufficient statistics, the experiment is repeated many times (typically of order 1000

times). This then gives an expected (from the model) and measured time-dependent fluorescence

curve. If the Doppler laser parameters are known, then the only free parameter is the initial

average energy (temperature) of the ion in the direction of the cooling laser. Fitting these two

curves with different heating times allows the heating rate to be calculated.

2.11 Micromotion

As described above in section 2.1.2, ions in QIT traps have richer dynamics than just that

of harmonic oscillators. They also have a motion at the trap drive frequency Ωrf . The rest of

this section is organized as follows. First a minimal micromotion is described, which is the case

if the ion is oscillating about the RF electric-field null-point of the trap (2.11.1). Next the excess

micromotion is given, that an ion has, if the ion is displaced from the trap location (2.11.2).

Finally, some methods are described to minimize the micromotion of a trapped ion (2.11.3).

2.11.1 Minimal Micromotion

To find the amplitude of this motion, the solution of the characteristic frequency βx (eq. 2.20)

is substituted into the ansatz (eq. 2.17). When qx � 1 the solution can be approximated by

taking just the first two terms of the series and setting A = B, c0 = 1, c2 ' qx/4. In this case,

the x-axis motion of an ion can be approximated as,

x(t) ' 2A cos(βxΩrft/2)[1− qx
2

cos(Ωrft)]. (2.99)

The motion of the ion then has a harmonic oscillation with amplitude 2A at the secular frequency

ωx = βxΩrf/2. Superimposed on top of this secular motion is a faster motion, xmm, given by

xmm(t) = −2A
qx
2

cos(βxΩrft/2) cos(Ωrft). (2.100)
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Figure 2.14: An example of the classical motion of an ion in a quadrupole ion trap. The
slow oscillations are at the secular frequency of 2 MHz with an amplitude of 10 nm. The
fast oscillations are at the trap drive frequency of 30 MHz. The trapping parameter qx is
approximately 0.19, which sets the amplitude of the micromotion relative to the secular motion.

This motion has a frequency of Ωrf with an amplitude scaled by qx/2, relative to the secular

motion. Since many experiments operate the trap with qx � 1, the amplitude of this motion at

the trap drive frequency is small and termed micromotion. The further the ion is from the time

varying electric-field null (called the RF null from here on), the larger are the trapping fields

and the associated micromotion. Figure 2.14 shows an example of the trajectory of a trapped

ion according to equation 2.99. On top of the secular motion at 2 MHz with an amplitude of

10 nm, is a faster micromotion at 30 MHz with an amplitude of approximately 1 nm.

2.11.2 Excess Micromotion

In experiments, the actual micromotion that the ion experiences can be well in excess of the

micromotion expected from the above description. This can be due to undesired stray electric

fields. Taking the pseudopotential approximation, the x-component of the static electric field,

ESx, will displace the oscillating ion from the center of the trap by an average distance, xD equal

to,

xD =
qESx

mIω2
x

. (2.101)

So that the distance the ion is displaced from the center of the trap is inversely proportional

to the square of the secular frequency ωx. In such a case, the total motion, using the same

approximation as in equation 2.99, is

x(t) = A cos(βxΩrft/2) + xD + xmm − xD
qx
2

cos(Ωrft). (2.102)

The first two terms represent the displaced secular motion, the third term is the normal micro-

motion (eq. 2.100), and the last term is the excess micromotion xemm. Written in terms of the
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Figure 2.15: The effect of a stray field in an ion trap. The blue trace shows the unperturbed
classical trajectory of a trapped ion, with the same parameters as shown in figure 2.14. In the
presence of a stray field, the ion’s motion is displaced from the RF null (red), and its secular
motion is unaltered. However, the excess micromotion is clearly visible.

x-component of the stray electric field ESx, the excess micromotion has a form of

xemm = qx
qESx

2mIω2
x

cos(Ωrft). (2.103)

So that the amplitude of the excess micromotion is inversely proportional to the square of the

trap frequency ωx and proportional to the strength of the stray electric field ESx. Figure 2.15

shows the effects of a stray field on the motion of a trapped ion. For the ion trapped with the

same parameters as that given above, a stray field which pushes the ion 1µm from the RF null,

causes the micromotion amplitude to increase from 1 nm to 100 nm. Excess micromotion can

also be caused by a phase mismatch on a system with multiple RF electrodes. This is described

in section 3.5.5. In general, excess micromotion is considered a pathological condition of ion

trapping experiments and steps are taken to avoid this condition [136]. However in some cases,

it can be desirable; for instance if one would like to use micromotion to address ions in the

array [77, 137].

2.11.3 Micromotion Compensation

The presence of DC fields, which push the ion away from the RF null, as explained above,

can cause excess micromotion. In order to correct for this, compensation electrodes are sometimes

installed in an ion trap experiment. Voltages can be applied to these compensation electrodes

so as to null the stray DC field at the ion so that the ion can then fall into the RF null position.

Alternatively, the existing electrodes (RF and DC) can have a compensation voltage added to
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them electronically. The primary challenge to experimenters is to measure the micromotion

amplitude, so that the compensation voltages can then be adjusted.

There are several methods to measure the micromotion amplitude or the stray fields, which

cause this. One is to measure the position of the ion while lowering the RF trapping field [136].

Another method is to measure the size of the micromotion sidebands using an atomic transition

much narrower than the trap drive frequency as explained in 2.4.2. One can also record the time

arrivals of the ion’s fluorescence photons, so that a lock-in technique can be used [136]. Other

ways to measure the micromotion is by parametric excitation of the trapped ions [138] or by

using a modulated Raman effect [139].

2.12 Architecture Proposals for Large Scale Integration

As of this writing, single atomic ions trapped in quadrupole ion traps (QIT) are one of the

most promising candidates for scaling-up quantum simulation and computation [40]. The criteria,

according to DiVincenzo [140], for scaling up quantum computation are shown in table 2.2. While

as progress is made in QIP, the bar is raised to satisfy each of these criteria, items 2-5 on this

list are well satisfied by ions in a QIT as follows,

2. High fidelity initialization can be done (see sec. 2.4.3)

3. Long motional (' 1 s, see sec. 2.9.4) and electronic (' 10 ms, see sec. 2.9.3) coherence times

compared to the gate time (' 20 µs, see sec. 2.7)

4. Mapping between the motional and electronic states of the ions, via spectroscopy with

coherent radiation 2.4, allows for a universal set of quantum gates

5. The electronic state can be read-out with the use of the electron shelving method 2.8

6. Cavity QED can convert stationary (electronic) qubits to flying (photonic) qubits

7. An optical fiber can be used to transmit flying (photonic) qubits

What remains is to be shown is whether quantum operations with trapped atomic ions can be

sufficiently scaled-up to provide a useful quantum computer. In principle, there seems to be no

fundamental reason why trapped atomic ions cannot be scaled-up for large-scale simulation and

computation. However, there are many technical reasons which have limited such systems to

just tens of qubits.

The rest of this section outlines a state of the art experiment and details some of the

proposals to scale-up trapped ion quantum computation and simulation. First a computing

architecture based upon a linear ion trap is described (2.12.1). Architectures using multiple ion

traps have been suggested as a way to scale-up the system. This would require getting the ions in

separate traps to communicate with each other. Several approaches are exist. First a proposed

architecture based on a segmented linear trap is given (2.12.2). Next an architecture which

transports or shuttles the ions between zones in a segmented linear trap is described (2.12.3).
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Criterion for Scalability in Ion Traps

1. A scalable physical system with well characterized qubits ?
2. The ability to initialize the state of the qubit to a simple fiducial state X
3. Long relevant decoherence times, much longer than the gate time X
4. A universal set of quantum gates X
5. A qubit-specific measurement capability X

6. The ability to convert stationary and flying qubits ?
7. The ability to faithfully transmit flying qubits between specified locations X

Table 2.2: The DiVincenzo criteria [140] for scaling up quantum computation. Items 2-5 have
been shown to be well satisfied by ions in quadrupole ion traps. Items 6 and 7 are part of the
necessary requirements to create a quantum network.

A method is then given which uses an optical resonator or cavity to enhance the photonic

interaction between ions in different traps (2.12.4). Finally a proposal which uses a lattice (or

array) of traps and uses nearest-neighbor interactions is described (2.12.5).

2.12.1 Linear Ion Traps

A state of the art trapped-ion QIP experiment can be built by loading a string of ions into

a linear quadrupole ion trap, where each ion can store a single qubit. These qubits can be made

to interact via the phonon-bus [40]. However, as the number of ions in the linear trap increases,

the number of motional modes (which goes up with 3 times the number of ions) overwhelms the

bandwidth of the system.

2.12.2 Linear Arrays

One method to scale-up the system and avoid the issues with having many ions in one trap,

is by segmenting the DC electrodes of a linear QIT. Separate trapping zones can be made, so

that ions in these trapping zones can be shuttled around or brought to resonance with ions in

neighboring zones. Like the coupling described below in section 3.2, nearest neighbor interactions

can be made between trapping sites [141, 142]. However, only a one dimensional (1D) array of

ion traps can be made using segmented DC electrodes.

2.12.3 Ion Shuttling

A related method to scale up ion traps, is to physically move the ions from storage to

processing zones in a segmented linear QIT [143]. One aspect of this proposal, is moving the

ions through junctions, where two linear QITs join together. Attempts to send ions through a

junction where the time varying field is not modified, so far has resulted in heating the ions [144,

145].
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2.12.4 Cavity QED

Ions in different traps, could interact over large distances (even kilometers), with photons

(see items 6 and 7 in tab. 2.2). A Fabry-Pérot cavity built around the ion trap could enhance the

absorption and spontaneous emission of photons to or from the ion. An optical fiber coupled to

this cavity, would then direct the photons to another identical setup. Such a quantum network,

has been implemented in atoms [146] and efforts are underway to do the same with ions [147].

2.12.5 2D Arrays

A 2D array of trapped atomic ions would be able to directly simulate a wide variety of 2D

quantum phenomena. Proposals have also been given, where a hexagonal 2D array of qubits

with nearest-neighbor interactions could be used to directly factor numbers [148]. A rectangular

2D array of qubits with nearest neighbor interactions has also been proposed as part of a scalable

quantum computing architecture, where any arbitrary 2D quantum circuit can be mapped to a

series of operations on the array [149]. The last proposal is called measurement based quantum

computing, because after initial preparation of the 2D array in a special state, just measurements

need to be made on each qubit individually to created any type of quantum computation. The

creation of this special initial state, called a cluster state can be done by simulating a nearest

neighbor Ising type interaction [150].

In next chapter of this thesis, a 2D array of ion traps, where their nearest neighbor interac-

tions could be controlled by adjusting the position and frequency of the RF null is proposed and

analyzed. For instance, this could allow a nearest-neighbor Ising interaction to be synthesized

over the whole array via a Trotter approximation [151], so as to create a cluster state for mea-

surement based computing. The rest of this thesis then concentrates on the technical details of

how to build and operate such a 2D array of ion traps so that large scale quantum computation

and simulation could be practically implemented.



Chapter 3

Addressable 2D Arrays

This chapter describes how to build and operate two dimensional (2D) arrays of ion traps

so that one could scale up the QIP techniques described in in chapter 2. This chapter first gives

a theoretical basis for the ion dynamics in a 2D array, and then delves into a discussion of the

design of a 2D array of addressable ion traps.

The rest of this chapter is organized as follows. First an architecture composed of a 2D

array of ion traps is described in section 3.1. Section 3.2 describes a pair of ions, each in a

separate trap interacting via a dipole-dipole coupling. Section 3.3 gives details on how this pair

of ions could be scaled-up to an interacting 2D array of ion traps. For high-fidelity operation of

the 2D array, a method to address and/or tune the pairwise interaction of the ions is proposed.

Section 3.4 illustrates a away to address the strength of the pairwise interactions between nearest

neighbors in a 2D array of ions traps by displacing neighboring ions closer and further apart. A

quantitative analysis of RF displacement for a single ion in a trap is given in section 3.5. Next,

a discussion of the design considerations of 2D arrays and their scalability is given in section 3.6.

Finally, the steps toward a basic 2D algorithm are described in section 3.7.

3.1 Introduction to Addressable 2D Arrays

To create a two dimensional array of qubits, where nearest neighbor quantum logic oper-

ations can be performed, it is proposed to use a 2D array of ion traps. Each trap in the array

would contain a single trapped ion, which encodes a qubit. For the work here, 40Ca+ is assumed.

Using the Coulomb force between nearest neighbors in the array, a neighboring pair of ions can

be made to transmit quantum information from one to another. If both ions have the same

secular frequency, they are resonantly coupled to each other, and their motional states can be

used to perform quantum logic operations or simulate quantum systems. Such a 2D array is de-

picted in figure 3.1. In the figure is an array of planar-electrode point quadrupole ion traps (see

section 2.1.4.1), each which could trap a single atomic ion. Lasers (not shown in figure) could

be used to program the ion’s electronic and motional states, as well as mediate the interactions

between these states (see section 2.4).

59
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The resonantly-coupled Coulomb interaction between two nearest neighbor ions trapped in

such an array can be expanded in a power series and the lowest-order relevant term has the

mathematical form of a dipole-dipole coupling (described below 3.2). This coherent interaction

frequency scales proportionally to the product of the trapped ions’ dipole moments µ, and

inversely proportional to the separation distance cubed a3. Considered here are two neighboring

trapped ions on resonance with the same mass and charge, so that they have the same secular

frequency ωx and dipole moment µ.

The type of dipole-dipole coupling described here is a near-field effect in that the interaction

distance between the ions is typically much smaller than the wavelength of any dipole radiation.

Because the interaction is near-field, the energy radiated by the ion-antenna is extremely weak

and it can be treated as though no real photon is ever emitted [152]. The transfer of the ion’s

motion is best described as a near-field coupling which allows the quantized motion of the ion

(a phonon) to travel from one ion in a trap to another.

In order to increase the coupling between the ions, either the dipole moment µ can be

increased, or the distance a can be decreased. Since the dipole moment squared |µ|2 is inversely

proportional to the secular frequency ωx, this can be reduced to increase the coupling rate. How-

ever, if it is desired to increase the interaction strength by multiple orders of magnitude, it is

much more effective to bring the ions closer than to only change their motional frequencies. If

one wants to displace the ions in a 2D array without creating excess micromotion, this necessi-

tates modifying the time varying electric fields. One method is described below which uses an

adjustable RF voltage applied to a segmented RF electrode placed between each neighboring pair

of ion traps in the 2D array. It should be mentioned that the dipole-dipole coupling described

below can be in the direction normal to the plane of the 2D array or parallel to it.

Most of the quantum information experiments with trapped ions to date have considered

trapping multiple ions in a single harmonic trapping potential [40]. The overall trapping potential

of the whole 2D lattice presented here is highly anharmonic. One way to view this, is that

anharmonic (pseudo)potentials modify the frequency splitting between the normal modes of

motion [70, 153]. The trapping of multiple ions in a single site of the lattice is not treated here,

where this would give rise to local modes of motion between the ions in a single site of the lattice.

Instead, the relative motion of ions in different sites of the lattice (remote modes of motion) of

the lattice is treated here.

While the 2D array of ion traps is physically composed of a lattice of individual point ion

traps, the key concept is that of pairs of neighboring ions. For this reason the first section in this

chapter considers the interaction of just two neighboring trapped ions. These pairs of trapped

ions can then be scaled-up into a 2D array.

3.2 Coupled Quantum Harmonic Oscillators

In this section, the dynamics of two ions, in individual harmonic traps, separated by a

distance, a, are considered. And methods to use these dynamics to create quantum logic opera-

tions are given. First the basis states and the motional mode frequency splitting of two coupled
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Figure 3.1: A representation of how a 2-dimensional 5×5 array of planar point ion traps might
appear. Each ring has a radio-frequency voltage applied to it. Inside each ring is a circular
ground electrode. Outside the ring a ground potential can be applied or a distant ground
such as the vacuum chamber can be used. The ions are trapped above the circular ground
electrodes.

quantum harmonic oscillators are derived (3.2.1). This has the form of a dipole-dipole coupling,

where the splitting is calculated for the motional modes parallel and perpendicular to the plane

of the 2D array (3.2.2). The approximation of a quadrupole ion trap to a quantum harmonic

oscillator is then discussed (3.2.3). Next, the time scale for tuning or addressing this interaction

is restricted (3.2.4). This restriction allows for the sudden approximation for projecting between

the coupled and uncoupled QHOs bases to be used (3.2.5). Next, using this mathematical frame-

work, a method to create entanglement between the two ions is given (3.2.6). A swap gate is

then proposed (3.2.7) and finally a phase gate is described (3.2.8).

3.2.1 Basis States of Coupled QHOs

By using the pseudopotential approximation, the dynamics of two ions, each in separate

traps, can be treated like two coupled quantum harmonic oscillators. Quantization of two coupled

QHOs proceeds like the uncoupled version with a few extra details. Here, just the coupling of

two neighboring harmonic oscillators is presented. However, it turns out that this case is relevant

if there is some way to address the interactions in the array [108].

First, just consider the ions’ motion in the direction of a line connecting the center of the

two harmonic traps. This line is parallel with the x-axis, which is also the same as the x-axis of

the point quadrupole ion traps described in the previous chapter. The ions have the same mass

mI and electrical charge q. The total classical Hamiltonian can then be written by summing the

Hamiltonians from two independent harmonic oscillators (see eq. 2.39) and adding the Coulomb

coupling term [108],

H =
p2

1

2mI
+

1

2
mIω

2
xx

2
1 +

p2
2

2mI
+

1

2
mIω

2
xx

2
2 +

q2

4πε0(at + (x2 − x1))
(3.1)

where x1 and x2 are the positions of each ion relative to the center of their respective trap, p1

and p2 are the momenta respectively, at is the distance between the RF null positions of the ion

traps and ε0 is the permittivity of free space.
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We can solve for the motion of the coupled QHO if certain conditions are met. If the

motion of the harmonic oscillators is small such that x1, x2 << at, then the coupling term in

the Hamiltonian can be approximated to second order as,

H ' p2
1

2mI
+

1

2
mIω

2
xx

2
1 +

p2
2

2mI
+

1

2
mIω

2
xx

2
2 +

q2

4πε0
(1/at − xs/a2

t + x2
s/a

3
t ) (3.2)

where xs = x2−x1 is the difference between the positions of each QHO. The zero-th order term

1/at in the coupling approximation, shifts the absolute level of the Hamiltonian, but does not

change the behavior of the system. The first-order term, xs/a
2
t , has the effect of changing the

center of motion of each ion. It pushes them slightly apart to a distance a ' at. The last term

however changes the dynamics and is the interesting coupling term.

The Hamiltonian can then be rewritten in terms of the coordinates of two uncoupled mo-

tional modes. The modes are called the stretch mode and center-of-mass (COM) mode. Their

coordinates are xs = x2 − x1 and xc = (x1 + x2)/2 respectively. The form of the Hamiltonian is

then,

H =
p2

c

2mc
+

1

2
mcω

2
xx

2
c +

p2
s

2ms
+

1

2
msω

2
sx

2
s , (3.3)

where the two new mass terms are defined as, mc = 2mI, ms = mI/2, the two new momentum

terms are, pc = p1 + p2, ps = (p2 − p1)/2, and the frequency of the stretch mode ωs is,

ωs =

√
ω2

x +
q2

πε0mIa3
. (3.4)

The double-well trapping potential presented here has substantially modified the relationship

between the frequencies of the COM and stretch mode when compared to two ions in a shared

harmonic well. That each trap in this double-well potential is itself locally harmonic should not

confuse the reader, in that the overall potential is highly anharmonic. Equation 3.3 is separable,

so that the Hamiltonian can be written as two uncoupled QHOs,

Hc =
p2

c

2mc
+

1

2
mcω

2
xx

2
c (3.5)

Hs =
p2

s

2ms
+

1

2
msω

2
sx

2
s (3.6)

In the so-called weak-coupling regime, the frequency difference or splitting δω between the stretch

mode and the center of mass mode is much less than the frequency of the center-of-mass mode ωx.

Using equation 3.4, the frequency difference δω = ωs−ωc can be approximated to first order as,

δω =
q2

2πε0mIωxa3
(3.7)

This equation has the form of a dipole-dipole coupling, which can be understood by considering

two charged harmonic oscillators near each other as near-field antennas [141].
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3.2.2 Dipole-Dipole Coupling

A charged particle in a trap can be considered to form a dipole, where the strength of the

dipole |µ| equals the RMS (root-mean-squared) extent of the particle’s motion times its charge

q and direction of the dipole is the direction of the particle’s motion. The general form of the

dipole-dipole interaction energy is Edd [44],

Edd =
|µ|2

4πε0a3
(cos θ12 − 3 cos θ1 cos θ2), (3.8)

where θ12 is the angle between the two axes of each dipole, θ1, θ2 are the angle of each dipole

with respect to the line connecting their centers. For trapped atomic ions, cooled to the motional

ground state, the dipole-moment is given by |µ| = a0q, where a0 is the RMS extent of the ground

state wave function, given by
√

~/(2ωxm).

One can use equation 3.8 to calculate the frequency splitting δω between the x-motional

modes of coupled harmonic oscillators. For the example given above of the COM mode and

the stretch mode, where the COM mode has θ12 = 0, θ1 = 0, θ2 = 0 and the stretch mode has

θ12 = π, θ1 = 0, θ2 = π, the splitting is then,

δω =
∆Edd

~
= ωs − ωx '

q2

2πε0mIωxa3
, (3.9)

which is the same result obtained by considering the Coulomb energy of the two motional modes

in equation 3.7.

Equation 3.8 can also be used to determine the splitting between modes, who’s motion is

not parallel to the x-axis. For instance, consider the z-axis rocking and COM motion. These are

normal to the line connecting the trap’s centers. The splitting between the z-axis COM mode

θ12 = 0, θ1 = π/2, θ2 = π/2 and the z-axis rocking mode θ12 = π, θ1 = π/2, θ2 = −π/2 is given

by,

δωr = − q2

4πε0mIωza3
, (3.10)

where ωz is the z-axis motional frequency of the QHOs.

3.2.3 Time Dependent Trapping Potential

There could be some concern that the time dependent nature of a quadrupole ion trap

(QIT) would complicate the preceding treatment. This would be the case if the RF trapping

fields were different in each trap, either by a shift in the phase or amplitude. This would then

cause the quasistationary states to breath with a different amplitude or progress with different

reference oscillator frequencies. This would mean that the annihilation and creation operators

would not be equivalent for each trap.

To alleviate any concerns about the approximation of a quadrupole ion trap by a harmonic

oscillator, certain assumptions are made, which experimentally must then be adhered to. The

secular frequency, as well as the phase and amplitude of the trap drive are considered identical
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for each trap. In the absence of external fields, and provided we restrict ourselves to moments in

time that are multiples of 2π/Ωrf , the ions in the local traps then have exactly the same coupling

dynamics as two coupled QHOs.

3.2.4 Coupled to Uncoupled Addressing of QHOs

If it is desired to turn this interaction on and off at will, certain conditions greatly simplify

the treatment. Consider a system where the coupling interaction can be turned on much quicker

than the splitting δω (eq. 3.7), but much slower than the trap frequencies ωx and ωs, so that the

condition is

δω << ωa << ωx, ωs (3.11)

where ωa is the frequency at which the coupling interaction can be turned on and off. If this

condition holds, then any change in the coupling interaction is adiabatic with respect to the

motional states of each QHO, but sudden with respect to the splitting. This means that when

the interaction is turned on, the motional states of each individual QHO are projected onto the

coupled basis. This has important implications for creating pairwise entanglement in a controlled

fashion without unwanted excitations.

3.2.5 Projecting States between Bases

Consider a system in which the stationary eigenstates are suddenly switched from one set

of states to another. The state in a new basis can then be computed by projecting the old state

onto the new basis, as per the sudden approximation in quantum mechanics [154]. As described

in section 2.3.1, a state of a QHO can be represented in bra/ket notation as,

|ψ〉 =
∑
n

cn |n〉 (3.12)

A product state of the individual QHO states can be written as,

|ψ1ψ2〉 = |ψ1〉 |ψ2〉 = |ψ1〉 ⊗ |ψ2〉 (3.13)

where both notations |ψ1〉 |ψ2〉 and |ψ1ψ2〉 mean that the first QHO has state |ψ1〉 and the second

QHO has state |ψ2〉. In analogy with equation 3.12, consider a set of states { | j1〉 } which forms

a complete basis for the first QHO, and a set of states { | k2〉 } that forms a complete basis for

the second QHO. Then any state of the combined system |Ψ1,2〉 can be expanded as a sum of

these product states.

|Ψ1,2〉 =
∑
j,k

cj,k |j1k2〉 . (3.14)

In general there is more than one way to form a complete basis. However for a time independent

Hamiltonian, there is at least one basis where each element is a stationary state, allowing the

time evolution of the states to be easily solved by using eq. 2.43. This is the case for the coupled

and uncoupled QHOs.
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For the pair of uncoupled QHOs (see eq. 2.39), the complete set of eigenstates is written as

in equation 3.14. The coupled QHOs, since they can be written as separate QHOs in the stretch

and COM mode, also have a stationary basis which is formed by the product of the stationary

basis for the COM mode { | nc〉 } and the stationary basis for the stretch mode { | ms〉 },

|Ψc,s〉 =
∑
n,m

an,m |ncms〉 (3.15)

where |Ψc,s〉 is any state of the coupled QHO system, here expressed as a sum of the product

states of the individual stationary basis of the COM and stretch mode QHOs. To write the

coupled basis in terms of the uncoupled basis, we can write,

|nc〉 |ms〉 =
∑
j,k

〈j1k2|ncms〉 |j1k2〉 (3.16)

where we have used the fact that for any complete basis, the identity I =
∑
j,k |jk〉 〈jk| can be

decomposed into that basis. It remains to compute the inner product 〈j1k1|ncms〉, which can be

done by many means, including by computing the inner product in the position basis using the

individual wave functions given by equation 2.41. However, the inner product can be computed

using ladder operators (eq. 2.47) as follows

〈j1k2|ncms〉 = 〈0102|
âj1√

(j + 1)!

âk2√
(k + 1)!

(â†c)n√
(n+ 1)!

(â†s)m√
(m+ 1)!

|0c0s〉 (3.17)

〈0102|0c0s〉 = 1

where the relationship between the ladder operators can be derived using the relations between

the position and momentum, and their operators for the QHOs. The ladder operators for the

COM and stretch modes written terms of the uncoupled bases’ ladder operators are given as

âc =
1√
2

(â1 + â2) (3.18)

â†c =
1√
2

(â†1 + â†2)

âs =
1√
2

√
ωs

ωx
(â2 − â1)

â†s =
1√
2

√
ωs

ωx
(â†2 − â†1).

3.2.6 Creating Entanglement with Controlled Coupling

As a simple example, two initially uncoupled QHOs, where one phonon is in the first QHO

and the other is in the ground state. Evaluation of equation 3.17 leads to

〈1102|ncms〉 = 〈0102|â1
(â†c)n√
(n+ 1)!

(â†s)m√
(m+ 1)!

|0c0s〉 (3.19)

so that using the relations of equations 3.18 allows one to write the product state in the uncoupled

basis as a coherent sum of product states in the coupled basis. Taking the approximation (weak-

coupling regime) that
√
ωs/ωx ' 1, a single phonon in the first QHO with the other QHO in
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the ground state, can be written in the coupled basis as,

|11〉 |02〉 =

√
2

2
(|0c〉 |1s〉+ |1c〉 |0s〉). (3.20)

However, because of the small frequency splitting δω between the COM and the stretch mode,

the phase of these two modes will propagate at different speeds as a function of time in the same

way as equation 2.43. By turning the interaction off at the right time, entanglement can then

be created in the uncoupled basis. If the coupling interaction is on long enough to allow for the

stretch mode to accumulate a phase of π/2 relative to the COM, then the above state will evolve

to, √
2

2

{
e−iπ/2 |0c〉 |1s〉+ |1c〉 |0s〉

}
=

√
2

2
{|0112〉+ i |1102〉} . (3.21)

Entanglement remains in the uncoupled basis after the interaction has been switched off. The

required time to create the entanglement described here is the time Tπ/2 for the coupled QHOs

to accumulate a phase of π/2,

Tπ/2 =
2π2ε0mωxa

3

q2
(3.22)

Here equation 3.7 has been used to determine the frequency splitting. This method entangles the

motional states. Using side-band resolved spectroscopy, the entanglement can be then swapped

to the electronic states of neighboring ions in a 2D array as described in section 2.4.

3.2.7 Swap Gate

Although some 2D architecture proposals, and especially 2D simulations, would only need

nearest neighbor interactions. It could be desirable to exchange information further out into the

2D array. A conceptually simple way to do this is to perform a swap operation. By turning on

the coupling between nearest neighbors, one needs to wait the amount of time that it takes for a

phonon to completely move over between neighbors, or a π gate. In this way, a quantum state,

for instance entanglement, could be extended further out into the array. The time for a swap

gate using the dipole-dipole coupling would be,

Tπ =
4π2ε0mωxa

3

q2
. (3.23)

3.2.8 Nearest Neighbor Gate Operations

Creating entanglement as described above creates a resource, which can be used for quantum

computation such as measurement based computing (see sec. 2.12.5). However, if one would like

to create a quantum logic gate, such as a controlled phase gate, another series of steps must be

taken. There are a number of proposed physical interactions which could produce a quantum

logic gate between trapped atomic ions. One such scheme uses a Mølmer-Sørensen [155] type

interaction to perform a controlled phase gate. Another type of interaction with a rapidly

rotating magnetic field has improved noise immunity [106].
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One detail that must be dealt with is that most of the above proposed interactions have

been developed for experiments with multiple ions in a single ion trap. In such a case, the relative

splitting between the COM and stretch motional modes is fixed at
√

3, due to the physics of

harmonic traps [40]. Whereas the splitting between the COM and stretch modes of motion in

2D arrays of traps is governed by equation 3.4. For 2D arrays where the inter-trap spacing a is of

order 100µm, this means that the COM and stretch modes are only separated by approximately

1-10 kHz instead of the approximately 1 MHz for multiple ions in the same trap. This could pose

a difficulty if one wants to only address only one of the motional sidebands (COM or stretch).

Gates using an effective spin-spin interaction between ions in separate wells have been able

to generate entanglement in their internal electronic states [156]. But for circuit based quantum

information processing, one proposal is to use a Cirac-Zoller type controlled-phase gate [104].

Such a proposal [157] to use nearest neighbor dipole-dipole coupling to create a quantum logic

gate is as follows: One could start with the ions cooled to the quantum ground state. If the first

ion, called the control ion, has an excited electronic state, then a RSB pulse of length π will

place the ion into motion if it is electronically excited. The dipole-dipole coupling can then be

used to move the motion over to the second ion, called the target ion. A RSB pulse of length

2π will cause the sign of the excited state of the target ion to flip (see section 2.7.1). The final

steps are to allow the motion to return to the control ion, and then map the motion back to the

control ion’s electronic state. For 2D arrays with a nearest neighbor separation larger than about

10µm, the dipole-dipole coupling will be the limiting step in this process. For this quantum logic

operation, the gate time is then approximately twice the time for the motional entanglement

given above in equation 3.22 and is given by,

Tgate =
4π2ε0mωxa

3

q2
. (3.24)

Another proposed controlled-phase gate for ions in separate traps, given by Cirac and

Zoller [108], uses a highly detuned laser to produce a state dependent force which is equal to

that which displaces the ion the size of the trapped ion’s motional ground-state. With this

relatively weak state-dependent force, the gate is operated in a so-called stiff-mode [158] regime,

where the interaction strength has a dipolar decay law. The time for this controlled-phase gate

is exactly the same as that given in equation 3.24.

For the above proposed quantum logic gates, the dipole-dipole interaction is the rate limiting

step. By reducing the distance between the ions, the time for an entangling gate scales as

the inverse of the distance cubed. Also by reducing the trap frequency, the gate time can be

reduced proportionally. If gate operations utilizing stronger state dependent forces could be

employed [159] then the gate times could also be significantly reduced. However, for the analysis

presented here, it is assumed that only gate operations employing relatively weak state-dependent

forces, which only change the motional Fock state by 1, are used.
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3.3 Scaling-Up Two Neighbors to a 2D Array

If a single ion, trapped in its own trap is considered as a unit, these units can be repeated

in a two dimensional lattice. The system of trapped ions could then be scaled up with a 2D

lattice of ion traps. An example of a planar electrode structure capable of trapping a 2D array

of ions is depicted in figure 3.1. It shows an array of planar electrode ring traps [160]. As the

size of the array is shrunk, the dipole-dipole interaction between the ions will increase.

In principle, one can use the same mathematical techniques given above in section 3.2,

albeit with more degrees-of-freedom, to predict the dynamics of the whole array. In order to

build a functional quantum computer or simulator, it would be necessary to have control over

both the individual ions as well as the strength of the interactions between the ions in the array.

This requires a method to tune and/or address (turn on and off) the interactions between the

ions in the array. One possible way to operate a 2D array, would be to only turn on pairwise

interactions and perform interactions between nearest neighbors. This would allow for a high

degree of control over the interactions between the qubits encoded onto the ions in the array.

This places the focus on the interaction between pairs of ions, just like the two coupled QHOs

discussed in section 3.2.

In section 3.2, the dynamics of two neighboring traps with the same frequency ωx was

studied. There are many ways to address or tune the coupling, and some of them are discussed

below in 3.6.4. However here, a method is considered which uses ion displacement as well as

shared frequency tuning. All the ions in an array are initially assumed to be in a state such that

the interactions between ions are sufficiently weak that they can be ignored. If a neighboring

pair of ions has the same trap frequency ωx, equation 3.7 gives that the splitting δω between the

COM and stretch modes of the motion is inversely proportional to the trap frequency ωx and the

cube of the ion-ion separation a. So that to turn on the interaction (increase the mode splitting

δω) between nearest neighbors, the distance between the ions a and/or their trap frequency ωx

needs to be reduced.

3.4 RF Addressable 2D Arrays

In a point ion trap (see sec. 2.1.1), the location of the RF electic-field null-point (RF

null) defines the micromotion-minimized trapping location of the ions. In order to modify the

location of the RF null, DC electric fields cannot be used. Instead, if the RF electrodes can

be segmented and the applied RF voltage adjusted, the location of the RF null, and hence

the minimal micromotion ion location, can be modified. The gradients of the electric field are

also modified by this voltage adjustment, so that the trapping frequency also changes. Such an

adjustable RF architecture would allow for an array of point ion traps to be addressed and tuned.

This RF addressing would allow for adjustment of the location of the RF null (ion location) and

the trapping frequencies of two neighboring ion traps.

The rest of this section is organized as follows. First, a quartic model of a double-well

potential is described (3.4.1). Next, the dynamics of the ions in two trapping regimes, in this
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double-well potential, are given (3.4.2 and 3.4.3). Then an RF electrode structure capable of

producing double-well pseudopotential is described (3.4.4). The use of RF voltages to produce

a double-well pseudopotential gives rise to a coupling between the applied RF voltages and the

potential terms. However, the qualitative behavior of the double-well as a single adjustable

voltage is varied is shown to remain the same. Finally, it is described how an array of point

quadrupole ion traps can be designed with an adjustable RF electrode between them, so as to

scale up a 2D array of addressable point ion traps (3.4.5).

3.4.1 Quartic Double-Well Potential

The basic building block of the proposed architecture is that of the double-well potential.

In section 3.2, the interaction of two coupled quantum harmonic oscillators was determined.

Here a potential model, which approximates this system is given. A mathematical model of a

double-well potential, in the x-direction, using quadratic and quartic terms [69, 161] is given by

φ = (a2 +m2)x2 + (a4 +m4)x4, (3.25)

where a2 is the strength of an adjustable quadratic trapping potential, a4 is the strength of an

adjustable quartic trapping potential, m2 is the strength of a positive static quadratic trapping

potential and m4 is the strength of a positive static quartic trapping potential.

3.4.2 Two Weakly Coupled Ions in an Adjustable Quartic Potential

Consider an ion trap electrode structure, designed and operated in such a way, that its

pseudopotential could be approximated by this model. If the quadratic term a2 could be varied by

tuning an RF voltage amplitude, then ions could be trapped, with a tunable potential minimum

separation at and trapping frequency ωx. When the anti-trapping term a2 < 0 is strong enough

(a2 +m2 < 0), the positions of the RF null at x = ±xt can be solved for as

xt =

√
|a2 +m2|

2(a4 +m4)
= at/2, (3.26)

where at is the distance between the electric-field null points of the trap. The potential energy

U1 of a single ion trapped in the left well can then be written in terms of its displacement from

the RF null position x1,

U1 = q
[
(a2 +m2)(x1 − xt)2 + (a4 +m4)(x1 − xt)4

]
, (3.27)

where x = x1 − xt. If the displacement of the ion from the RF null x1 is much smaller than

the distance between the traps at = 2xt, then the higher order cubic and quartic terms in U1

will not have much effect on the harmonic motion around the RF null. For a single ion in the

left well with harmonic motion, the potential energy U1 can then be approximated with just the
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quadratic terms, which are given by,

U1 ' q
[
(a2 +m2)x2

1 + 6(a4 +m4)x2
1x

2
t

]
. (3.28)

The trapping frequency of a single ion in either well ωx is then found by equating the potential

energy with that of a harmonic oscillator UHO = mIω
2
xx

2
1/2. The trapping frequency is then

ωx =

√
4q|a2 +m2|

mI
, (3.29)

where q is the charge of the ion and mI is its mass. This equation is valid as long as the

displacement of the ion from the potential minimum is much smaller than the position of the

potential minimum xnull (x1 � |a2 +m2|/(a4 +m4)). If two ions are trapped, one in each well,

with this condition, then they are said to be weakly coupled. In this situation, the dynamics of

two ions can be described with a potential minima separation at and frequency ωx as is done in

section 3.2. This gives rise to a coupling with a dipole-dipole form. The dynamics of two ions,

when the coupling is not weak, is considered next.

3.4.3 Two Strongly Coupled Ions in an Adjustable Quartic Potential

When two ions are trapped, one in each well and the overall trapping potential is tuned from

a double-well to a single well, the term a2+m2 will at some point be zero so that the quartic term,

as well as the Coulomb interaction energy must be taken into account to describe the dynamics

of the ions. In this case, the equilibrium distance a between the ions cannot be approximated as

the distance between the trapping potential minima at because of the ion’s Coulomb repulsion.

The distance between the ions a including the Coulomb potential is described by the quintic

equation

(a2 +m2)a3 + (a4 +m4)
a5

2
=

q

4πε0
, (3.30)

where ε0 is the permittivity of free space. Such equations do not have simple closed-form solu-

tions, however they can be solved numerically.

Figure 3.2 shows the trapping location of ions in such a double-well potential φ as a function

of position x for various strengths of the adjustable anti-trapping terms a2 and a4, where the

adjustable quartic term is proportional to the adjustable quadratic term as a4 = a2× 105/mm2.

The fixed terms m2 and m4 are kept constant at m2 = 5 V/mm2 and m4 = 50 V/mm4. The

quartic term m4x
4, which dominates at large distances, forms an overall potential well. The

remaining quadratic terms, which dominate at small distances, can form an anti-trapping poten-

tial at the center of the double-well. Circles show the location of trapped ions for various values

of a2, a4. The distance between the potential minima changes as the strength of the adjustable

terms a2 and a4 are varied. When a2 + m2 ≥ 0, then the two traps have merged into a single

trap. When a2 + m2 = 0, their is no longer a quadrupole trap and the quartic terms a4,m4

dominate. If the trapped particles are singly charged ions in such a potential, then their Coulomb

repulsion pushes them away from each other as is shown for the case when a2 = −5 V/mm2 (see

figure 3.2).
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Figure 3.2: The double-well potential φ as a function of position x for various strengths of
the adjustable anti-trapping terms a2 and a4, where the adjustable quartic term scales with
a2 as a4 = a2 × 105 mm2. The fixed terms m2 and m4 are kept constant at m2 = 5 V/mm2

and m4 = 50 V/mm4. The quartic term m4x
4, which dominates at large distances, forms

an overall trapping potential well. The remaining quadratic terms, which dominate at small
distances, can form an anti-trapping potential at the center of the double-well. Circles show
the location of trapped ions for various values of a2.

Once the equilibrium distance between the ions a is know, the curvature of the potentials at

the equilibrium positions can be calculated. If the trap is operated between the ground state and

the first excited state, then the quartic potential can be approximately treated as a quadratic

potential. The center-of-mass mode frequency ωx and the stretch mode frequency ωs can then

be computed as,

ω2
x =

q

mI

[
2(a2 +m2) + 3(a4 +m4)a2

]
ω2
s =ω2

x +
q2

πε0mIa3
. (3.31)

If the splitting δω = ωx − ωs is small compared to the motional frequency (δω/ωx � 1), then

the coupling is weak and the splitting can be approximated as

δω =
q2

2πε0mIa3ωx
, (3.32)

which is the same dipole-dipole coupling as equation 3.7. If the coupling is strong so that there is

only one trap and it is operated so that the quartic terms are small compared to the quadrupole

terms (x1 � [(a2 +m2)/m4]), then the equilibrium distance between the ions a is given by

a3 =
q

4πε0(a2 +m2)
, (3.33)

and the stretch mode is related to the center-of-mass mode simply as ωs = ωx

√
3. This is the

situation when there is a well defined single harmonic potential as described above in section 2.3.5.
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Figure 3.3: The motional frequencies during the merging of a double-well formed from an
adjustable quadratic term a2 and an overall quartic term.

In between the two extremes of weak-coupling and a single harmonic trap, the ions are

confined in a strongly quartic potential. The ground state frequencies can be computed from

equation 3.31. Figure 3.3 shows the center-of-mass and stretch mode frequencies of the ground

states of two ions in a combined quadratic-quartic potential as it is tuned from a double-well to

a single-well pseudopotential. Here the behavior is shown around a2 + m2 = 0, a4 = 0,m2 =

5 V/mm2 and m4 = 50 V/mm2. As the trap is tuned from a double-well potential to a single well

potential, the relative splitting between the center-of-mass mode and the stretch mode changes

considerably. On the left side of the figure, the relative splitting of the two modes is weak and

has a dipole-dipole form. And on the right side of the figure, the relative splitting is strong and

equal to
√

3. In between the Coulomb repulsion pushes the ions away from each other far enough

up onto the quartic potential, so that there still is an appreciable curvature of the potential and

corresponding lowest energy-level trap frequency ωx. Next an electrode structure and a method

of driving it, which provides a similar adjustable double-well pseudopotential, is described.

3.4.4 Adjustable RF Quartic Pseudopotential

The electric field and the resulting quartic pseudopotential formed from an electrode con-

figuration of two neighboring surface-electrode point ion traps with an adjustable electrode is

described here. A double-well pseudopotential along a line connecting two neighboring ions, each

in a point ion trap, is shown in figure 3.4. There are three types of electrodes in this configu-

ration. The first are ground electrodes, which have no RF voltage applied. The second are the

main RF electrodes, which have a fixed amplitude RF voltage applied to them. The third kind

of electrode is an adjustable RF electrode. Figure 3.4a depicts the double-well pseudopotential

φ of an array when all RF electrodes have the same amplitude. And figure 3.4b shows the

pseudopotential φ when an adjustable RF electrode, in between the two trapping sites, has its
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RF voltage amplitude reduced. When the adjustable voltage amplitude is decreased, the electric

field between the two trapping sites decreases as described below. The pseudopotential then

decreases as the electric field squared (see eq. 2.25).

a.

b.

position of ion, x

Φ

Φ

RF

GND

electrodes

reduced
RF

ion

Figure 3.4: A double-well pseudopotential along a line connecting two neighboring ions, each
in a point ion trap with a shared adjustable RF electrode. There are three types of electrodes
in this configuration. The first are ground electrodes, which have no RF voltage applied. The
second are the main RF electrodes, which have a fixed amplitude RF voltage applied to them.
The third kind of electrode is an adjustable RF electrode. Figure 3.4a depicts the double-
well pseudopotential φ of an array when all RF electrodes have the same amplitude. And
figure 3.4b shows the pseudopotential φ when an adjustable RF electrode, in between the two
trapping sites, has its RF voltage amplitude reduced. When the adjustable voltage amplitude
is decreased, the electric field between the two trapping sites decreases as described below.
The pseudopotential then decreases as the electric field squared (see eq. 2.25).

One method of analyzing the electric field and the resulting pseudopotential then produced

by RF voltages on these electrodes is to expand the electric field in a power series. For instance

the x-component of the electric field Ex,main (with y, z fixed at y = 0 and z = zt, where zt is

the height of the RF null) generated by a voltage, Vnom on the main outer RF electrodes can be

written as

Ex,main = Vnom

[
me,1 +me,2x+me,3x

2 +me,4x
3 + ...

]
, (3.34)

where the terms me,n are called the electric-field moments of the electrode. For a symmetric elec-

trode structure like that shown in figure 3.4, the odd numbered electrode moments me,1,me,3, ...

are zero. If one is concerned with a sufficiently small |x|, then the higher order moments can

be ignored. Considering just the first two non-zero terms of this expansion, the outer main RF

electrodes then have non-zero moments me,2 and me,4.

The electric field due to an adjustable voltage Vadj on the inner electrode can be similarly

expanded, where it has moments ae,2 and ae,4. The total electric field in the x-direction can

then be approximated as

Ex ' (Vnomme,2 + Vadjae,2)x+ (Vnomme,4 + Vadjae,4)x3. (3.35)
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The location of the electric-field null xt in the x direction can be found and is the same as that

for the quartic electrical potential above. Written in terms of the electrode moments it is

xt = ±
√
Vrae,2 +me,2

Vrae,4 +me,4
, (3.36)

where Vr is the ratio between the two voltages Vr = Vadj/Vnom.

If the quartic potential due to static DC fields were to be calculated, then this electric field

could be integrated along x to give a the potential. However, for 2D arrays of point ion traps,

the pseudopotential is adjusted by changing the amplitude of the time varying electric field,

which results in a change of the pseudopotential. The computation of the pseudopotential as a

function of the time varying voltages Vnom and Vadj is done as follows.

The pseudopotential (eq. 2.25 is proportional to the square of the norm of the electric field

|Ex|2 + |Ey|2 + |Ez|2. Considering first just the x-component of the electric field, this can be

written in terms of the various electric-field moments and voltages, described above, as

|Ex|2 'V 2
nom{(m2

e,2 + V 2
r a

2
e,2 + 2Vrme,2ae,2)x2+[

me,2me,4 + Vr(ae,2me,4 +me,2ae,4) + V 2
r ae,2ae,4

]
x4}, (3.37)

where the sextic (x6) and higher order terms have been ignored. The y-component of the electric

field is assumed to be zero due to symmetry of the given geometry. However, the full form of

the pseudopotential would also include terms from the z component of the electric field |Ez|2.

If the electric-field moments are found by using a simulation of a particular electrode structure,

then these can be found directly. However, Laplace’s equation 2.1 places some restrictions on the

relationship between the moments in the different directions. The electric field in the z direction

can be related to the spatial derivative of the electric field in the other directions as

Ez =Kz − z
(
∂Ex
∂x

+
∂Ey
∂y

)
Ez =Kz − z

{
Vnom

[
(me,2 + Vrae,2) + 3(me,4 + Vrae,4)x2

]
+
∂Ey
∂y

}
, (3.38)

where Kz is a constant of integration, which can be found by setting the total electric field to

zero at the RF Null location (E(x = xt, y = 0, z = zt) = 0), and zt is the height of the RF null

above the trap. Realistic values of the electrode moments as well as the height of the RF null

above the electrode surface zt can be found by simulating an ion trap electrode structure with

finite element analysis programs or by using experimentally measured ion frequencies and trap

heights.

The pseudopotential is equal proportional to the electric field squared as given in equa-

tion 2.25 as

φs(r) =
q2|E(r)|2

4mΩ2
rf

. (3.39)
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Using the multipole expansion of the electric field, the pseudopotential along a line in the x

direction, which connects the two RF null locations, can then be written as

φs =
q2

4mΩ2
rf

{
K2
z − 2ztKz

[
Vnom(me,2 + Vrae,2 + 3x2me,4 + 3x2Vrae,4) +

∂Ey
∂y

]
+

Vnomz
2
t

[
Vnom(m2

e,2 + 2Vrae,2me,2 + V 2
r ae,2ae,2) + 2

∂Ey
∂y

(me,2 + Vrae,2)

]
+

6x2Vnomz
2
t

[
Vnom(me,2me,4 + Vrme,2ae,4 + Vrme,4ae,2 + V 2

r ae,2ae,4) +
∂Ey
∂y

(me,4 + Vrae,4)

]
+

9x4V 2
nomz

2
t

[
m2

e,4 + 2Vrae,4me,4 + V 2
r a

2
e,4

]
+

z2
t

[
∂Ey
∂y

]2
}

(3.40)

where zt is the height of the RF null above the trap. By collecting the quadratic and quartic

terms (in x), the terms of the quartic double-well model in equation 3.25 can then be related to

the RF voltages and the electrode moments as

m2 =
qVnom

4mΩ2
rf

{
6z2
t

[
Vnomme,2me,4 +

∂Ey
∂y

me,4

]
− 6ztKzme,4

}
m4 =

qV 2
nom

4mΩ2
rf

9z2
tm

2
e,4

a2 =
qVnom

4mΩ2
rf

{
6z2
t

[
Vnom(Vrme,2ae,4 + Vrme,4ae,2 + V 2

r ae,2ae,4) +
∂Ey
∂y

Vrae,4

]
− 6ztKzVrae,4

}
a4 =

qV 2
nom

4mΩ2
rf

9z2
t

[
2Vrae,4me,4 + V 2

r a
2
e,4

]
. (3.41)

The terms which are constant in x can be ignored as they must sum to zero, in order for the

electric field and hence the pseudopotential to be zero at the trapping location.

Using the values in equation 3.41 for the pseudopotential terms in equation 3.25, figure 3.5

shows the calculated pseudopotential along the x-direction for an electrode structure similar to

that shown in figure 3.4, as the voltage ratio Vr = Vadj/Vnom is varied from zero to one. When

Vr is zero, there is one well defined trap, as the Vr is increased, two traps appear. When Vr = 1

there are two well defined traps. For this simulation, Vnom = 100 V and the electrode moments

used were me,2 = 0.7 /mm2, ae,2 = −2 /mm2, me,4 = 5 /mm4, and ae,4 = 0.5 /mm4. And the

curvature of the electric field in the y direction ∂Ey/∂y was proportional to the curvature in

the x direction plus an offset equal to half the curvature in the x direction at Vr = 1. This was

justified physically, because in point ion traps traps, the ion is trapped in all three directions.

And for the geometry shown in figure 3.4, the curvature of the electric field in the x and y

direction are the same when Vr = 1.

The coupling introduced by the form of the pseudopotential makes the form of the quartic

and quadrupole terms in equations 3.41 complicated. However the behavior of the tuned quartic

double-well pseudopotential in figure 3.5 is qualitatively similar to the uncoupled tuning of the

double-well potential as shown in figure 3.2.
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Figure 3.5: The calculated pseudopotential along the x-direction for an electrode structure
similar to that shown in figure 3.4, as the voltage ratio Vr = Vadj/Vnom is varied from zero to
one. When Vr is zero, there is one well defined trap, as the Vr is increased, two traps appear.
When Vr = 1 there are two well defined traps.

3.4.5 Electrode Geometry for Addressable Arrays

For the proposed architecture, shown in figure 3.6 is the conceptual progression going from

a 2×2 static array of 2D traps to an addressable array. Starting from a normal array of point

quadrupole ion traps (QIT) with a planar electrode geometry, each RF ring is segmented. These

rings are then merged together, so that neighboring traps share a segmented addressable RF

electrode. Arrays of such point ion traps with an adjustable RF could be designed in the

rectangular pattern as shown, or in hexagonal or other patterns (see references [35, 162]).

The geometry of both point QITs [160] and arrays of such traps [163] has been extensively

studied to optimize various parameters. Following on this research, the addressing RF electrode’s

length can be increased, so that the trap-depth efficiency factor κd (eq. 2.36) is improved. In-

creasing the addressable electrode’s length requires the addition of a fixed RF electrode inside

the 2×2 array.

This 2 × 2 addressable array could, in-principle, be scaled-up arbitrarily large. For the

square lattice shown here, the number of adjustable RF electrodes scales as 2N , where N is

the number of trapping sites. Each trapping site needs minimally three individual electrodes to

minimize the micromotion due to stray fields. This is can be done by biasing the RF adjustable

electrodes with a DC voltage as well as adjusting the DC voltage of the circular trapping site

electrodes. So that the necessary number of connections to the array scales as 3N .



A Study of Addressable 2D Arrays 77

segment RF
ring electrode

stretch electrodes
to improve trap depth

merge neighboring
electrodes together

ion

Figure 3.6: A representation of the conceptual process in going from a static 2-dimensional
array of ion traps to an array where the neighboring ion-ion interaction can be addressed via
the shared addressing RF electrode. Ions are trapped over each circular ground electrode when
all RF electrodes are driven with equal voltage.

3.5 RF Displacement within a Single Point Trap

One of the promises of using adjustable RF electrodes with a 2D array of point ion traps

is that the RF null positions of the individual ion traps can be changed. Specifically, if there is

an adjustable RF electrode between two point ion traps in a 2D array (see figure 3.6, then the

ions can be brought closer to each other by reducing the RF voltage on the adjustable electrode.

This adjustment of the ion’s position is called RF displacement.

In ion traps prior to this work, generally a single radio-frequency source was used to drive

all RF electrodes. However, some experiments have applied differing RF voltages to each RF

electrode so as to adjust the height of the ion above a surface electrode point trap [164–166] as

well as adjusting the nodal line of RF in linear quadrupole ion traps [167]. Researchers have

also used adjustable RF to convert two neighboring planar electrode linear traps into a single

linear trap [168]. In 2D arrays of point ion traps, segmenting the RF electrodes and individually

adjusting the RF voltage amplitudes creates additional degrees of freedom by which nearest

neighbor interactions can be addressed and adjusted.

As described above in section 3.4.4, an adjustable RF electrode in between two surface

electrode point traps allows a double-well pseudopotential to be tuned. One can model this

potential with a multipole expansion of the electrode structure forming the two neighbors. Using

such an approach qualitatively gives the same results as a quartic potential with an adjustable

quadratic term. However, the mapping from the RF voltages to the quadratic and quartic terms

is coupled and somewhat complicated (see eq. 3.41). In this section, the RF displacement of a

single ion in its own trap is analyzed. This a valid approach, if the two neighboring traps are never
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merged. This approach greatly simplifies the analysis of RF displacement and the associated

frequency tuning using an adjustable RF electrode placed in between two point quadrupole ion

traps.

Below the quantitative effects of adjustable RF electrodes are considered, and how they

can be used to perform RF displacement. First, the effect of a single RF voltage on the elec-

tric field in a trap is considered (3.5.1). Assuming that the phase on all RF electrodes is the

same, RF displacement due to varying the RF voltage in a simplified ion trap geometry is then

described (3.5.2). RF displacement in surface electrode traps is then considered (3.5.4). And

finally the effects of a phase mismatch on the RF electrodes upon the average position and the

micromotion of the ion is described (3.5.5).

3.5.1 Electric Field Due to a Single Electrode

If we are to explore varying the voltage amplitude of just one of the RF electrodes, it helps

to first consider what effect the voltage on a single RF electrode has on the electric field in a

very simple trap configuration. Figure 3.7a shows a trap in a two-dimensional space with four

circular electrodes, where the geometric center of the trap is 0.5 mm away from the edge of the

circular electrodes. The left electrode has 3/2 V of RF voltage applied to it and other three

electrodes have -1/2 V. So that the relative voltage on the left electrode is 2 V. Because no field

lines go to the far-field, only the relative voltages on the electrodes affect the electric field. This

electrode configuration could describe the cross-section of a 2D linear quadrupole ion trap.

Decomposition of the electric field and the voltages on the electrodes allows an analytical

expression for the RF null position of the trap to be derived as a function of the voltages on

the electrodes. The decomposition is shown in figure 3.7. A single voltage (fig. 3.7a) on the left

electrode is decomposed into a dipole-like (antisymmetric) term (fig. 3.7b) and a quadrupole-like

(symmetric) term (fig. 3.7c). The electric field arising from the dipole-like term, is approximately

constant near the center of the trap. The electric field arising from the quadrupole-like term is

zero in the geometric center of the trap, and is roughly proportional to the distance from the

geometric center of the trap.

By simulating the dipole-like voltage configuration and the quadrupole-like voltage config-

uration, the electric field of these two configurations can be found. This then allows one to write

the electric field Ex in the x direction as a function of the voltage V on left electrode and the

x-position in the trap as,

Ex = V (ax(x)− xbx(x)/2), (3.42)

where a(x) is the zero-th order electric-field coefficient due to the dipole-like configuration and

bx(x) is the first order coefficient (positively defined) of the quadrupole-like configuration. The

coefficients are normalized to a 1 V difference on the electrodes. The gradient of the time-varying

electric field −∂Ex/∂x = αt (see sec. 2.1.1) is then related to the first-order coefficient bx by

αt = V
bx(x)

2
. (3.43)
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Figure 3.7: Above is the decomposition of the voltage on a single electrode (a) into a dipole-like
term (b) and a quadrupole-like term (c).

Using finite element simulations of this simplified trap geometry, the coefficients have been

computed and are shown below in figure 3.8. The coefficient ax(x) changes from roughly 0.87

to 1.06 mm−1 over the range -0.2 to +0.2 mm. The quadrupole term ranges from about 5.2 to

5.35 mm−2 over the same range. So that if 10% error in the electric field is allowed, ax and bx

can be considered constant when the ion’s position is −0.2 < x < 0.2 mm.

3.5.2 RF Displacement in a Simplified Geometry

The location of the RF null (or trap location) can be computed by considering the RF

voltage on the left (V1) and RF voltage on the right (V2) electrodes in terms of the coefficients

ax and bx. Taking ax and bx as constants for now, the effect of RF displacement due to varying

the voltage amplitude of one electrode can be estimated as follows. The x-component of the

electric field due to a voltage V1 applied on the left electrode is

E1x = V1(ax − bxx/2). (3.44)

Similarly, if a voltage V2 is applied to the second electrode (on the right), the electric field

generated is

E2x = −V2(ax + bxx/2)). (3.45)
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Figure 3.8: Results of a finite element method (FEM) simulation of the electric field inside
a trap with geometry described by figure 3.7 given in terms of the zeroth order electric-field
coefficient ax (a) and first order electric-field coefficients bx (b). Because (b) is the derivative
of the electric field, which is a derivative of the simulated potential, the granularity of the
FEM meshing results in some jaggedness of the coefficients ax and bx.

The field in the x-direction E2, due to voltage V2 uses the symmetry of the situation:

• The zeroth and first order coefficients have equal magnitudes for both electrodes.

• The voltage on the right creates the opposite dipole-like field, but the same quadrupole-like

field.

If V1 = V2, then the trap is operating like a normal linear quadrupole ion trap (QIT) and the

trap location is at x = 0. However, if the voltages are not equal in magnitude, but have the same

phase, the trap location is found by setting the total electric field in the x direction Ex = E1+E2

to zero and solving for the trap location xt,

xt = 2
ax
bx

V1 − V2

V1 + V2
. (3.46)

This gives the trap location as a function of the RF voltage amplitudes on the RF electrodes. It

is completely generalizable, but care must be taken to consider that the dipole and quadrupole

coefficients ax and bx cannot always be treated as constants. For the four-electrode trap given

above, the variation in coefficients is about 10% over the range ±0.2mm. Consequently, one

might expect the trap location to vary by 10% from that predicted by equation 3.46 when the

ion is displaced 200µm from the center of the trap.

3.5.3 RF Motional Frequency Tuning

The relationship of motional frequency of the ion ωx, as the ion is subject to RF displacement

in the x-direction can be calculated by considering the spatial derivative of the pseudopotential.

The pseudopotential is proportional to the total electric field squared. To arrive at the motional

frequency, first consider the total electric field in the x-direction formed by both the voltages V1
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and V2 around the RF null point (xt),

Ex = E1x+ E2x =V1

(
ax −

bxx

2

)
− V2

(
ax +

bxx

2

)
Ex(x = x′ + xt) =− bxx

′

2
(V1 + V2). (3.47)

where x′ is the displacement of the ion from the RF null trap location xt. For the 2D quadrupole

ion trap described, the electric field in the y-direction at the RF null position is zero. If the

motional axes are not tilted from the spatial axes, then the gradient of the electric field’s y-

component in the x-direction is also zero (∂Ey/∂x = 0), so that the frequency in the x-direction

ωx is then given by equations 2.23 and 3.43 as,

ωx =
q|bx|√
8mΩrf

(V1 + V2). (3.48)

3.5.4 RF Displacement in Surface Traps

The example above, of RF displacement in a two-dimensional quadrupole ion trap, extends

readily to more complicated two and three dimensional geometries, such as planar electrode

point ion traps and even 2D arrays of such traps. It is necessary to calculate the coefficients ax

and bx for the geometry in question. If the coefficients do not vary considerably over the range

of motion desired, equation 3.46 can be used to estimate the RF displacement as a function of

the voltage amplitudes on the electrodes and equation 3.48 can be used to estimate the motional

frequency ωx.

As a simple example, a 2D geometry consisting of a 3 × 1 array of surface-electrode ion

traps could be analyzed in the same way as above. Figure 3.9 shows the decomposition of

the voltage on just one addressable RF electrode (3.9a) into a dipole-like field (3.9b) and a

quadrupole-like field (3.9c). The trapping site electrodes are spaced about 1.7 mm from each

other. The location of the quadrupole RF null is about 0.5 mm above the middle trap electrode

(see fig. 3.9c). Although the geometry here is very far from the simple geometry used to describe

the RF displacement above, the fields can be decomposed in the same way.

A more realistic application of this decomposition is done for a 2D array of point ion traps

below in section 6.1.3. There the electric field due to the voltage on the rest of the array’s

electrodes is also taken into account. However, the main idea is the same as shown here. The

electric field due to a single voltage on one of the adjustable electrodes can be decomposed into

a dipole-like field and a quadrupole-like field. The coefficients ax(x) and bx(x) can then be

approximated as linear over some RF displacement range, so that equation 3.46 can be used to

compute the location of the RF null as the adjustable voltage amplitude is varied.

3.5.5 RF Phase Displacement and Micromotion

The above discussion assumes that the amplitude of the RF voltage is varied while the phase

of all RF voltages is the same. If instead, both of the electrodes’ RF voltages have the same
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Figure 3.9: The decomposition of the field due to a single voltage in a 2D array of ion traps
(a) into a dipole like field (b) and a quadrupole like field (c).

amplitude, but there is a phase mismatch between them, there will also be RF displacement but

in addition there will be excess micromotion [136]. In this situation, there is no longer an RF null.

Rather there is an RF minimum, at which, a trapped ion will experience excess micromotion

due to this phase mismatch. In general, operating a trap with excess micromotion is considered

a pathological condition to be avoided. However, it can be used to address the ions [137]. The

ability to both increase the micromotion and perform RF displacement might then be desirable.

The position of the RF minimum, with the same voltage V on both RF electrodes, but with

a phase mismatch φ, is given by,

xmin = 2
ax
bx

1− cos(φ)

1 + cos(φ)
, (3.49)

where it is assumed that one can approximate the coefficients ax and bx as constant. The excess

micromotion experienced at this position, due to the phase mismatch is then given by

xφmm(t) = −qV sin(Ωrft) sin(φ)

mIΩ2
rf

(ax + xminbx/2). (3.50)
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Thus, in the small angle approximation (φ� 1), the excess micromotion due to a phase mismatch

is proportional to the dipole-like coefficient ax, the applied voltage V , the phase mismatch φ,

and square of the inverse of the trap drive frequency Ωrf .

3.6 Design of 2D Arrays

In this section, the design goals and limitations of various methods to scale up ions traps

QIP are considered, with an emphasis on 2D arrays of ion traps. While the number of approaches

for scaling up ion trap QIP is limited only by the imagination, a number of serious approaches

have been proposed. These approaches are compared to the proposed 2D array of addressable

point ion traps using adjustable RF electrodes.

The rest of this section is organized as follows: First the competing physical effects limiting

the performance of 2D arrays of point ion traps are detailed (3.6.1). Then some of the alternative

approaches to scale up ion trap quantum information processing are discussed (3.6.2). Methods

to control and address the interaction in a 2D array of point ion traps are then laid out (3.6.3).

Finally, a discussion of the various ways to address the individual ions and their nearest neighbor

interactions is given (3.6.4).

3.6.1 Competing Physical Effects of 2D Arrays

Attempts at making ion trap arrays where the dipole-dipole interaction between ions is

strong enough, while at the same time keeping the ions cold and maintaining a deep trap are

often stymied by the physics of 2D trap arrays. Idenified here, are five characteristics, which

need to be optimized in a 2D array of ion traps intended for quantum experiments and they are

shown in table 3.1.

The first requirement of a deep trap can be done by building the trap electrodes close

enough to the ions, with a suitably high RF voltage. The second item to consider is that of

trap stability. As the trap is miniaturized, the trapping parameters q and a must stay within

a stable range. The third item, that of a low heating rate, requires that the electrodes of

the ion trap are not too close. The heating rate can be reduced by operating the trap in a

cryogenic environment [169, 170]. Although the results of heating rate suppression in a cryostat

are impressive, the predicted [132] and measured [171] heating rates in traps as small as tens

of micrometers could still be too high for an experiment with an array of ion traps. For this

reason, it is very desirable to find a way to trap the ions close to each other but still far from the

electrodes, even if a cryostat is at hand. The last requirements for useful quantum experiments

are that a strong dipole-dipole interaction, which is tunable and addressable is provided. Each

of these items is discussed below and how they trade off with each other.
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1. deep trapping potential
2. stable trap operation and low micromotion
3. low heating rate
4. strong dipole-dipole interaction for short two-qubit gates
5. tunable and addressable interactions

Table 3.1: Performance criteria for 2D arrays of ion traps.

3.6.1.1 Trap Depth Scaling

The trap should have a depth capable of trapping ions from a hot oven (a typical atomic

source) and holding them long enough to perform useful experiments. Typical experiments are

performed in ultra high vacuum, though collisions do occur with the background gas. In addition,

the heating rate of the ions, which rises as the trap is miniaturized, reduces the trapping time

when cooling lasers are turned off. Experiments with micro ion traps (ion electrode separation

∼100 µm) [172] suggest that at typical pressures (10−9 to 10−10 mbar), single ion traps with a

minimum depth of tens of meV can perform experiments.

The trap depth in the absence of DC fields for a general QIT trap can be written using

equation 2.35 as

φD =
κdq

2V 2

4mΩ2
rfd

2
(3.51)

where trap-depth efficiency factor κd is defined (see eq. 2.36) as the ratio of the trap depth

of a given trap to the trapping depth of a perfect hyperbolic-electrode Paul trap, V is the trap

drive’s RF voltage, m is the ion’s mass, Ωrf is the trap drive’s frequency, and d is the ion-electrode

distance. For a planar-electrode point quadrupole ion trap (QIT) with a far-field ground, this

efficiency is at most 2 percent [160], though this can be improved by a factor of 3-4 by simply

placing a ground plane a small distance above the array [173]. It might seem that one could

increase the trap depth simply by increasing the RF voltage, but the voltage is technically limited

(especially in microtraps) to avoid electrical current between the electrodes.

3.6.1.2 Stable Trap Operation and Low Micromotion

In order for a quadrupole ion trap (QIT) to stably hold ions, it must be operated within

the so-called trap stability regime (see sec. 2.1.2). To operate near the center of the stability

regime (qx = 0.5, ax = 0), the ratio of the secular frequency ωx to the trap drive frequency Ωrf

should be approximately 0.17. Smaller ratios are permissible with attention to DC fields in the

trap, but larger values can easily become unstable [174]. For a point QIT without DC fields,

this requirement can be written as (see sec. 2.1.2),

ωj
Ωrf

=
qx√

8
∼ 0.17, (3.52)

where ωj is the secular frequency of the ion in the trap in the j-th direction and qx is the trap

stability parameter.
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Figure 3.10: Normalized trap curvature and depth for various geometries of 2D trap arrays as
given by Schmied [163]. The bottom axis shows the ratio of the ion height z to the inter-trap
spacing d. The curves show the performance of various topologies of 2D lattices of ion traps,
where the performance is given by the trapping depth efficiency η and the ratio κ/κ̂ of the
electric field’s curvature κ to the curvature of an optimized surface ring-trap κ̂ [160]. The
efficiencies and curvatures drop-off exponentially with increasing z/d ratio. Reprinted figure
with permission from R. Schmied, Phys. Rev. Lett. 102, 233002 (2009). Copyright 2009 by
the American Physical Society.

3.6.1.3 Heating Rate Scaling

Heating of the ions can limit the performance of quantum-logic gate operations between

ions, especially in microtraps [171]. And it can cause ion loss when the cooling lasers are turned

off. It is therefore important to consider the scaling of the heating rate compared to the gate-

operation time as the distance between the ions in a 2D array is reduced. Since the heating

rate goes up as the ion-electrode distance is reduced (see appendix D), it might seen prudent

to design the trap array so that the ions are far from the electrodes, but close to each other.

Unfortunately, if this is done, the trap performance suffers drastically.

Figure 3.10 shows the normalized trap curvatures and depth efficiencies for various geometric

aspect ratios of 2D trap arrays as given by Schmied et al. [163]. The bottom axis shows the

ratio of the ion height z (our notation d) to the inter-ion spacing d (our notation a). The curves

show the performance of various topologies of 2D lattices of ion traps, where the performance

is given by the normalized trapping depth efficiency η and the dimensionless pseudopotential’s

curvature κ. If, in-order to minimize heating, the array of ion traps were to be designed so that

the ions were close to each other, but far from the trap electrodes (z/d is large), the trapping

potential would fall off exponentially (see fig. 3.10). This would make such a trap impractical to

load and operate. This is in contrast to ions in segmented linear traps, where their segmented

DC electrodes can allow multiple potential wells to be separated by distances smaller than the

trap feature sizes [142, 175], since the ions are displaced along the line of RF null. This restricts

the geometry of 2D trap arrays so that as the inter-ion spacing a is reduced, the ion-electrode

distance d is necessarily also reduced.
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When the constraints of trap stability, a minimum physical trap depth, a maximum applied

RF voltage, and fixed trap shape are taken into account, it becomes necessary to increase the trap

frequencies ωx and Ωrf linearly as the inter ion distance a, and consequently, the trap geometry

is miniaturized (ωx ∝ 1/d). This can be seen by examining the constraint equations (3.52) and

(3.51). From equation (3.51), a fixed φD and κd, requires that V ∝ Ωrfd. Substituting this into

equation (3.52), it is then required that ωx ∝ 1/d. As explained above, for an array constructed

with well designed κd > 1% planar-electrode, point quadrupole ion traps, the inter-ion distance

a is related to the ion-electrode spacing d (a ≥ 2d) [163], so that the trap frequency is then

proportional to the inverse of the inter-trap spacing; i.e. ωx ∝ 1/a. This allows one to determine

the scaling of the time required for a two-qubit gate, as the trap array is miniaturized.

The time for a two-qubit gate is given by equation 3.24 as,

Tgate =
4π2ε0mωxa

3

q2
. (3.53)

When the relation ωx ∝ 1/a is inserted into this equation, the time for an entangling gate then

scales as the square of the inter-ion distance a2 instead of a3.

For a static 2D array, the inter-ion distance a and ion-electrode distance d are proportional,

it follows that, as the array is miniaturized and the ion is brought closer to the electrodes, the

heating rate goes up. With array miniaturization, the gate time decreases as d2 (since a ∝ d).

This poses a question regarding heating: If the gate-time is reduced as the trap is miniaturized

as d2, does the heating rate increase faster or slower than this?

The scaling of heating rates depends on the dominant physical mechanism [125] and can be

expressed as a power law ∝ d−β [132]. Strictly heuristically, and taking all the room temperature

ion trap experiments as a whole (see appendix D), the distance scaling exponent β ∼ 2. This

allows one to argue that overall, miniaturization has not significantly deteriorated the coherent

coupling of ions (normalized to the heating rate). Whether further miniaturization will improve

the performance of quantum gates versus the heating rate cannot be known without identifying

the dominant heating-rate mechanism in ion traps, which is still an open question. Conservative

design then dictates that the trap array should be made small enough, but no smaller, so that

an entangling gate can be performed, subject to other sources (non-heating) of error. This is

also practical, as miniaturization is technically demanding.

The degree of miniaturization is then dependent upon the speed of two-qubit gates in

trapped ion systems. For laser sources which perform gate operations on 40Ca+ ions, high fidelity

two qubit gates take approximately 50 µs [176], though gate operations, which take as long as

several hundred µs, have been performed [177]. 2D arrays of ions that are miniaturized enough

so that a two-qubit gate operation takes on the order of ∼50-500 µs would allow for quantum

experiments to be performed.

3.6.1.4 Gate Times between Traps with a Trapping Potential of 1 eV

Because the voltage applied to the electrodes is limited in magnitude by the breakdown

voltage of surface traps (several hundred volts), the relations of equations (3.52), (3.53) and
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(3.51) can be used to calculate the minimum time for an entangling gate as a function of ion-ion

spacing in an array of microtraps (for a given κd and φD). By including the constraints of a

practical planar ion trap (φD ∼1 eV and κd ∼ 5%), the gate times shown in the third column

of table 3.2 are significantly longer than those initially suggested by Cirac and Zoller [108], and

greatly exceed times for high fidelity gates with 40Ca+ ions using known techniques. In the last

column, the trap potential has been relaxed to ∼10 meV, resulting in gate times which could

conceivably be used for entangling gate operations. In this relaxed trap, the trap frequency ωx is

much less than 1/7th of the drive frequency Ωrf , but trap stability can still be maintained with

careful attention to applied DC biases. Unfortunately, a 2D array of ion traps with a 10 meV

trap depth will be of only limited use because of a short experimentation time limited by ion loss.

Frequent reloading of the trap is made all the more difficult by the large number of trapping sites.

Because of these limitations, there are a number of significant issues in creating an experiment

with a conventional 2D array of planar ion traps.

a (µm) ωx

2π (MHz) Tgate(ms) reduced Tgate(ms)
φD ∼1 eV ωx′ = ωx/10, φD ∼10 meV

1500 0.5 2200 220
375 2 140 14
100 7.5 10 1
50 15 2.5 0.25
25 30 0.6 0.06

Table 3.2: Example gate times for an entangling gate between ions in a 2-dimensional array for
various inter-ion interaction distances a (first column). The trapping frequency ωx is shown
in the second column for a trap depth of ∼1 eV. In the third column are the corresponding
gate times. In the last column, the trap has been relaxed by lowering the trap drive voltage
so that the trap depth φD is ∼10 meV, while the reduced trap frequency ωx′ is ωx/10.

2D arrays of ion traps with a variable RF electrode placed between the trapping sites would,

to some extent, get around these limitations. The overall trapping potential of the array can be

made quite high, while the pseudopotential between trapping sites can be addressably lowered,

and the ions brought closer, so as to increase the dipole-dipole interaction and reduce the time of

a two-qubit gate. But this is not the only proposal to scale-up trapped-ion quantum information

experiments. The next section discusses some of these alternative proposals.

3.6.2 Various Approaches to Scale up Ion Trap QIP

To better explain why the proposed variable-amplitude RF voltage electrode helps in the

goals of 2D ion trap arrays, it helps to consider what are the key features which make them

desirable for quantum physics experiments. For useful, large-scale quantum simulation and

computing, thousands or even millions of qubits would be needed, which cannot be done in a

traditional linear quadrupole ion trap. One possible path to scale up a linear ion trap is by the

use of segmented DC electrodes [143]. The ions would then be shuttled around a segmented

microscopic linear ion trap between various zones. Increasingly complex electrode structures,

capable of shuttling ions between traps, have been produced with the aim of developing a fully

functional and scalable quantum computer or quantum simulator [144, 178–183]. This approach

is technically very demanding and it would be interesting if there was a simpler way.
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An alternative proposal for scaling up quantum systems with ion traps was made by Cirac

and Zoller [108] and uses a closely-spaced 2D array of ion traps. A highly detuned standing

wave, which can create a state dependent force [108], or a Mølmer-Sørensen-type controlled-

phase-gate [105] could be used to create a two-qubit gate between ions in neighboring traps.

In both cases the dipole-dipole force between the ions would be the interaction allowing for an

optical state-dependent force to generate the entanglement [142, 156, 175]. Entangled states

could be created between neighboring ion traps, possibly allowing for large scale measurement

based quantum computing [184] and simulations of quantum systems [28].

Efforts to use Penning traps [185–187] or optical dipole forces [188] to create a periodic 2D

array of such microscopic ion traps are also underway. Two-dimensional arrays of 3D quadrupole

ion traps [173] have been tested and proposals have been made to improve the trapping dynamics

of such arrays [163] and increase the variety of physical systems which could be simulated [189].

Trap arrays could be fabricated with a planar geometry [179, 181], where each unit in the

array would be a point trap [165]. Planar structures are desirable in that they allow the use

of photolithographic techniques for fabrication. This permits miniaturization of the traps and

scaling-up of the array through replication. An important feature of these arrays of point traps

is that each trap uses the time varying (typically radio frequency) electric field to confine the

ion in all 3 dimensions.

There are however several shortcomings with the above proposals for arrays of quadrupole

ion traps, which have made them difficult to realize. One reason is the trade-off between the

separation of ions in the neighboring trapping sites and the separation between the ions and

the electrodes. For appreciable ion-ion coupling, the proposal of Cirac and Zoller [108] calls for

bringing ions within tens of micrometers (or less) of each other. For most ion-trap array geome-

tries this requires that the ions are also tens of micrometers from the electrodes. Unfortunately,

if the ions are this close to the electrode materials, it could be that motional heating of the ions

becomes very high [132, 190] compared to the ion-ion coupling. More practically, such small

structures are difficult to build and connect to electrical sources. At these ion-electrode separa-

tions, accessing the ions with laser beams without grazing the surfaces also becomes challenging.

Ions are ideally kept at the RF null of a point quadrupole ion trap (QIT) so that they avoid

being driven by the trap’s RF electric fields. The point-like nature of the RF null in the 2D

arrays of point QITs means that ions cannot be significantly displaced from the RF null positions

without experiencing excess micromotion. This means that using DC fields to address and tune

the coupling in 2D arrays of ion traps requires that careful attention is made to micromotion

compensation. In general this approach would allow the trap frequencies to be adjusted, but not

the ion locations. This limits the range which the dipole-dipole coupling can be adjusted (see

below).

Because of the limitations of static (or DC controlled) 2D arrays of ion traps, it seems that

keeping the ions far away from electrode materials, so as to avoid motional decoherence [132, 190],

but close enough for an entangling gate [108], while maintaining an operable trap depth [163]

does not appear particularly feasible. 2D arrays of planar-electrode quadrupole ion traps with

dynamically-reconfigurable RF voltages have been suggested [191, 192] in which ions are dis-

placed around to control their interactions. Others have changed the RF parameters in dust



A Study of Addressable 2D Arrays 89

traps [193] or ion traps [167, 194] to control the position of the trapping site. These proposals

allow for ions to be displaced or shuttled in two dimensions, and kept on the RF null, similar to

the method proposed here.

The dynamically reconfigurable arrays proposed by Chiaverini and Lybarger [191, 192]

would switch a large array of RF electrode pixels (∼25 adjustable electrodes/ion) to allow for a

complete reconfiguration of a planar trap providing for the ions to be shuttled around the chip.

What is proposed here is more basic (∼2 adjustable electrodes/ion) and allows for the addressing

and adjustment of the interaction between nearest neighbors, where the overall topology of the

trap array is not changed.

3.6.3 RF Addressing in a 2D Array

Here we quantitatively compare the proposed method to increase ion-ion interactions using

variable RF voltages on the addressing electrode versus just reducing the voltage on the whole

array. From equation 2.34, reducing the trap frequency, can be done by simply lowering the RF

potential of the whole array. Another method suggested already, is to use a local modification

to the pseudopotential in the region of two neighboring ions. If only the pair of neighboring ions

of interest could be addressed with a lower RF drive amplitude, so that their interaction was

increased, it might be possible to do experiments with an array of 2D ion traps. As explained

in section 3.5, the lowering of an adjustable RF electrode placed between sites in the 2D array,

allows for the ion’s motional frequency to be lowered, while simultaneously bringing the ions

nearer to each other. Both of these effects increase the dipole-dipole coupling relative to the

motion of a single unperturbed trapped ion as given by equation 3.24. In the lowest order

approximation, lowering the RF drive amplitude will cause the RF null position of a point trap,

to be displaced proportional to the voltage amplitude (see eq. 3.46) and its frequency to be

adjusted as per equation 3.48. The lowest order approximation of the trap frequency for the

whole array is that it is proportional to the trap voltage 2.23.

A comparison of nearest-neighbor addressing via an adjustable RF electrode (as described

in sec. 3.4) versus addressing the nearest neighbors with only shared frequency tuning is given in

figure 3.11. The top figure shows both the frequency of coherent coupling of motion between the

ion in each trap (dashed lines) and the normalized coupling vs. the heating rate (dotted lines), as

a function of the trap frequency during addressing. The heating rate is assumed to be inversely

proportional to the trap frequency ωx squared, as it would be from a source of electric-field noise

(see eq. 2.92) with a 1/ωx profile. One can see that, a trap where the nearest neighbors are

addressed with RF displacement (upper dashed line) allows the coupling to be increased almost

three orders of magnitude more than just with shared frequency tuning (lower dashed line).

Furthermore, the RF displacement allows the normalized coupling rate vs. heating rate to be

increased during the RF displacement (upper dotted line) vs. the shared frequency addressing

(lower dotted line). The shared frequency addressing results in that the normalized coupling

rate can only be decreased if the absolute coupling rate is increased. The lower figure shows the

distance between the ions as the trap is addressed. Below about 1 MHz, the Coulomb repulsion

pushes the ions away from each other, even as the distance between the RF nulls at is further
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Figure 3.11: A comparison of addressing the interaction of two nearest neighbors in a 2D array,
by either RF displacement or shared frequency tuning. The top figure shows both the coherent
coupling rate of motion between the ion in each trap (dashed lines) and the normalized coupling
rate vs. the heating rate (dotted lines), as a function of the trap frequency during addressing..
The heating rate is assumed to be inversely proportional to the trap frequency ωx squared, as it
would be from a source of electric-field noise (see eq. 2.92) with a 1/f profile. One can see that,
a trap with, where the nearest neighbors are addressed with RF displacement (upper dashed
line) allows the coupling to be increased almost three orders of magnitude more than just with
shared frequency tuning (lower dashed line). Furthermore, the RF displacement allows the
normalized coupling rate vs. heating rate to be increased during the RF displacement (upper
dotted line) vs. the shared frequency addressing (lower dotted line).

reduced. The RF displacement model used here assumes that the double-well pseudopotential

is never merged into a single well potential, so that the quartic term never comes into play (see

section 3.5). Merging of the two traps into one, would have open up the possibility to increase

the coupling even further.
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3.6.4 Individual Addressing of Ions in the 2D Array

Addressing and controlling the coupling between ions in a 2D array is one of the main

themes of this thesis. This is not the only way to address ions in an ion trap and it does not

answer the need for addressing of the individual ions for single qubit operations. In principle,

individual ions could be addressed using tightly focussed laser beams. These could be parallel to

the surface [165] or at an angle to it. To avoid scattered light from the trap surface, particularly

in view of laser-induced charging issues [175, 195], it is generally required to have holes through

the substrate with either fibre [194] or free-space [196] delivery of light. One could also use

transparent traps [197]. Alternatively, the ions could be addressed by altering specific transition

frequencies. DC or RF voltages can be used to change the ions’ motional frequency, or magnetic

fields can be used to change the frequencies of electronic transitions [198, 199].

A simple method to address ions in a 2D array would be to use a laser beam which shines

on the whole array, parallel to the surface and then use electronics to address the ion(s) motional

frequencies. This can be done by adjusting the height of the ions above the trap or by tuning the

motional frequency of the ions in question, so that the laser frequency is only resonant with the

motional sideband of the addressed ion(s). Using static voltages to address a single ion in the

array could be done simply by adjusting the DC voltage of the circular trapping-site electrode.

However, when the ion is displaced from the pseudopotential minimum in a point quadrupole ion

trap (QIT), it experiences an excess micromotion. The static voltage on the circular trapping-

site electrode would induce considerable vertical micromotion of the addressed ion as well as

horizontal micromotion on its neighbors, but if the aim is only to address a single ion, with a

laser beam from the side, this may not be a concern.

3.7 Towards a Running 2D Algorithm

To test the 2D array, a relatively simple experiment, which takes advantage of the proposed

RF addressable 2D array architecture (see sec. 3.4), could be performed. The simplest incarna-

tion of a 2D array would be a 2 × 2 arrangement of ion traps. For instance, the measurement

based computing described above in section 2.12.5 requires that 2D array of qubits is prepared

in a cluster state. A cluster state in a 2× 2 array could be produced using a simulated nearest

neighbor Ising interaction [200]. Measurements could then be made in the various basis to imple-

ment a CNOT gate or other simple quantum circuits. The standard techniques of trap loading,

Doppler cooling, electronic state preparation, sideband cooling, single qubit gates, and measure-

ment (all described in chapter 2) could be used. The pairwise 2D entanglement (sec. 3.2.6) and

gate operations (sec. 3.2.8) would allow for a complete set of logic operations.

Performing even such a simple experiment would require exact control of the ion’s displace-

ment to perform the necessary interactions. The RF addressing method has the potential to

avoid heating the ions during displacement as the pseudopotential would be altered adiabati-

cally by the raising and lowering of the adjustable RF. However, stray fields could cause the

trap frequencies to drift. The technical details then become quite important as to whether an

architecture, based upon 2D arrays of RF addressable interactions, would be able to perform as
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hoped. A microscopic addressable array, where the inter-ion spacing a is 100µm (reducible to

50µm), might be able to perform such an algorithm.

In order to test the ideas of adjustable RF and addressing the ions in such an array of

traps, several preliminary experiments were carried out. The next chapter describes the general

experimental setup for trapping ions. After that the experiments to test the ideas of 2D arrays

are described in the next three chapters in order of increasing technological difficulty.



Chapter 4

General Experimental Setup

In this chapter, the technical details for trapping 40Ca+ ions in a vacuum chamber, laser

cooling and imaging them are described. This setup will then be assumed in the following

chapters (unless otherwise specified) to characterized a series of ion traps. This is possible

because, for quantum optics experiments with trapped 40Ca+ ions, certain facilities can be used

for several types of experiment. For instance, the cooling and fluorescence lasers at a frequency

of 397 and 866 nm depend on the atomic level structure, so that they can be used on multiple

experiments (with beam splitting cubes) or reused for experiments with different trap designs.

Similarly, a single vacuum system can be used to test a series of ion traps, so long as after

opening the chamber and installing the next ion trap, the appropriate vacuum level is reached.

The laboratory, while often not considered as part of the experimental setup provides a

stable environment for the experiments. For the experiments described herein, above all, the

laboratory must be temperature stable, or the many optical elements will require constant tuning.

For the experiments described here, the temperature was kept at a constant 20° C±1° C.

First described in section 4.1 is the vacuum setup used for testing 2D arrays of point

quadrupole ion traps. Next the laser sources for photoionizing and controlling the states of
40Ca+ are detailed in section 4.2. The details of a laser stabilization cavity are then given in

section 4.3. The imaging and fluorescence detection of the ion is described in section 4.4. And

lastly the experimental control is described in section 4.5.

4.1 Vacuum Setup

For experiments with planar-electrode ion traps, a UHV vacuum chamber was constructed.

Figure 4.1 shows the vacuum configuration. The trap was mounted into a Kimball physics

octagon1, with coaxial feedthroughs2 mounted to the top flange and a viewport on the bottom

flange. The coaxial feedthroughs provided electrical connections to the individual electrodes and

the viewport on the bottom allowed imaging via an objective and camera. Viewports on the side

1Kimball MCF800-SphOct-G2C8
2Accuglass™ 25D-5CX2-450

93



General Experimental Setup 94

300 mm

RF drive electronics

vacuum vessel

objective

ion trap

viewport

to pumps

to camera

Figure 4.1: Above is a drawing of the vacuum setup for testing planar electrode ion traps.
Lasers for cooling and photoionization have access through the viewports on the side of the
vacuum vessel. Imaging of the ions is done through a viewport on the bottom of the vacuum
vessel, through an objective. The vacuum pumps on the left include a Ti-sublimation pump
and an ion getter pump. RF feedthroughs on the top allow for the trap to be driven by the
RF electronics.

allowed for laser access in the plane of the trap array. Calcium atoms were provided by an oven3

mounted inside a welded bellows port aligner4 on the side of the octagon. A Ti-sublimation

pump and an ion getter pump were used to maintain a pressure of approximately 10−10 mbar

during the experiment. It is estimated that an ion at a pressure of 10−10 mbar will experience

an inelastic Langevin collision rate [201] of approximately γLangevin = 0.004 sec−1 and an elastic

collision rate of about 0.03 sec−1 [202]. So that a minimum cooled ion lifetime of several minutes

to hours (depending on the chemical reactivity of the background gas) is expected.

3Alvatec™ AS-3-Ca-150-C
4UHV Design PA-35H
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transition wavelength laser type locking model
(nm)

4s4p 1P1-continuum 375 free running diode none bare diode
4s2 1S0-4s4p 1P1 422 SHG ECDL none 844 nm DL Pro

S1/2-P1/2 397 SHG ECDL FP cavity SHG Pro
S1/2-D5/2 729 ECDL FP cavity DL Pro
D5/2-P3/2 854 ECDL FP cavity DL 100
D3/2-P1/2 866 ECDL FP cavity DL 100

Table 4.1: Laser systems for photoionizing calcium and controlling its electronic levels. The
first two laser systems allow for calcium I to be photoionized. The last four laser systems allow
for all the electronic states in figure 2.5 to be controlled. All commercial laser sources were
obtained from Toptica.

4.2 Laser Setup

Lasers and their associated systems to photoionize calcium I (see figure 2.9) and to control

the states of calcium II (see figure 2.5) are described here. In total, six diode based laser systems

to photoionize and control the state of 40Ca+ ions were setup. Table 4.1 lists the different laser

systems and their characteristics. The 375 and 422 nm lasers allowed for the photoionization

of calcium via a resonant two-step process [80]. The last four laser systems allowed for all the

states in figure 2.5 to be reached or pumped out.

For stable experiments, the 397, 729, 854, and 866 nm laser systems were all locked to a

Fabry-Pérot (FP) stabilization cavity (see sec. 4.3) with a Pound-Drever-Hall (PDH) lock [203].

Each laser system had a double-pass acoustic optical modulator (AOM), so as to allow the

frequency and power to be adjusted during the experiment. The AOMs were controlled by a

personal computer, described below in section 4.5. The laser systems themselves are diagrammed

in figures 4.3-4.5 and described in more detail next.

The 397 nm laser system in figure 4.3 gives an overview of the primary components necessary

to control the polarization, frequency, and power of the laser for delivery of coherent light to
40Ca+ ions. The 397 nm lasing source is a 794 nm external cavity diode laser (ECDL) with

a tapered amplifier and second harmonic generation (SHG) cavity capable of supplying more

than 60 mW of light. These components were available from Toptica Photonics as a complete

system5. In order to lock this laser to the optical cavity, a small amount of the available light was

sent through a blue EOM6, used to create sidebands at 9.7 MHz, to the optical cavity. A small

amount of laser light was also sent to a wavemeter7, which had a multiplexer, so that up to 8 laser

wavelengths could be measured. The lasers were stabilized with the help of electronic modules8.

The frequency of the locked laser could be tuned by adjusting the length of the optical cavity via

a piezo ring inside. The stabilized 397 nm light was then sent to the various experiments in the

laboratory. At each experiment, a double pass AOM9 setup allowed the power and the frequency

of the laser to be adjusted. Because this AOM was polarization sensitive, it was necessary to

5Toptica Photonics AG TA-SHG Pro
6Photonics Technologies EOM-01-10-U
7High Finesse WS7
8Toptica PDD and FALC
9Brimrose QZF-80-20-397
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use a prism and a pick-off mirror to complete the double-pass of the AOM and send the light to

the experiment. The control electronics for the AOM driver, are described in appendix B.

The 854 and 866 nm lasers both use a similar setup as the 397 nm laser, but with a simplified

optical path shown in figure 4.4. The sidebands for the PDH lock were generated directly by

modulating the power to the laser source, which was an external cavity laser diode10. Each laser

source had a power output of up to 50 mW. A small amount of the available power was then

sent to the wave meter and optical cavity to stabilize the wavelength and measure it. At the

experiment, a double pass AOM11 was setup, using a polarizing beam splitter and a λ/4 phase

plate to overlap the beams.

The 729 nm laser was setup similarly as the 397 nm laser and is shown in figure 4.5. An

external cavity laser diode with a tapered amplifier12 provided up to 500 mW available output

power. A small amount of available light was sent through an EOM13 to the optical cavity for

stabilization. The Pound-Drever-Hall detector for this laser was built using a digital function

generator14, a splitter15, RF amplifier16and RF mixer17. A double-pass AOM18 was setup similar

to the 854 and 866 nm laser paths to vary the frequency and power to the trapped ion.

Using the optical cavity, described in section 4.3, it was possible to lock the laser with a

3 kHz linewidth and a drift of about 80 Hz/sec, as measured with a beat between another 729 nm

laser locked to a 40Ca+ S-D transition. In figure 4.2 is a plot of the beat between the two lasers

as a function of time. To improve the system’s stability further, a second vertical high-finesse

cavity [204, 205] was added to the system, allowing for the laser to be brought down to linewidths

of about 1 Hz and a drift of approximately 5 Hz/sec (see Erhard [206]).

The lasers beams access the ion by entering through the viewports on the side of the vacuum

vessel. Because the vacuum vessel was elevated above the optical table, the optics for focussing

and steering the laser beams were mounted on breadboards approximately 200 mm above the

table. All laser beams were overlapped into a single optical beam with the use of wavelength

selective filters as follows. A Semrock SEM-LD01-375/6-25 filter allowed for the 375 nm laser

to be overlapped with the 422 nm, these two lasers could then be overlapped with the 397 nm

light with a Semrock SEM-FF01-395/11-25 filter. These three beams could then be overlapped

with the combined 854 and 866 nm light via a long pass SEM-BLP01-594R-25 filter. The 854 nm

and 866 nm beams were overlapped via a polarizing beam splitter (PBS) so that the two beam’s

polarization were orthogonal to each other.

10Toptica Photonics DL 100
11Crystal Technology, Inc. Model 3200-124
12Toptica Photonics Syst TA DS w/DL Pro
13Qioptiq PM25
14SRS DS345
15Minicircuits ZMSC-2-1+
16Minicircuits ZFL-1000+
17Minicircuits ZAD-1
18Brimrose TEF-270-100-.729
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Figure 4.2: Drift rate of 729 nm laser locked to the optical cavity. The laser drifts at a rate of
about 80 Hz/sec when locked to the cavity.



General Experimental Setup 98

2

cavity

2

2

2

4

2

E
C
D
L+S

H
G

w
ave-
m
eter

80
M
H
z
A
O
M

to
otherexperim

ents

V
C
O

V
G
A

piezo

ion
trap

E
O
M

prism

2

F
ig
u
re

4
.3
:
S
ch

em
a
tic

o
f
3
9
7
n
m

la
ser

setu
p
.
It

is
u
sed

fo
r
D
o
p
p
ler

co
o
lin

g
a
n
d
fl
u
o
rescen

ce
b
a
sed

sta
te

d
etectio

n
.



General Experimental Setup 99

2

ca
vi

ty

2
2

4

2

2

4

2

E
C

D
L

w
av

e-
m

et
er

20
0 

M
H

z 
A

O
M

to
 o

th
er

 e
xp

er
im

en
ts

V
C

O
V

G
A

pi
ez

o

io
n 

tra
p

F
ig
u
re

4
.4
:
S
ch
em

a
ti
c
o
f
8
6
6
n
m

a
n
d
8
5
4
n
m

la
se
r
se
tu
p
s.

T
h
e
8
6
6
n
m

li
g
h
t
is
u
se
d
to

p
u
m
p
th
e
io
n
o
u
t
o
f
th
e
D

3
/
2
st
a
te

d
u
ri
n
g
D
o
p
p
le
r
co

o
li
n
g
a
n
d
th
e
8
5
4
n
m

li
g
h
t
is

u
se
d
to

p
u
m
p
th
e
D

5
/
2
st
a
te

o
u
t
to

th
e
P

3
/
2
st
a
te
.
D
et
a
il
s
in

th
e
te
x
t.



General Experimental Setup 100

2

cavity

2
2

4

2

2

4

2

E
C
D
L+TA

w
ave-
m
eter

270
M
H
z
A
O
M

to
otherexperim

ents

V
C
O

V
G
A

ion
trap

E
O
M

tem
p-

erature

F
ig
u
re

4
.5
:
S
ch

em
a
tic

o
f
la
ser

setu
p
fo
r
th
e
7
2
9
n
m

tra
n
sitio

n
.
T
h
e
7
2
9
n
m

lig
h
t
is

u
sed

to
d
riv

e
tra

n
sitio

n
s
b
etw

een
th
e
S

1
/
2
a
n
d
D

5
/
2
sta

tes.
D
eta

ils
in

tex
t.



General Experimental Setup 101

4.3 Optical Cavity

The “optical cavity” is actually 4 Fabry-Pérot (FP) interferometers built on the same block

of Zerodur™ low temperature coefficient expansion glass built into a vacuum system. The housing

is designed to shield the cavities from vibration and temperature fluctuations so that when the

lasers are locked to them via a Pound-Drever-Hall lock [203], the lasers have a stable, but tunable,

frequency. For the three dipole transition lasers, 397, 854 and 866 nm, it was possible to vary the

length of these FP interferometers because one of the mirrors was mounted to a piezo ring, to

which a voltage could be applied. The design of the cavity was based upon an existing Innsbruck

design [207]. However, some practical details were added or changed as follows.

First the vacuum ion pump19 is built within the temperature stabilized region of the optical

cavity assembly. Second, the temperature control is done by Peltier elements with passive heat

sinks, which can convect over 200 W of heat away. Dual digital Peltier temperature controllers20

capable of stabilizing the temperature to approximately 2 mK/
√

minute were used on each side of

the cavity assembly. The whole assembly had several layers of insulation and thermal capacitance

so that the settling time constant of the FP interferometers due to any temperature change

occurring outside of the cavity was about 24 hours. The expected temperature stability was

expected to be better then 1 µK/
√

minute at the cavity due to random fluctuations at the

temperature controller.

In figure 4.6 is a cross-section of the cavity assembly, with call-outs to some of the major

components. The outer box is composed of black polyoxymethylene (POM/acetal) plastic (not

labeled). Just inside this, is a 30 mm thick sheet of polystyrene for insulation (not labeled). The

outer heat shield is fabricated from 20 mm thick aluminum plate (call-out 41) and temperature

controlled by Peltier elements. Inside this heat shield is the vacuum system with view ports

(call-outs 29-36), which mounts on the outer heat shield via POM clamping brackets (call-outs

37-40). Inside the vacuum system is an inner heat shield (call-outs 18-21,25), which is composed

of 20 mm thick aluminum and sits inside the vacuum system on six 12.7 mm diameter Viton™
balls (call-outs 22-28). Inside the inner heat shield is the 100 mm Zerodur™ glass spacer (call-out

1) upon which the Fabry-Pérot interferometers are built. This spacer rests inside the inner heat

shield on eight pieces of 8 mm thick Viton™ cord. Each interferometer is composed of a pair of

mirrors, one flat, and one with a radius of 0.5 m21. The curved mirrors are glued to the piezo

ring assemblies (call-outs 10-13) via a Macor™ ring with an ultra-violet curable epoxy22. The

piezo rings were electrically contacted using a silver filled conductive epoxy23. The mirrors have

a reflectivity of 99.5% for the dipole transitions and 99.95% for the 729 nm laser. Each window

or viewport in the assembly is tilted so as to avoid unwanted etalons. The vacuum system is

kept at a pressure of approximately 10−8 mbar by the vacuum pump (call out 36).

A test of the quality of the 729 nm laser locked to this cavity was done by overlapping

the laser light with another remote 729 nm laser, which was locked to a calcium ion, on a fast

photodiode. The beat note between the two lasers provided an upper bound on the drift rate

19Varian™ 2L/s
20Ing.Büro R. Tschaggelar TEC
21Laser Components GmbH
22Dymax OP-67-LS
23Epo-Tek H20E
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and linewidth of the 729 nm laser. When locked, the short term drift of the 729 nm laser was

measured to be approximately 80 Hz/sec (see fig. 4.2) and the linewidth was measured to be no

more than 3 kHz. To vary the frequency of the 729 nm laser, the temperature of the cavity could

be changed, where the frequency tunability at room temperature was 57 MHz/° C.
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4.4 Imaging and Florescence Detection

In order to image the 40Ca+ ions, a charge-coupled-device (CCD) camera, made by Andor24

and a custom objective25 with a working distance of 70 mm were used. To gather time series

information about the photons, the image path was split with a 50/50 beam splitter so that a

photomultiplier tube (PMT)26 could gather fluorescence photons.

The count the photon clicks generated by the PMT and register their time arrivals, either

a timer/counter card27 installed in the experiment controller computer was used, or a time-

correlated single photon counter (TCSPC)28 was used. For ion loading or state detection, the

timer/counter card was sufficient, but for the reheating measurements the TCSPC was necessary

so as to have a high-resolution record of the ion’s fluorescence.

To minimize stray light to the PMT, three Semrock™ filters were used on both the cam-

era and photomultiplier tube (PMT). Two stacked narrowband filters29 allowed the calcium II

fluorescent light to be transmitted. These could be removed, to expose a broadband filter30, to

allow detection of calcium I atom fluorescence.

4.5 Experiment Control

The control of the various experimental devices was done from two personal computers

running the Microsoft Windows™ operating system. One was responsible for running the camera

software. The other had digital to analog (D/A) output cards31 which allowed voltages to be

sent to the AOM sources (so as to control the power and frequency of the lasers), the DC

trapping site voltages, or the DC bias of the RF electrode. A Labview program allowed the

experimenter to control the analog voltages, and turn on and off the lasers via a graphical user

interface. The RF electrodes were controlled by a set of DDS based function generators32 phased

locked together with a common 10 MHz source. The whole laboratory was supplied with a GPS

referenced 10 MHz source33, so that all precision frequency sources were supplied with a common

clock.

24iXon3 885 S/N X-3719
25Sill Optik Model S6ASS2241
26Sens-Tech P25PC
27National Instruments PCI-6601
28Picoharp™ 300
29Semrock SEM-FF01-395/11-25
30SEM-FF01-417/60-25
31National Instruments PCI-6703
32TTi TG5001
33Jackson Labs Fury GPS Disciplined Frequency Standard



Chapter 5

Dust Trap Array “Dusty”

A 2 × 2 array of point quadrupole ion traps meant to trap and control the interactions

between charged dust particles (called “Dusty”) is described here. This allowed the computer

simulations of the electric field for a similar ion trap to be verified qualitatively. It showed that

varying the voltage amplitude of the time varying potential displaced the RF null, as described

above in section 3.4.

The rest of this chapter is organized as follows. First the results of the computer simulations

of the electric field and resulting pseudopotential, depending on the voltage amplitude of the

addressable electrode, are given in section 5.1. Then the results of building and operating a dust

trap with the same geometry are given in section 5.2. Finally a discussion of the results is given

in section 5.3.

5.1 Simulations of a Small Addressable Array

The fabricated design of a small array is shown in figure 5.1. In between each trapping

site is an addressing RF electrode with voltage Vadj, which serves to modify the local trapping

potential. This shared electrode allows one to lower the trap frequency of the two neighboring

traps. In the limit of the voltage amplitude going to ground, the two traps merge to become

a single linear trap with an axial frequency of almost zero. Surrounding this 2×2 array is a

fixed-voltage-amplitude RF ring electrode at Vnom, and surrounding that is a ground electrode.

To improve κd, a ground plane is positioned above the array (not shown in figure 5.1).

To individually adjust (here called address) the interaction between local pairs of point ion

traps in an array, an RF electrode between the point quadrupole ion traps (QIT) is inserted, and

its voltage is adjusted. By attenuating the RF voltage on this addressing electrode, the electric

field in between the two point QITs is reduced. In this way, a neighboring pair of ions in the 2D

array can have their interaction increased, leaving the rest of the 2D array of ions isolated and

with a deep trapping potential. It also permits a larger overall trap depth when compared to

lowering the RF drive of an entire array. Additionally, it allows for the addressing of just pairs

105
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of nearest neighbors, by bringing just the addressed pair closer to each other and lowering their

shared trap frequency.

For analysis, a 2D array of ion traps with an addressing RF electrode between the trapping

sites was designed. This was then simulated using finite-element analysis to compute the electri-

cal field. The pseudopotential of the trap was then computed with equation 2.25 to determine

the trap depth φD. Because these traps are harmonic in the region close to the RF null, the trap

frequency, and therefore the trap stability was estimated by fitting a parabolic function to the

pseudopotential φ.

5.1.1 Simulations of Dusty for Ions

Shown in figure 5.2, is the pseudopotential as it varies in space for a 2×2 addressable array

of ion traps containing 40Ca+ ions with an intertrap spacing of a=6 mm. The simulations show

that when the addressing RF electrode potential Vadj is equal to the fixed RF electrodes potential

Vnom, the 2×2 array has 4 separate point quadrupole ion traps (figure 5.2i). As expected, by

attenuating Vadj from 100% of Vnom to ground, the two point quadrupole ion traps bordering the

addressing electrode are morphed into a linear trap. Because of the asymmetry of the trapping

potential as Vadj is attenuated, the trapping sites move closer to each other (see figure 5.2ii). As

Vadj falls, the two trapping sites move rapidly (with Vadj) toward each other until they are above

the boundary of the addressing RF electrode and the ground electrode. As Vadj goes to zero, the

two trapping sites do merge into a single trapping site, albeit with a very low shared motional

frequency ωx. The ion interaction could be significantly increased, even while maintaining the

ions in well defined separate point quadrupole ion traps, by making the addressing electrode

shorter than that shown here. The trap-depth efficiency factor κd would then necessarily be

reduced. The simulations show that a ground plane a distance a/2 above the surface of the this

planar trap array also improves κd from 1.7% to 6.7%.

In the simulations shown here, the addressing electrode length (plus the electrode gap) is

about 90% of the distance between the home trapping sites, which means that the ions can

remain in separate traps, while the distance between them is reduced by ∼ 10%. The gate time

between point quadrupole ion traps (QIT) scales with the cube of the distance, so that even in

this long aspect-ratio trap, the gate time could be about 30% less with addressable electrodes

than without. This is in addition to the increased interaction caused by attenuating the RF

voltage, which reduces the secular frequency ωx in both the conventional and addressable arrays

of point QITs. The time for this displacement, assuming it is done adiabatically (i.e. without

heating the ions), would be approximately 10 times the period of the slowest secular frequency

of interest. Since the secular frequency scales approximately linearly with Vadj, even the slowest

traps in table 3.2 could be RF addressed adiabatically in just microseconds. For instance, a

2D array with 100 µm inter-trap spacing and 75 µm long addressing electrodes should be able to

perform an entangling gate in 400 µs, with the adiabatic addressing of the adjustable RF electrode

taking on the order of 10 µs. While the addressing electrodes add some technical complexity, the

increased interaction between neighboring sites and the deeper absolute trapping depth of the

whole array means experiments could be significantly easier to perform.
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Figure 5.1: Geometry of the electrodes used for the simulation of trapping 40Ca+ ions in a 2×2
array of addressable ion traps as well as for the trapping of charged dust particles. Above each
circular ground electrode is a point quadrupole ion trap. The trap is implemented on a circuit
board and has the same physical layout as an industry-standard PGA101 integrated-circuit
chip carrier so that it can be plugged into a standard socket.
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Figure 5.2: Series of simulations for trapping 40Ca+ ions in an addressable array of point
ion traps with an inter-trap spacing of 6 mm. Top: a) series of simulations showing a slice
through the pseudopotential field in eV through the middle of the two trapping sites which
share an addressing electrode. Middle: b) series of simulations showing a slice though the
pseudopotential 890 µm above the surface of the trap. Bottom: c) The pseudopotential along
a line connecting the two trapping sites. From left to right (i-iii), the potential of the addressing
electrode Vadj is ramped from 100% of Vnom (215 V 10 MHz) to 0 volts. Initially (i), the two ion
traps are fully separated and form two well-isolated point quadrupole ion traps. In between
(ii), Vadj is 43% of the nominal trap voltage and the trap frequency has been reduced. (iii)
Vadj is at ground and the two addressed ion traps in the array are formed into a linear ion
trap.
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Figure 5.3: A closer look at the simulation results (from figure 5.2.a.ii.) when Vadj is at 43%
of Vnom. Here the color scale has been set so that the saddle points are easier to see. A trap
appears over the addressing electrode. The trapping locations are indicated by dark points in
the spherical trapping potentials. The ion-ion distance has been also reduced by 10% compared
to the distance with full voltage on the addressing electrode. The potential of the saddle point
(here ∼0.1 eV) between the new trap over the addressing electrode and the point quadrupole
ion traps falls with the square of the addressing electrode’s voltage. However at all times the
ions are trapped within the array by a strong potential.

Shown in figure 5.3, is the pseudopotential when Vadj is 43% of Vnom. A third trap opens

up over the addressing RF electrode. The trapping locations are indicated by dark points in the

spherical trapping potentials. The inter-ion distance has been also reduced by 10% compared

to the distance with full voltage on the addressing electrode. The potential of the saddle point

(here ∼0.1 eV) between the new trap over the addressing electrode and the point quadrupole ion

traps falls with the square of the addressing electrode’s voltage. However, unlike the trapping

potential of a conventional array of point QITs with a weak trap depth, the ions in this array

have a strong trapping potential in the overall array. The addressing electrode allows for the

interaction between point QITs to be increased while avoiding the problem of a low trapping

potential, which leads to ion loss. As Vadj is decreased to 0 volts, the third trap rises up and

connects the two point QITs with nearly a line of RF null. In this way the two formerly point

QITs are morphed into a linear QIT.

5.2 2× 2 Dust-Trap Array

A printed circuit board1 trap, shown in figure 5.1, was used to trap charged dust particles

(Lycopodium spores) in air as a proof of principle. The trap was placed in a test fixture inside

a plastic acrylic box to shield it from air currents (see fig. 5.4). The electrodes were driven by

variable autotransformers, which were AC coupled to the trap to allow for bias DC voltages.

A wire mesh was positioned 3 cm above the trap, with a voltage of 150 V applied to it, which

provided gravity compensation for the charged dust particles. A green laser pointer was used to

illuminate the setup.

5.2.1 Trapping and Morphing Traps with Charged Dust Particles

Shown in figure 5.5 are a series of photographs taken of clouds of dust in the charged particle

trap Dusty. The voltage on the addressing RF electrode is lowered (pictures i-iii) and shows how

1copper on FR4 (frame retardant class 4) epoxy laminate
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Figure 5.4: Photograph of the test fixture for trapping charged dust particles. The RF elec-
trodes are driven at a voltage of 230 VAC at 50 Hz, with the amplitude tuned via auto-
transformers. High-pass filters allow for bias voltages to be applied to all RF electrodes. The
entire assembly is housed in an acrylic box to shield it from air currents.

the two point-like traps are morphed into a single linear trap. Figure 5.5.i shows two point

quadrupole ion traps, each with several dust particles. Figure 5.5.ii shows the cloud of particles

in each separate trap have enlarged and moved toward each other as the two traps are relaxed.

Finally, in figure 5.5.iii is a linear trap with a chain of dust particles.

The parameters used for trapping charged dust particles were different from those needed

when trapping ions, because dust particles have a much lower charge to mass ratio. Instead of a

10 MHz RF drive, just 50 Hz is required. Despite the low frequency, this is still termed the RF

drive in analogy with ion traps. The secular frequency of the charged particles could be seen

and is ∼8 Hz. Because of the small charge to mass ratio of the charged dust particles, they are

affected by gravity and require a static field to pull them upwards, so that they are on the RF

quadrupole null. This was accomplished by applying a compensation voltage to a mesh installed

above the trap array.

5.2.2 Importance of Bias Voltages on Radio Frequency Electrodes

The charged dust particles can be steered or displaced by DC bias voltages on the RF drive

electrodes. When two traps are in a linear trap configuration (figure 5.5.iii), a DC bias on an RF

electrode can displace the charged dust particles from one area of the trap to another. During

the process of morphing the two point QITs into a linear QIT, a small DC bias voltage (∼2 V)

was also used to keep the charged dust particles, which were vibrating with micromotion, from

falling into the third trap (see fig. 5.3) which opens up over the addressing RF electrode. In

addition, DC bias voltages can be used to minimize micromotion caused by the particles being

pushed out of the RF quadrupole null by other fields, such as gravity or stray electric fields.

Because of how useful the DC bias voltages on the electrodes were, it is desirable to also provide

this capability in the electrode drive electronics when trapping ions.
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i) ii) iii)

clouds of dust clouds of dust chain of dust particles

Figure 5.5: Photographs taken of the charged-particle dust trap. The voltage on the addressing
RF electrode is lowered (pictures i-iii) and shows how the two point-like traps are morphed
into a single linear trap. i) Two point quadrupole ion traps, each with several dust particles.
ii) The cloud of particles in each separate trap have enlarged and moved toward each other as
the two traps are relaxed. iii) linear trap with a chain of dust particles.

5.3 Discussion

The dust trap results showed that varying the amplitude of the 50 Hz drive for the electrodes

allows the trap location to be tuned. When the voltage of this electrode was zero, the trap was

morphed into a linear trap. The space charge of the dust particles caused the particles to form a

linear chain. These results suggested that the same type of trap adjustment should be possible

with ions.



Chapter 6

Ion Trap Array “Folsom”

In order to test the ideas of RF displacement and addressing of ions using an adjustable RF

electrode, 4 × 4 trap array “Folsom” was built and tested. The inter-trap spacing of the array

was 1.5 mm. This allowed the design to be made using a printed circuit board technology, but

meant that loading multiple sites with a laser-sheet, or driving coherent dipole-dipole interactions

between trapping sites was not to be done. Instead, single ions were loaded in sites of the array,

and the ability to RF displace single ions in more than one dimension was demonstrated.

This chapter is laid out as follows. First the design of Folsom is given in section 6.1. Next the

design and testing of the RF resonators for operating the adjustable RF electrodes is described

in section 6.2. Next the setup of these RF resonators and associated electronics is described in

section 6.3. The results of loading 40Ca+ ions in Folsom and adjusting the trapped ions with the

adjustable RF are given in section 6.4. And finally a discussion of the experimental results is

given in section 6.5.

6.1 Design of 2D Array Folsom

The methods of designing, predicting the performance of, and constructing the trap array

Folsom are given here. First the design is reviewed and the basic simulations of the 4×4 array are

shown (6.1.1). Then the method of fabrication is detailed (6.1.2). Finally, detailed simulations

are given which show the expected RF displacement due to adjusting the RF voltage on nearby

segmented RF electrodes (6.1.3).

6.1.1 Folsom Geometry and Pseudopotential Simulations

To trap 40Ca+ ions, a 4×4 square array of ion traps, Folsom, was designed so that the inner

2 × 2 array was fully adjustable and addressable. Shown in figure 6.1 is a photograph of the

trap before being put into vacuum. The RF drive was segmented into 26 separate electrodes.

This is was done in order to minimize micromotion both at the point trapping sites and the

111
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linear traps possible between each pair of point quadrupole ion traps (QIT), as well as to create

an axial trapping frequency in the linear traps. Because of the large number of electrodes (see

figure 6.2) only the inner 2×2 part of the array was wired up to be fully adjustable, while the

outer 12 trapping sites provided a periodic boundary condition for the inner array. Folsom is very

similar in geometry to the 2×2 array described in chapter 5, with the exception of having more

trapping sites. The basic shape of the electrodes is the same, but there are more of them, and

the RF electrodes have been further segmented to allow for DC biases to provide micromotion

compensation, to displace ions and to impose an axial trapping frequency, when two point QITs

have been morphed into a linear QIT.

Figure 6.3 shows a simulation of the pseudopotential of the 4×4 array. It is qualitatively

similar to the 2×2 array. With a drive voltage of 125 V at 10 MHz, the ions are held within the

array with a trap depth of about 0.5 eV. A ground plane 1.5 mm above the surface improves κd

by about a factor of 4, and should provide shielding from stray charges in the setup. Figure 6.4

shows a close-up cross section of the trapping fields in the trapping array Folsom. The field lines

are shown in black and the pseudopotential is shown as color coded contours (same scale as in

figure 6.3). Because of the 3D nature of the electric-field simulation, the field lines disappear into

and out of the cross-section plane. The RF and DC ground electrodes are seen on the bottom

of the figure.

1.5mm

addressing electrode

ground electrode

RF+DC bias electrode

6 mm

Figure 6.1: Fabricated trap. Inside the diamond area, is a 4×4 array of planar point quadrupole
ion traps. A microscope close-up of the middle 2×2 section of the trap shows details of the
electrode structure. The nominal trapping sites (circular electrodes �400 µm) are 1.5 mm from
each other.

6.1.2 Ion Trap Fabrication

Folsom was designed to determine whether tunable RF electrodes could be integrated suc-

cessfully into an array of ion traps. The use of separate adjustable electrodes requires vias

integrated into the electrode structure. A printed circuit board technology was used for this

purpose [196]. This technology had a limitation of 50 µm traces and 50 µm gaps. To make the

trap as deep as possible for a given applied voltage, a ratio of 4 to 1 for the RF electrode’s length

to the trapping-site electrode’s radius was chosen [160].
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Figure 6.2: False color image of fabricated trap layout. The nominal trapping sites (circular
electrodes �400 µm) are 1.5 mm from each other. The main RF is colored darker than the
adjustable RF electrodes (bright). DC electrodes are colored light brown. The inner 2 ×
2 trapping sites have many individually adjustable electrodes so that micromotion can be
minimized.

Folsom’s fabrication steps are shown in figure 6.5. First the electrode structure was etched

into a printed circuit board (PCB) material 1 with copper cladding2 (see Fig. 6.5a)3. The PCB

was then plated with 10 µm gold using a sulfite gold solution4. A detail of the surface after

gold plating is shown in figure 6.5b. The board was then mounted to a 1.6 mm thick substrate

with pins (Mill-Max 3116), which were crimped into the vias to so as to support the PCB and

connectorize it. The completed trap is shown in figure 6.5c. The trap was then placed into

a specially made PCB filter board, which was then plugged into a cable break-out board as

shown in figure 6.5d. These coaxial cables then were connected to the coaxial UHV feedthrough

described above in the vacuum setup.

1Rogers™ 4350b 35× 35mm 170 µm thick substrate
218 µm thick copper
3Andus Electronic Gmbh
4Transene TSG-250
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Figure 6.3: Simulation of Folsom trapping 40Ca+ ions showing the pseudopotential (eV) 375 µm
above the surface of the trap (above) and also from the side diagonally through the trap. A
ground plane sits 1.5 mm above the surface of the trap. The trapping depth is about 0.5 eV. All
RF electrodes are fully driven with a voltage amplitude of 125 V and a frequency of 10 MHz.

6.1.3 RF Displacement Simulations

In order to extend the methods for quantifying the displacement due to adjustable RF

electrodes developed in section 3.5 to traps with more than 2 RF electrodes, such as 2D arrays

of addressable ion traps, then any extra RF fields from the other electrodes must be taken into

account. Figure 6.6 shows the electrode structure of the Folsom array. The electrodes RF1, RF2,

and G1 are the relevant electrodes for computing the dipole and quadrupole coefficients around

the trapping site electrode G1. The residual RF field from the rest of the RF electrodes (colored

red), must also be taken into account.

First the simulations are run, so that the dipole-like and quadrupole-like coefficients are

found for the two adjustable RF electrodes (RF1 and RF2) on either side of a trapping site

(electrode G1). Then the electric field due to voltages V1, V2 on the adjustable electrodes (RF1

and RF2) is simply

Eadj = V1(a− bx/2)− V2(a+ bx/2). (6.1)

If the trapping site is located in a periodic array such as Folsom, so that it contains periodic

even symmetry of the RF electrodes, the effect of applying the same voltage to all the other RF

electrodes will be to create a weak quadrupole field at the center of the trapping site. This extra

field EEF is related to the voltage on the rest of the array’s RF electrodes Vnom, by

EEF = −Vnomcx, (6.2)
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Figure 6.4: A cross section of the trapping fields in the trapping array Folsom. The field lines
are shown in black and the pseudopotential is shown as color coded contours (same scale as in
figure 6.3). Because of the 3D nature of the electric-field simulation, the field lines disappear
into and out of the cross-section plane. The RF and DC ground electrodes are seen on the
bottom of the figure.

where c is the positively defined quadrupole-like coefficient of the rest of the array’s electrodes,

and x is the distance from the center of the trapping site under examination. The total field

is then the sum of the field from the adjustable RF electrode and the extra field from the rest

of the RF electrodes in the array. By setting this total field to zero and solving for the trap

location xt, we arrive at

xt = 2
a(V1 − V2)

b(V1 + V2) + Vnomc
. (6.3)

Figure 6.7 shows simulations of the electric fields as a function of the x-position around the

center of a trapping site for the various applied voltage configurations. A procedure analogous

to that given in section 3.5.2 is used, so that the simulations are performed as follows:

For the dipole-like electrode configuration 6.7a, corresponding to coefficient a, the two near

RF electrodes have a voltage of +1 V and -1 V while the rest of the array is set at ground.

For the quadrupole-like configuration 6.7b, corresponding to coefficient b, the two nearby

electrodes have a voltage of +1 V, while the nearby ground electrode and ground plane are set

at 0 V. Because the coefficient b is defined for ±1 V, the gradient should be multiplied by 2 to

equal b. A line is fitted to the computed electric field, so as to determine the gradient of the

electric field (which is then the co-efficient b).

For the residual array RF 6.7c, term c, all the RF electrodes, except for those neighboring

the trapping site are set to +1 V, while all other electrodes are set at 0 V. In order to compute

the coefficient c, a line is fitted to the electric field so as to find the gradient. The extra field has

the effect of producing a quadrupole like field which is only about 5% compared to the adjustable

RF electrode’s quadrupole term.

For a 2D array where all voltages are initially set to the same value, RF displacement can

be accomplished by attenuating the power to the adjustable RF electrode. By setting the dipole
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Figure 6.5: Fabrication of the Folsom ion trap. (a) printed circuit board. (b) detail of the
center electrodes’ structure after plating with gold. (c) connectorized trap. (d) trap plugged
into the vacuum filter board and connector board. A transparent ground plane is mounted
7 mm from the trap surface. The entire assembly is then installed in the vacuum chamber with
the trap facing downwards.

term a and the quadrupole like term b in equation 3.46 to the values from the simulation results

in figure 6.7, the expected displacement of the RF null in mm is given by

xt '
5(1− Vr)

15 + 14.3Vr
, (6.4)

where Vr equals the relative magnitude of the adjustable RF electrode’s voltage (RF1), ranging

from 0 to 1 and the displacement distance is measured in mm. For instance if the power to the

electrode is attenuated by 4 dB, so that the Vr is about 63% of the maximum voltage. Then one

should observe an RF displacement of about 77µm from the initial trapping position. Comparing

this number with the simulation results in figure 6.7 shows that parameters are constant in this

region to within 5%, so that the approximation of constant a, b and c should be valid.
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Figure 6.6: Folsom trap RF displacement simulation setup. The electrodes RF1, RF2, and G1
are the relevant electrodes for computing the dipole and quadrupole coefficients around the
trapping site electrode G1. The residual RF field from the rest of the RF electrodes (colored
red), must also be taken into account.

6.2 RF Resonators

In order to create the relatively high voltage RF signal, which is of order 100 volts, necessary

to drive ion trap electrodes, a resonant circuit is typically employed. Since most RF sources are

50 Ω, so that standard coaxial cables can be used, without a resonator, the power to drive

an electrode would be P = V 2/R or several 100 W. Such an RF source would be technically

difficult. Many ion traps employ a helical resonator [208], which can achieve a very high voltage

gain (typically ∼50) and a loaded Q of several hundred. However they are typically ∼10 cm in

diameter and ∼20 cm long at typical ion trap drive frequencies. Since they must be placed as

close to the trap as possible, typically on the vacuum feed-through it would be space prohibitive

to use more than just a few helical resonators. For the addressable 2D arrays several RF sources

were required, so a smaller resonator was designed and tested based upon toroidal inductors.

In the following subsections, first a simple model of an LC resonator is presented (6.2.1).

Then the results of testing are real resonator based upon toroidal inductors is given (6.2.2).

A technical complication is described, which arises when multiple resonators drive electrodes,

which have some capacitive coupling to each other, are driven separately (6.2.3). And finally, a

solution to this problem is given (6.2.4).
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Figure 6.7: The electric fields as a function of the x position around the center of a trapping
site for the various applied voltage configurations. A procedure analogous to that given in
section 3.5.2 is used, so that the simulations are run as follows: For the dipole-like electrode
configuration figure (a), corresponding to coefficient a, the two near RF electrodes have a
voltage of +1 V and -1 V while the rest of the array is at ground. For the quadrupole-like
configuration figure (b), corresponding to coefficient b, the two nearby electrodes have a voltage
of +1 V, while the nearby ground electrode and ground plane are set at 0 V. For the residual
array RF figure (c), term c, all the RF electrodes, except for those neighboring the trapping
site are set to +1 V, while all other electrodes, including the neighboring RF electrodes, are
set at -1/2 V. In order to compute the quadrupole coefficients, a line has been fitted to the
simulation data, so that the gradient of the electric field can be seen. The extra field has the
effect of producing a quadrupole like field which is only about 5% compared to the adjustable
RF electrode’s quadrupole term. For these simulations, a ground plane sits 7 mm above the
surface of the trap.
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Vin

RS L RL

C

Figure 6.8: Schematic representation of a tank resonator, which uses a perfect transformer to
match the resonator’s resistance RL on resonance to that of the source impedance RS of the
voltage source Vin.

6.2.1 LC Resonator Model

A common way of viewing the operation of these resonators is as an impedance matching

network which matches the impedance of the RF source to the impedance of the electrode [209].

Since the electrode and associated wiring is essentially a capacitive load, the RF power necessary

to drive the electrodes is only a function of how good of a resonator can be built (a better

resonator requires less power). This allows for less RF power to be used driving the trap, while

it also acts as a band pass filter, which can reduce voltage noise on the electrodes.

A simple model of a resonator, with a perfect matching network is given in figure 6.8. The

signal source with a source impedance of RS is perfectly matched at the resonant frequency

to a tank resonator composed of an inductor L, some resistance RL, and a capacitor C. On

resonance, the impedances of the inductor and capacitor cancel each other. All the resonator

losses are lumped into the resistor RL. At steady state, the power supplied from the signal

source PS = V 2
in/RS is lost in the resonator’s resistor RL. The power lost in the resistor RL is

I2RL, where I is the RMS current flowing through the resistor. The RMS current IRMS is equal

to VoutΩrfC, where Vout is the RMS voltage on the capacitor. Since the resonator is perfectly

matched to the source, one can equate the power in and the power lost to arrive at an expression

for the voltage gain G of the resonator

G =

√
Q

ΩrfCRS
. (6.5)

From the above equation, one can then see that if is desirable to minimize the RF source’s

power, but the trap drive frequency and voltage are specified, then it is desirable to maximize

the quality factor Q, minimize the capacitance C and if it is possible, to minimize the source

impedance RS.

6.2.2 LC Resonator Results

Shown in figure 6.9 is a tank resonator, which uses two capacitors to match the source to the

resonator. An example of this type of tank resonator was built and installed on an existing ion

trap experiment and 40Ca+ ions were loaded. The trap was a linear quadrupole ion trap (QIT)

with planar trap electrodes and an ion-electrode spacing of 475 µm. The drive frequency was

10.5 MHz. A 5 W amplifier5 was used to drive the resonator. The elements for the circuit were

5Minicircuits ZHL-5W-1
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Figure 6.9: Schematic representation of a tank resonator, which uses an impedance matching
network of two capacitors CA and CB, to match the resonator’s impedance to that of the
source impedance RS of the voltage source Vin.

a 4.7 µH inductor (API Delevan 4470-09F) with a measured unloaded Q=84 at 10.5 MHz, and

RF capacitors, CA=220 pF, and CB=820 pF. The capacitors were chosen to match the source

impedance to the load impedance, so as to maximize the voltage gain. The measured capacitance

of the trap, associated wiring and vacuum feed-through was 47 pF. A capacitive divider was used

at the output of the resonator to measure the voltage of the resonator. The resonator gave a

voltage gain of 22.5 and a measured, loaded Q of 51 (resonant frequency divided by FWHM of

bandwidth). This circuit could output 1000 V peak to peak continuously.

Though this resonator loaded ions in a linear QIT, an improvement to the matching network

of CA and CB would be to provide a DC path to either ground or a DC voltage source. This could

be done in various ways, for example by adding an RF choke (a large inductor) at the junction

of CA and CB to a DC source. Alternatively, one could eliminate CA and use an inductor to

make the match instead [210, 211].

6.2.3 Capacitive Coupling between Two Resonators

The simple, impedance-matched tank circuit described above works if only one radio fre-

quency drive is required. If it is necessary to adjust one electrode to a different RF voltage

amplitude than that of the others, then it might seem that a scheme involving two resonators

and two variable sinusoidal sources could be employed. However, a problem surfaces because of

the coupling between the two resonators.

Figure 6.10 shows two resonators, like the resonator shown in figure 6.9, each driving their

own capacitive load C1 and C2. These two resonators are weakly coupled because they drive

electrodes which have a capacitive coupling, Ccoupling, at the trap. When one electrode voltage

is adjusted, it will affect the other resonator and both the phase and amplitude of the RF driving

voltages will be affected. For example, if both resonators have the same output voltage phase

and amplitude at node points 1 and 2 (see figure 6.10) then the coupling capacitor Ccoupling is

essentially invisible to the system. However, if the second resonator is set so that node point

2 is at ground, then the capacitance that the first resonator needs to drive will increase by

Ccoupling. While this is typically very low (∼0.1 pF) it is enough to significantly affect the phase

and amplitude of the output of the resonators. To first order, the change in resonant frequency

(δΩrf/Ωrf) ∝ δC/2, where δC is the fractional change in the capacitance of the resonator. Since

the resonators might have a loaded Q of ∼50 and a load of no more than a few tens of pFs, a

change of 0.1 pF would result in a phase shift of about 20°. The ion would not be stable with

such a large mismatch of phase between the voltages on the RF electrodes.
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Figure 6.10: Schematic representation of two coupled tank resonators. The capacitor between
the two trap electrodes Ccoupling is the capacitive coupling caused by the physical proximity
of the electrodes on the ion trap. The voltage (amplitude and phase) at node 1 becomes
dependent not just on the sinusoidal source V1in, but also the voltage at node 2, leading to
instabilities in the drive.

There are multiple ways to avoid this problem. One could do away with the resonators, but

the required RF power (∼200 W) to drive the ion trap becomes very expensive and technically

difficult. The trap could also be operated with a low-Q resonator [193], but instabilities in the

phase would likely still cause high micromotion and the RF power required (∼10 W) makes

scaling the system difficult. A third way, used here, is to actively lock the resonator.

6.2.4 Phase-Locked Resonator

A varactor diode as a variable capacitor can be used to compensate for the variable capac-

itance of the trap electrodes, which is caused by their capacitive coupling to other electrodes.

Figure 6.11 shows a representation of a circuit to do this. The output of the resonator is mea-

sured with a capacitive divider (C2 and C3, typically 1 pF and 100 pF respectively) and the phase

of this resonator is computed with a mixer (Analog Devices AD8302).

A resonator has a phase shift of 90° between the input and output when it is on resonance.

As the input frequency is varied the phase will change with a linear slope around the resonance

frequency. A mixer can be used to compare the phase of the output of the resonator, with the

phase of the input of the resonator. The output of the mixer is then used as an error signal,

which is sent to the varactor diode, so as to lock the resonator to a fixed phase. Care must be

taken to protect the varactor diode from the high voltage output of the resonator. This can be

done by using another capacitive divider (with CV typically ∼2 pF) to lower the RF voltage the

varactor diode sees. The output of the mixer must be be low-pass filtered, biased, and given the

correct gain to properly drive the varactor diode. Care must also be taken to keep the varactor

diode reverse biased (not shown in figure).

Initial tests of this phase-locked resonator allow it to compensate for ∼2 pF of capacitive

coupling at 9.7 MHz with less than 1 degree of phase change utilizing a resonator with the same

characteristics as given above in section 6.2.2. Without the phase lock, the resonator had a phase

shift of ∼30 degrees. A full electronic schematic of the circuit used for operating Folsom is given

in section A.
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Figure 6.11: A schematic of the phase-locked RF resonator. A tank resonator is formed by
the high Q inductor L and the capacitors to the right of it. The mixer locks the output phase
of the resonator via the varactor diode.

6.3 Folsom Electrode Setup

To trap ions in Folsom, it needs to be connected to a set of RF and DC voltage sources.

Figure 6.12 shows a false color image of the individually adjustable electrodes in the center of

the array and their identifying number. The circular trapping site electrodes 1, 5, 13, and 20 are

connected to a DC voltage source and the remaining numbered electrodes are connected to RF

sources. Some of the electrodes have the same number, which indicates that they are internally

connected to each other. Not shown are the outer trapping sites and the transparent conductive

plane 7 mm above the trap, which are connected to the local ground.

Initial testing of the phase-locked resonators revealed that if the capacitive load of the tank

resonator was varied by a few pF, it was possible to monitor the phase of the output of the

resonator, and correct for this by using a bank of varactor diodes to compensate for the change

in the load. Setting up several of these resonators for ion trapping was done as follows. Each

resonator drove either a single, or group of, adjustable RF electrodes. Table 6.1 shows how each

individually adjustable electrode, or set of electrodes, was connected to Folsom. The first column

shows the trap electrode or group. For the RF electrodes, the capacitive load, voltage step-up

and electrode numbers are shown in the remaining columns. For the circular DC trapping site

electrodes, the electrode number is given in the final column.

Figure 6.13 shows the setup for each of the five RF sources, which were connected to the

electrodes in Folsom. Phase-locked function generators were used to supply both a reference

clock, along with the trap drive signal. The trap drive signal was amplified6 and then passed

through a directional coupler. Pickups in both the forward and reverse direction then went to

an oscilloscope to measure both the forward and reverse power. A bias-T allows a DC voltage

to be placed on top of the RF drive. The RF drive then went to a phase-locked resonator, as

described in section 6.2.4. The phase-locked resonator used the reference clock to stabilize the

phase of the RF drive.

Setting up multiple RF drives was done by starting at a configuration where all RF elec-

trodes had the same voltage and phase, so that directional couplers could be used to tune the

6Minicircuits ZHL-2W
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tank resonators and minimize any reflected RF power. However the situation is more compli-

cated when the RF voltage on adjacent electrodes is not the same. Some amount of RF power

is coupled capacitively from one adjacent RF electrode to another and then is transmitted up

the line back through the resonator to the RF source, making it hard to use directional couplers

to check whether the resonator is well matched. For this reason, an oscilloscope with capacitive

pickup probes was also used to monitor the output phase and amplitude of each RF drive. RF

drives with a large capacitive load of approximately 100 pF did not need the phase lock activated

for the experiments. But lightly loaded (30 pF) RF drives required the phase-lock to keep the

phase-walk to about 1° or less.
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Figure 6.12: Numbering for Folsom’s segmented electrodes is shown above. Some of the
electrodes were wired together at the trap, so as to conserve the number of external connections
necessary. The internally connected electrodes are shown here with the same number.
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trap electrode load / voltage list of
or group pF step-up electrodes

adj 1 30 20 10
adj 2 30 20 14

main N 150 14 2,3,4,6,7,8,9
main E 150 14 11, 12, 14, 15, 16, 17, 18, 19
main W 180 13 21, 22, 23, 24, 25, 26
site A n.a. n.a. 13
site B n.a. n.a. 5
site C n.a. n.a. 1
site D n.a. n.a. 20

Table 6.1: Details of RF resonator setup and DC electrode drive for Folsom. The channel of
the resonator, the load on the resonator and the voltage step-up are given. For the trapping
sites A-D, the electrode number is given.



Ion Trap Array “Folsom” 125

di
re

ct
io

na
l

co
up

le
r

fu
nc

tio
n 

ge
ne

ra
to

rs

F
ig

u
re

6
.1

3
:

S
et

u
p

fo
r

ea
ch

o
f

th
e

fi
v
e

R
F

so
u
rc

es
,

w
h
ic

h
w

er
e

co
n
n
ec

te
d

to
th

e
el

ec
tr

o
d
es

in
F

o
ls

o
m

.
P

h
a
se

-l
o
ck

ed
fu

n
ct

io
n

g
en

er
a
to

rs
w

er
e

u
se

d
to

su
p
p
ly

b
o
th

a
re

fe
re

n
ce

cl
o
ck

,
a
lo

n
g

w
it

h
th

e
tr

a
p

d
ri

v
e

si
g
n
a
l.

T
h
e

tr
a
p

d
ri

v
e

si
g
n
a
l

w
a
s

a
m

p
li
fi
ed

a
n
d

th
en

p
a
ss

ed
th

ro
u
g
h

a
d
ir

ec
ti

o
n
a
l

co
u
p
le

r.
P

ic
k
u
p
s

in
b

o
th

th
e

fo
rw

a
rd

a
n
d

re
v
er

se
d
ir

ec
ti

o
n

th
en

w
en

t
to

a
n

o
sc

il
lo

sc
o
p

e
to

m
ea

su
re

b
o
th

th
e

fo
rw

a
rd

a
n
d

re
v
er

se
p

ow
er

.
A

b
ia

s-
T

a
ll
ow

s
a

D
C

v
o
lt

a
g
e

to
b

e
p
la

ce
d

o
n

to
p

o
f

th
e

R
F

d
ri

v
e.

T
h
e

R
F

d
ri

v
e

th
en

w
en

t
to

a
p
h
a
se

-l
o
ck

ed
re

so
n
a
to

r,
a
s

d
es

cr
ib

ed
in

se
ct

io
n

6
.2

.4
.

T
h
e

p
h
a
se

-l
o
ck

ed
re

so
n
a
to

r
u
se

d
th

e
re

fe
re

n
ce

cl
o
ck

to
st

a
b
il
iz

e
th

e
p
h
a
se

o
f

th
e

R
F

d
ri

v
e.



Ion Trap Array “Folsom” 126

6.4 Folsom Results

This section describes the main results of trapping and controlling ions in the ion trap

“Folsom”. First the results of trapping single ions in an outer site of the array are given (6.4.1).

Then the results of trapping in a tunable region of the array are given (6.4.2). Next, the results

of using adjustable RF to displace the ions in the tunable regime are shown (6.4.3). The method

of micromotion minimization and frequency tuning using an adjustable RF electrode is then

described (6.4.4). Next, the measurements of the trap frequency vs. the applied RF power

are given (6.4.5). Finally the results of heating rate measurements via a recooling method are

described (6.4.6).

6.4.1 Initial Trapping

After fabricating the ion trap (see sec. 6.1.2), the trap was assembled into an ultra-high-

vacuum (UHV) chamber (see sec. 4.1). A calcium oven was used with photoionization lasers

to create 40Ca+ ions at the center of one of the outer trapping sites in the 2D array. Shown

in figure 6.14 is a camera photo of a cloud of laser-cooled 40Ca+ ions above one of the outer

trapping sites in Folsom. The figure shows the electrode structure underneath the ion-cloud.

Single ions were trapped in one of the outer trapping sites in the array using just a single RF

trap drive. A secular frequency of 680 kHz was measured with a trap drive of 10.7 MHz at a

voltage amplitude of 74 Vrms.

In order to measure the trap frequency, the following method was used. A sinusoidal voltage

is applied to a nearby electrode in the array. And the frequency of the applied signal, with a

minimal voltage that would heat the ions resonantly out of the trap, is then the trap frequency.

Because the cooling laser beams were directed parallel to the surface of the trap, it was not

possible to efficiently cool the motion of the ion normal to the trap’s surface. A possible method

to cool in this direction is described below in section 6.5.4. The measured secular frequency

is that of the direction normal to the trap surface. For spherical ion traps this is normally

called the axial or z-direction. The lifetime of a single ion with the cooling lasers turned on was

approximately 10 minutes, allowing measurements to be made with the photoionization lasers

turned off. However, the calcium oven, since it had a warm-up time of several minutes could not

be turned off. The time required to load an ion depended on the laser parameters, and would

range from a few minutes to just a few seconds.

A heating rate was approximated by an ion-loss method. The cooling lasers were turned

off for increasing lengths of time. The time at which the ion-loss rate was approximately 50%

was ∼ 5 seconds. Simulations of the ion trap give a trapping depth of ∼ 0.1 eV at the above

operating parameters. Assuming a thermal distribution of the ion’s motion, and calculating the

expected loss-rate for the trap’s simulated depth, a heating rate of ∼ 200 K/s was inferred. This

also assumes that the ion starts from a temperature much less than the final temperature. It

may be that the ion is quite hot in the direction normal to the surface of the trap (because it

was not laser-cooled in this direction), and so this estimate can be considered an upper limit to

the heating rate.
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Figure 6.14: A cloud of 40Ca+ ions loaded in Folsom over one of the outer trapping sites. The
electrode structure (at the focus plane) can be seen below the ions.

6.4.2 Trapping in a Tunable-RF Region of Folsom

A novel RF drive, capable of driving adjacent RF electrodes with the same phase but

variable amplitude was constructed (see sec. 6.2.4 for details). During the construction of this

RF drive, the ability to load ions in the outer trapping site deteriorated and after several months

it was not possible to load. After disassembling the experiment and rebuilding the trap with

a new version of Folsom, it was possible to load ions again and perform measurements. A

notable change to the experimental setup was that a transparent indium-tin-oxide (ITO) ground

plane was installed roughly 7 mm above the surface of the trap array. Ions could be loaded

∼ 400 µm above one of the inner 2× 2 trapping sites, where the neighboring RF electrodes can

be individually adjusted.

The trap had similar uncooled lifetimes as described above in section 6.4.1, but this time

there were five high-voltage RF sources running in parallel to drive the different adjustable RF

electrodes. Initial setup of the RF drive was done so as to place the same RF voltage amplitude

and phase on all of the RF electrodes, mimicking a situation where the RF electrodes were simply

connected to one another. The RF drive voltage was ∼ 75 Vrms at 10.1 MHz. See section 6.2.4

for a description of the RF resonator and how it is used to generate the high voltage on the

electrodes.

The voltage at the electrodes was then varied by changing the power applied to the RF

resonator. All RF power data described in the following sections is in dB, relative to this initial

situation where all electrodes have the same voltage. One important technical detail is that

trapping ions now required that the circular trapping-site electrode had a negative voltage applied

to it. At first this voltage was about -1 V, but over 1 year, the voltage required became more

strongly negative; at times as much as approximately −6 V. Figure 6.15 shows the progression

of the required trapping voltage over time. In the outer trapping sites, the circular trapping

electrode was simply wired to ground, and it was not possible to vary its voltage. If we had

been able to apply a negative voltage to the outer trapping sites, it might have been possible
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to continue trapping. Various reasons for this required bias voltage are discussed below in

section 6.5.1.
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Figure 6.15: Above is the required voltage applied to the circular trapping-site electrode so
that trapping was possible. Over a year of experimentation, the required voltage went from
approximately -1 V to -6 V.

6.4.3 RF Displacement

One of the main features of using addressable RF electrodes, described in section 3.5.2,

is that the ion(s) would be displaced by reducing the power to the individually adjustable RF

electrode. The power to the electrode is proportional to the square of the RF voltage amplitude.

As the electrode voltage is reduced, the electric field above the electrode falls, creating an asym-

metry of the pseudopotential. The ion then moves towards the region of reduced electric field.

In the limit of the variable RF electrode being at zero potential, the two nearest-neighbor traps

essentially become a single, quasi-linear trap.

Figure 6.16a shows the electrode configuration for the RF displacement. To demonstrate

displacement, the power applied to the y-adjustable RF electrode was varied. Figure 6.16b

shows the ion’s displacement as a function of the power applied to the adjustable electrode. The

ion was displaced by 37 µm for a 5 dB reduction in the power. The expected RF displacement is

also shown (solid line) from theory as per equation 6.4, with only the initial position as a fit to

the data. RF displacement in the x direction was also performed with the addition of a second,

adjustable, phase-locked RF drive applied to the x-adjustable electrode (see Fig. 6.16a). This

allowed the ion to be displaced “around a corner” in the ion trap. The ion could be displaced

approximately 40 µm in the either the x or y-direction, by reducing the applied power by ∼ 5 dB

on the relevant electrode. This experiment could be repeated, however the lifetime of the ions

was only a few seconds while performing RF displacement so that in order to do this experiment,

ion loading was kept going. This meant that at times there was one, two or as many as four ions

in the trap during RF displacement.
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In general, if the adjustable electrode’s phase is not exactly that of the other RF electrodes,

excess micromotion at the trap drive frequency will occur [136, 167]. When the ions were

displaced in the y-direction the phases of the five RF resonators were not locked. As the cooling

laser was perpendicular to the direction of displacement, any micromotion in this direction

did not interfere with laser cooling. Nonetheless, during displacement the cooled-ion lifetime

was only a few seconds. This was possibly due to variations in the cooling power over the

displacement range. For displacement in the x-direction a phase-locked resonator was used in

order to minimize micromotion along the direction of the cooling beam.

6.4.4 Micromotion Minimization and Secular Frequency Measurement

In order to minimize the ion’s micromotion and measure the trap’s secular frequencies a

method was used which recorded the time arrivals of the ion’s fluorescence photons and compared

these to the time varying trap drive signal. Fluorescence light from a single ion, at 397 nm, was

measured by a photomultiplier tube (PMT) as described in the imaging setup (see sec. 4.4)

and the resulting pulses were sent to a time-correlated single photon counter (TCSPC)7. The

arrival times of the photons could then be analyzed in the frequency domain by taking a Fourier

transform and inspecting the power spectral density. So that this could be done immediately

while running the experiment, a computer program was written to interface with the TCSPC

and the results were then analysed immediately and shown to the experiment operator. The DC

voltages, bias voltages and RF electrode phases were then adjusted to minimize the micromotion.

To measure the secular frequency, a nearby electrode was used to excite the ion’s secular motion

so that the Fourier analysis of the fluorescence photons could reveal the resulting secular motion

peak [212]. Applying a weak voltage to a nearby electrode so as to excite the secular frequency

is often called tickling.

In order to minimize the micromotion in both directions parallel to the surface of the trap,

Doppler cooling lasers were set up in both directions. By varying the DC bias voltages on

nearby electrodes, the ion could be placed closer to the RF null, reducing the micromotion peak.

Micromotion minimization was done with application of one beam at a time as well as two beams

at the same time. Because of the large number of experimental parameters, it was not possible

to relate the size of the micromotion peak to a physical quantity. However, reduction of the

micromotion peak allowed the micromotion to be minimized in a qualitative way.

Figure 6.17 shows a plot of the secular and micromotion peaks in the power spectral density

of the time arrivals of the fluorescence photons. Most prominently in the figure, is the micro-

motion peak at the trap drive frequency of 10.1 MHz. The secular frequency peak can also be

seen. For the conditions shown, the secular frequency ωx was approximately 600× 2π kHz. Also

visible is the micromotion sideband at approximately 10.1 − 0.6 = 9.5 MHz. The appearance

of the micromotion sideband is due to the excited secular motion of the ion mixing with the

micromotion.

7Picoharp™ 300
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Figure 6.16: Results of adjusting the power to the adjustable electrodes. (a) the configuration
of the laser-cooling and electrode adjustment. (b) the ion position versus the applied RF
power. (c) the frequency of the ion trap versus the applied RF power. Also shown are the
models of RF displacement and frequency tuning with a single parameter fit.
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Figure 6.17: The secular and micromotion peaks in the power spectral density of the time
arrivals of the fluorescence photons. Most prominently in the figure, is the micromotion peak
at the trap drive frequency of 10.1 MHz. The secular frequency peak can also be seen. For
the conditions shown, the secular frequency ωx was approximately 600× 2π kHz. Also visible
is the micromotion sideband at approximately 10.1 − 0.6 = 9.5 MHz. The appearance of
the micromotion sideband is due to the excited secular motion of the ion mixing with the
micromotion

6.4.5 Secular-frequency Tuning

In addition to facilitating RF displacement, changing the power applied to the adjustable

electrodes modifies the trap’s secular frequency. Figure 6.16a shows the setup for adjusting

and measuring the secular frequency via the second adjustable RF electrode and figure 6.16c

shows the adjusted trap frequency (350 to 370 kHz) in the y direction as a function of the power

applied to the second adjustable electrode. A model of frequency verses applied power is also

shown (solid line) following equation 3.48, where the only free parameter is the initial unmodified

trap frequency. The frequency was adjusted by about 15 kHz (4%) with a 1 dB change in the

applied power. It should be noted that, in the absence of DC-voltages, the secular frequency

of the radial direction is half that of the axial direction in point quadrupole ion traps with a

cylindrically symmetric trapping potential [49]. The axial secular frequency in the absence of DC

voltages had been measured to be approximately 700 kHz or about double the radial frequency.

The difference can be accounted for by noting that a small negative DC voltage (-2V) was applied

to the circular trapping site, which increased the radial frequencies at the expense of the axial

frequency.

The tickling method by which the secular frequency was excited and thereby measured

used a near-resonant Doppler-cooling beam. This necessitated well-compensated micromotion,

so that the Doppler-cooling beam was not modulated too far into the higher order (especially

blue) micromotion sidebands, which would reduce the effectiveness of the Doppler cooling beams.

Consequently, tuning and measuring the trap frequency could only be done with the RF resonator

phase-locked to a reference. In this way, excess micromotion due to a phase difference on the

RF electrodes was minimized.
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6.4.6 Heating rate

While the ion-loss method outlined above provided an upper-bound estimate on the ion

heating rate, it was desirable to characterize the heating rate further. The ion-heating rate was

too high to employ sideband resolved spectroscopy methods [73], so a fluorescence recooling

method was used [134, 135]. By this method the motional state of the ion after a period

without cooling is inferred by time-resolved measurement of the fluorescence dynamics as it is

recooled. The general theory for measuring the heating rate with a recooling method is given in

section 2.10.3.

The heating rate measurements were performed as follows. Ions were loaded by setting

all bias and DC voltages to zero, except for the circular trapping-site electrode. Because of

stray field drifts over time (see figure 6.15), it was necessary to apply approximately -5.3 V to

the circular trapping-site electrode to trap ions. This large negative voltage compensated for

the stray field at the trap center, but modified the axial and radial trap frequencies as follows.

The measured radial trap frequency increased from about 300 kHz to 630 kHz. As the DC field

increased the radial frequencies, it necessary reduced the axial frequency to below 100 kHz (see

section 2.1.1). The exact value of the axial frequency varied from day to day due to the changing

stray fields in the trap but stayed below 100 kHz.

Figure 6.18a shows the fluorescence rate during recooling of an ion after it was allowed

to heat for 24 ms. The data is an average of 1000 experimental runs. The detuning, ∆, of the

397 nm cooling laser was roughly 15(5)×2πMHz, where the natural linewidth is Γ = 21×2πMHz

and the saturation parameter from the measured laser intensity was σ = 10 ± 2. Because the

axial frequency is so low compared to the radial frequency, heating primarily occurred in this

direction. By modelling the recooling process, the average temperature in the axial direction was

estimated. The cooling lasers only had a small overlap (∼ 6°) with the axial motion of the ion,

so the cooling was not very efficient in this direction. Similar measurements were carried out for

different heating times, shown in Fig. 6.18b. Fitting these points with a line gives a heating rate

of approximately 2.5 K/ms. The uncooled lifetime of ions in the trap had degraded over time

so that, when these heating-rate measurements were performed, the uncooled ion lifetime was

approximately 100 ms.

In implementing the recooling model [134, 135], the following details of the calculation

are given. For the corresponding energy average appearing in the recooling model, the energies

E ∈ [ED, Emax] are included. ED is the Doppler limited minimal energy and Emax is a truncation

value chosen to be high enough such that the omitted higher energy terms in the average do not

alter the result of the fit routine. A value of Emax ≈ 20E was sufficiently high, where Emax is

adapted according to the size of the fit parameter E.

The original recooling model, described in section 2.10.3, did not include any ion heating

during recooling, and it was assumed that any heating during the recooling could be neglected.

The rate of change of the normalized energy dε/dτ of the ion given by Wesenberg et al. [135] is

dε

dτ
=

1

2
√
εr

(Re(Z) + δIm(Z)), (6.6)
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Figure 6.18: Heating-rate measurements using the recooling method. (a) fluorescence rate as
a function of time during recooling (point data) and the recooling-model fit (solid line), after
allowing the ion to heat for 24 ms. (b) the average energy of the ion, given by the recooling
model, as a function of the heating time. A least-squares fit (dotted line) gives a heating rate
of approximately 2.5 K/ms

where Z = i/(
√

1− (δ + 1)2/4εr, τ is the normalized time, δ is the laser detuning, and r is the

recoil parameter.

Our initial results indicated a heating rate of order 106−107 phonon/s. Because of this very

high heating rate, there was some concern that the recooling model might be invalid, since it did

not include ion heating during the recooling process itself. By adding the normalized heating

rate dεh/dτ to the normalized energy trajectory (eq. 6.6), the model could be checked. Since the

normalized heating rate dεh/dτ is the value that the model is giving us, the model must be run

iteratively so as to make sure that the model is consistent with itself. For calcium ions with a

trapping frequency of roughly 1 MHz, a saturation parameter of about 1, detuning of 10 MHz,

and a heating rate as high as 107 phonons/s, this caused the recooling fit to vary negligibly.
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6.5 Folsom Discussion

Below we consider the results of trapping in Folsom and what this might mean for 2D

arrays of ion traps. First, the negative voltage required at the trapping site is discussed (6.5.1).

Then the RF displacement and whether the RF null is genuinely altered by the reduction of the

applied RF power is considered (6.5.2). Next, the adjustment of the trap’s secular frequency by

modification of the applied RF power on the adjustable electrode is reviewed (6.5.3). Finally,

the heating-rate measured in the array is discussed (6.5.4).

6.5.1 Trapping

The results above indicate that ions can be trapped in an array such as Folsom so long as

it is possible to apply a static voltage to the circular trapping site electrode. Personal communi-

cation with other ion-trappers suggests that this negative voltage is often necessary for a planar

electrode traps [213] and may be caused by contamination on the electrodes [214–218]. It will be

important for this architecture to minimize any required DC voltage underneath the trapping

site so that RF displacement is effective. Whatever caused the required negative trapping-site

voltage, it became worse with time. It may be that the negative voltage was necessary because of

calcium deposited from the oven over time, or perhaps from the copper of the electrodes diffusing

through the gold plating over time or even growth of field emission tips. Future versions of 2D

arrays will need to overcome this issue. One additional external connection that could be made,

would be to the transparent ground plane above the trap. This would allow a vertical electric

field to be applied across the whole array.

6.5.2 RF Displacement

The RF displacement described above, shows that by varying the power to the adjustable

electrode, the location of the ion in the trap could be moved. The location of the pseudopotential

was altered generally in accordance with the simulations in section 6.1.3. However, the distance

that the ion traveled was about 40µm, whereas the expected distance was about 90µm from

the simulations (see fig. 6.16b). There are at least two possibilities. One is that the stray field

compensation did not compensate for the curvature of the stray field. Another is that as the RF

power was lowered, the required stray field changed. i.e. That the stray field is a function of the

applied RF power.

There could be concern that some other effect was moving the ions as the variable RF

electrode’s power was reduced. One possibility is that, as the pseudopotential became weaker,

some static voltage then pulled the ion in the direction of the variable RF electrode. This

is unlikely, since at the time we performed the RF displacement experiment described, it was

required to apply approximately -2 V to the circular trapping-site electrode. All other static

voltages were zero in the system, so it would be expected that the static electric field in the

trap would be pulling the ion away from the variable RF electrode. Moreover, as the power

was reduced below -6 dB, the fact that the ion reversed direction back towards the circular
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trapping-site electrode suggests strongly that there were no static electric fields pulling the ion

towards the variable RF electrode. Our interpretation of this is as follows. As the RF power was

reduced below -6 dB, the pseudopotential, parallel to the surface of the trap and in the direction

of the variable electrode, became so weak that the negative static voltage attracted the ion back

towards the circular trapping-site electrode. In other words, the spherical trap had become so

weak parallel to the surface in the direction of the trap of the variable RF electrode, that it was

essentially a planar-electrode linear quadrupole ion trap (QIT), where the circular trapping-site

electrodes, on either side of the adjustable electrode, acted as as an end-cap electrode, albeit

with a negative voltage on it.

6.5.3 Frequency Tuning

The measurement of the RF frequency tuning described above required the use of a phase-

locked resonator so that the adjustment of the RF drive did not induce excess micromotion,

which would reduce the efficiency of the laser cooling. The range over which the frequency was

adjusted and measured was about 5% of the secular frequency, with a 3% change expected from

equation 3.48. However, during the RF displacement experiments, the RF power was reduced

by 68% (5 dB), so that the voltage was reduced by 43%. It would be expected that the frequency

would have been reduced by about 80 kHz (see eq. 3.48) during the RF displacement. However,

measuring this secular frequency change remains a technical challenge due to the varying Doppler

cooling power, and varying stray field compensation requirements during shuttling.

6.5.4 Heating Rate

The heating rate measurement of order 107 phonons/s suggests an electric-field noise at the

ion of roughly 10−7 V2/m2Hz. Such a high level of electric-field noise or ion heating is rare,

but not unheard of [219]. Since the ion was only cooled along one axis, the ion was quite hot in

the directions perpendicular to the cooling beam. However, because these directions are normal

to the cooling beam, the thermal motion would have no Doppler shift in the direction of the

cooling laser, and should not introduce any error into the heating rate estimate given above.

Additionally, any micromotion of the ion, normal to the surface of the trap, should not cause

any error in the above heating rate estimate. Such micromotion, perpendicular to the surface

of the trap, is to be expected from the static voltage on the circular trapping-site electrode.

Moreover, the order of magnitude of the heating-rate, due to the correlation with the ion-loss

method, suggests that the heating rate really is this high. Clearly, this trap is very hot when

compared to published rates of similar sized ion traps and it would never be used for quantum

information experiments. This trap is made from a gold-plated-on-copper PCB. We believe this

to be the first published heating rate of a trap made from such technology. While relatively

quick and easy to fabricate, it may be that this technology produces a trap with far too high of

a heating rate.

Compared to other ion traps with comparable ion-electrode distances, the heating rate in

Folsom is 10-100 times higher [125]. But while the heating rate is very high, it does not appear
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to be caused by the operation of multiple RF electrodes, since the heating rate is also high with

just one RF drive; i.e. there were similar uncooled ion lifetimes, of a few seconds, with just one

RF drive and with multiple RF drives. It is possible that the high heating rate is caused by

some surface mechanism. The surface is rough (∼1 µm RMS) and the PCB’s copper electrodes,

had after some time diffused through the electroplated gold layer, leaving a gold surface with

patches of copper. Small electron field emission currents (∼ 1 µA) were measured, but operation

of the trap drive at powers low enough to completely eliminate the emission was not possible.

Applying a high voltage source to try and burn-out any field emission tips was also considered

too risky. In the future, any 2D array of ion traps would have to be fabricated more carefully so

as to reduce the heating rate.

The large heating rate in the direction normal to the trap surface, as well as the poor cooling

ability in this direction, raises the question of how to cool ions in a 2D array in the direction

normal to its surface. Lasers normal to the 2D array would generally require access holes in the

array and tilting the motional axes of the ion would introduce an asymmetry to the whole array,

which would add technical complexity to many other operations. Gorman et al. [220] have used

a weak electric-field excitation to parametrically couple the normal and parallel motions of an

ion in a surface electrode trap, so as to cool it to the ground state of motion and measure the

heating in the direction normal to the array. This could also be used during normal Doppler

cooling (or recooling) to increase the cooling efficacy in this direction.



Chapter 7

Microscopic Ion Trap Arrays

In this chapter some of the work describing 2D arrays of microscopic ion traps, where

coherent interactions between the ions would theoretically be possible, is given. Two-dimensional

arrays of trapped atomic ions made with planar electrodes require a design where islands of RF

electrodes are separately driven from DC electrodes. This requires some sort of underlying 3D

circuit structure so that the electrodes can be connected to voltage sources. The ion trap array

Folsom used a printed circuit board and vias to allow the different electrodes to be connected.

For the two designs below, vias were a critical part of their design.

The rest of this chapter is laid out as follows. First in section 7.1, the microscopic array

“Ziegelstadl” is described, where a multi-layer lithographic method was used to build a 4 × 4

microtrap array on one side of a dielectric substrate. Then in section 7.2, preliminary steps

are described which would allow through-substrate vias so as to build a microtrap array, which

might be scalable to a thousand trapping sites.

7.1 Ion Trap Array “Ziegelstadl”

In order for ions in separate harmonic traps to coherently exchange quantum motion, it is

desirable to get them within 10s of microns of each other [141, 142], while keeping the heating rate

low. This requires miniaturizing a 2D array like Folsom, while using materials and techniques

known to give low heating rates. This trap array is called “Ziegelstadl”.

The rest of this section first describes the physical layout of Ziegelstadl and the results of

building and testing this microscopic array (7.1.1). Then the RF resonators for this trap are

described (7.1.2). Next, the details of the vacuum setup and a custom feedthrough for this trap

are given (7.1.3). Finally, the delivery of the laser light to the array is described (7.1.4).
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7.1.1 Ziegelstadl Design

In figure 7.1 is an image of a miniature version of a 2D array of ion traps. The distance

between the traps is 100 µm to allow for loading and cooling of the whole array with a sheet of

laser light. The electrical connections to the trap electrodes are made on the sides with gold

bonds. Two layers of conductive traces with vias allow for the connections on the side to reach

the inside of the array so as to drive the various electrodes. The adjustable RF electrodes between

the trapping sites would allow for the ions to approach a distance of approximately 60 µm during

addressing while maintaining a trapping frequency of at least 100 kHz. The height of the ion

above the trap surface is roughly 50 µm. A trap drive frequency of 100 MHz with a 100 Vrms

amplitude trap drive, would give a secular frequency of ∼ 10 MHz with a trapping potential of

∼ 0.1 eV.

A few different versions of Ziegelstadl were built1 and tested. The details of the fabrication

of Ziegelstadl are given in appendix F. The general structure of Ziegelstadl is as follows. A

three layer structure is built onto one side of a wafer, which consists of a bottom metal layer, an

insulating layer and a top trapping-electrode layer. The insulating layer is made from one micron

of silica dielectric and should be capable of withstanding several hundred volts before dielectric

breakdown [221]. The two metal layers are interconnected with vias, so that the segmented

inner electrodes can be connected to an independent voltage source. The technical demands of

building such an 2D array of microscopic traps are still being solved (see app. F) at the time of

writing this thesis. However, electrical tests have been partially successful [222] and efforts are

underway to install the array into a vacuum setup and trap ions.

Figure 7.1: Above is a microscope image of a miniaturized 2D array of ion traps, called
Ziegelstadl currently being tested. Here it is shown mounted and wire bonded to a filter
board.

1fabrication primarily at Fachhochschule Vorarlberg by Prof. Johannes Edlinger’s Microtechnology group
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7.1.2 RF Resonators

RF resonators for Ziegelstadl were developed to run at frequencies of 60-100 MHz [222] so as

to maintain the trapping parameter qz to less than approximately 1/3 (as it was in Folsom) while

keeping the trap depth approximately constant. This was done so as to keep the micromotion

no higher than already tested.

7.1.3 Vacuum Feedthrough and Chamber

In order to provide a low capacitance pathway so as to drive Ziegelstadl’s RF electrodes

with approximately 100 V and a frequency between 60-100 MHz, a custom fabricated vacuum

feedthrough was developed [222]. The feedthrough is fabricated from a 3.1 mm thick printed

circuit board made from Rogers™ 4350b laminate. A copper ring, which holds the circuit board

and is sealed to it with a solder connection also acts as a Conflat™ style sealing ring for the

UHV vacuum system. After bakeout at 130° C the pressure inside the chamber was measured

to be of order 10−10 mbar. However, the permeable nature of the feedthrough material caused

the pressure to slowly rise to roughly 10−9 mbar over several months. This could perhaps be

alleviated by building the PCB feedthrough with more copper layers.

7.1.4 Laser Beam Setup

In order to illuminate the entire 2D array for laser cooling, without too much scatter from

the surface of the trap, a sheet of laser light was required. Both the 397 and 866 nm laser optics

needed to form a highly elliptical beam of light. Using cylindrical lenses, a sheet of laser light

could be made 5µm thick and 200µm wide.

Photoionization was provided by a focussed 422 nm beam of laser light. However, an in-

tegrated LED light source could be used to provide 375-380 nm light since coherence is not

required for the transition to the continuum [81].

7.2 Ion Trap Array “Matrix”

For 2D arrays of trapped ions with as many as 40×40 trapping sites, the basic architecture of

Folsom or Ziegelstadl could be scaled-up; provided that the adjustable electrodes could somehow

be connectorized. For Folsom, the electrodes were connected with through-substrate vias to

traces on the back side of the printed circuit board. These traces were then connectorized with

crimpable pins. For Ziegelstadl, a multi-layer micro-fabrication process created vias between the

top layer electrodes and the bottom layer traces. These traces then fanned-out to pads, which

could be connectorized with gold bonds. These gold bonds then connected to a filter board.

Unfortunately, the fabrication process used for Ziegelstadl will not allow for many more

connections, as there is a limit to how many inner vias can be fanned-out on just a single

lower layer. Consider that n is the number of sites of one side of the 2D array. The number of
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inner adjustable electrodes then scales with n×n, whereas the length of the sides which allow for

fanning-out of the traces scales only as n. What is needed is a three-dimensional connectorization

process so that the inner adjustable electrodes can be connectorized. Modern micro-electronics

with so-called flip-chip connects, use a three dimensional silicon fabrication process utilizing

many connection layers. If 2D arrays of miniature ion traps are to be scaled-up, some form of

3D interconnection process will be needed.

7.2.1 Electroplating Gold Vias

One way would be to create through-chip vias, so that gold bonding on the reverse side

could be used to to finalize the interconnects. Such a design, called Matrix is shown in figure 7.2.

Figure 7.2a shows the front with its segmented adjustable electrode structure. The design of

Matrix is a scaled-up version of Ziegelstadl’s electrode structure. Figure 7.2b shows gold bonding

pads on the rear of the 2D array. Through substrate vias connect the electrodes on the front

to the pads on the back. In order to test the feasibility of fabricating through-chip vias with

(a) (b)

Figure 7.2: The 2D array design Matrix has a 5 × 5 array of addressable ion traps. (a) the
view showing the segmented adjustable electrode and (b) the view showing the pads for gold
bonding.

electroplating, a wafer was designed with 18× 18 trap arrays. The method to metalize the vias

was inspired from an expired patent [223]. A small run of 50 mm x 50 mm x 125 µm wafers were

laser drilled with 20 µm holes for the vias2. One side of the substrate was then metalized with

50 nm of titanium and 100 nm of gold. One side of the substrate was then covered with gold

leaf. After fixing the substrate to a fixture and gold bonding to the metalized substrate, the gold

leaf was then sealed with photo-resist. A sulfite based gold-plating solution3 was used to plate

through the substrate. Results of the plating are shown in figure 7.3, where the laser drilled

holes are shown in figure 7.3a and the results of the through plating are shown in figure 7.3b.

2laser drilling by 3D Micromac AG
3Transene TSG-250
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The results indicated that after a planarization process, the electrodes could be patterned using

standard photolithographic techniques.

Unfortunately, the yield of this process was quite low. Of the 324 trap arrays on the

substrate, only about 3 arrays could be plated to look like that in figure 7.3b. The rest suffered

from various defects. A large number of the trap arrays were filled with the photoresist because

the gold leaf was porous. This could be mitigated by using a thicker electrode. If it were a gold

electrode, this would be quite expensive, and if it were copper or silver, there is some concern

that oxides might build up and it would be difficult to clean the surface prior to gold plating.

Another difficulty is that the trap arrays on the edges of the substrate plated much faster than

at the center of the substrate due to field line concentration between the cathode and anode in

the plating solution. For these reasons, it appears that electro-plating would work, but a fair

bit of work must be done to improve the yield before further processing steps could even be

attempted.

(a) (b)

Figure 7.3: Steps showing Matrix fabrication. A laser drilled alumina substrate (a) is metalized
with gold electro-plating so that vias form connections through the substrate (b).

7.2.2 Electroless Gold Vias

Because the electro-plating process produced such a low yield, another process to make gold

vias in alumina substrates was tried using an electroless gold plating technique [224] utilizing a

Na3Au(SO3)2 solution4. This process involved four steps using chemical reactions. The first step

uses silane to deposit a SiOH group on the alumina surface to activate it. The second deposits

tin on the surface, a silver solution then precipitates to form a monolayer of silver over the tin,

and finally the electro-less gold plating solution is used.

The original protocol was developed for producing gold nanotubes in anodic aluminum oxide

(AAO) substrates. The technology of producing and metalizing such AAO substrates has since

advanced. It is now possible to produce lithographically selective 3D nanotubes or vias in AAO

layers [225, 226].

Initial results of electroless plating in nanometer sized holes with AAO substrates, as well as

laser-drilled alumina substrates shows promise. The results of plating the laser-drilled substrates

are shown in figure 7.4.

4available from Technic Inc., Cranston, RI: Oromerse SO Part B
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(a) (b)

Figure 7.4: Steps showing Matrix fabrication, 2nd attempt. A laser drilled alumina substrate
(a) before metalization (b) after gold metalization using an electro-less gold plating process.



Chapter 8

Outlook and Conclusions

In the preceding chapters, 2D arrays of ion traps have been simulated, designed and tested.

The necessary theoretical background to understand their operations has been given. They

appear to behave as predicted albeit with a few surprises. The segmentation of the RF electrodes,

so that the time varying electrical potential on individual RF electrodes can be adjusted, has

the desired effects of RF displacement and secular frequency tuning. This suggests that a 2D

array of many ion traps could be successfully addressed electronically for large scale integration.

The necessary electronics, while more complicated than the usual helical resonators of ion traps,

work well and the electronics to lock the phase of the adjustable RF work properly.

That said, there remain several areas of concern as to whether this technology will perform

well enough so as to allow for practical quantum computing. The motional heating rate of

Folsom was so high that not only no coherent manipulation of the motional state is imaginable,

but coherent manipulation of the electronic states seems to be out of reach. The heating rate

is so high that the ion leaves the Lamb-Dicke regime in such a short time as to make sideband

cooling impossible. The lifetime of the ion, even with the cooling laser on is only ten minutes and

so many experiments are still out of reach. Many of these problems are likely material related.

In order to test whether adjustable RF could be used with 2D arrays of ion traps, the short-cut

of using a printed circuit board trap was used. In order to create the necessary geometry with

materials known to have low heating rates, it will take a technology effort which involves the

production of micro-vias. Some exploratory tests have been made to see if such geometry could

be made in-house. It appears the answer is yes, but that it will take some time to get the process

to work.

The voltage drift necessary to load the trap suggests strongly that the potential above the

surface of the electrodes is being modified by the operation of the trap. Some process to reset

the vacuum potentials above the trap surface should be integrated into the experiment. Other

researchers have had success using ion-beams or strong lasers to clean the top layers of the

trap [227–229]. These processes seem to eliminate both the static potentials above the surface

and reduce the heating rate.
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8.1 Scalability of 2D Arrays

The architecture proposed here requires of order 2N adjustable RF electrodes for N trapped

ions, each of which could store a physical qubit. Because of the 2D array structure, the number

of connections required scales linearly with N , but the width on a 2D circuit board to route the

signals scales with
√

2N , so that the required number of connections will overwhelm the space

on a 2D circuit quickly. This need not be the limit. If the power electronics necessary to drive

the adjustable electrode is built into the 2D array, by integrating semiconductors into the micro-

fabricated arrays, then an addressed digital communications bus could be used to command the

adjustment of the RF amplitude. This suggests that the architecture could be made scalable

without limit as far as the electrodes and electronics are concerned.

8.1.1 Optical Access and Imaging

If a global beam is used to drive transitions, while electronics are used for the addressing,

the beam must be able to reach every ion. If the height from the surface of the array is fixed,

while the array length is made longer, the objective used to bring the light to the ions will need

to be brought closer so that the whole array remains within the Raleigh length of the beam.

For an array trapping site spacing of approximately 100µm, an array of 100 by 100 ions ( 1 cm

by 1 cm ) should be possible. The characterization of each trapping site, must also be made

scalable so that micromotion, the secular frequency and the splitting due to nearest neighbor

coupling could all be characterized. For the characterization of a single trapping site, a PMT

with a photon counter was used with a manually adjustable aperture. If instead of a manually

adjustable spatial filter, an array of mirrors, such as those found on commercial digital projectors,

were used, then each trapping site could be optically addressed with respect to the image the

PMT sees. In this way a single PMT could be used dynamically to characterize each trapping

site in the array.

8.1.2 Bootstrapping a 2D Array

In order to develop methods which allow a large number of trapping sites to be characterized,

so that they can all be used as locations of high fidelity physical qubits, a number of methods

should be developed to increase the efficiency of this characterization and bootstrapping. For

instance, it should be possible to measure the secular frequency, the micromotion, and the heating

rate by performing a g2 measurement on the fluorescence light coming from the ions, if the right

conditions are met. Some possibilities are that one could build and shake an optical lattice,

tickle the ions electronically (as done in section 6.4.4), or increase the secular frequency so that

it is as high as the Doppler cooling linewidth (making sidebands visible). A two-dimensional

array of mirrors, such as is commonly found in digital projectors, could allow addressing of the

image of the 2D array of ions to a single PMT. This would allow one to bootstrap the operation

of a large array, so that its performance could be increased to the point where sideband resolved

transitions on the qubit transition could be observed and further improved.
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8.1.3 Adjustable RF

One aspect of the demonstrated method for scaling up 2D arrays of point ion traps has

been the use of phase-locked adjustable RF voltages to displace ions in neighboring traps toward

each other to increase their coupling addressably. As the array is miniaturized, the required RF

voltages and hence the trap depth can remain the same if the trap drive frequency is increased

proportionally. However, controlling the phase of a high voltage source as the frequency is

increased could be technically challenging. The method used for the trap array Folsom used a

matched phase-locked tank resonator (see sec. 6.2). However there are other possibilities. One is

use a balancing set of electrodes to compensate for any change in the load of the resonator [162].

Another possibility is to use an RF current source to drive the LC resonator near resonance [230].

This would then avoid having to directly stabilize the phase of the RF drive. A third possibility is

to drive the electrodes directly. Technically, this could be made considerably easier to implement,

if a digital drive were to be used to drive the RF electrodes [231–233].

8.1.4 Trap Optimization and Simulations

The simulations in this thesis were primarily performed using the finite element analysis

electrostatic software COMSOL™. Such an approach allows for an arbitrary 3D geometry to be

simulated. However, for large 2D arrays, such an approach requires an amount of memory and

processing time which scales roughly as the cube of the size of the problem. For the Ziegelstadl

simulations, about 32 GB (gigabytes) of RAM was necessary, along with more than ten minutes

of simulation time on a state-of-the-art personal computer. Furthermore, such an approach

solves for the electrostatic potential everywhere in space. The resulting electric field has sharp

changes in its gradient, due to the granularity of the meshing. Using a Biot-Savard type law

for electrostatics [234], surface traps made from an infinite plane with gapless electrodes can be

simulated much more efficiently [235]. One can also include the effects of a ground plane above

the surface [236]. Using such an approach, the geometry of the addressable arrays proposed here

could be optimized such as has been done for static arrays of point ion traps [163].

8.1.5 Applications to Quantum Simulations

Trapped atomic ions in 2D arrays have dipole-dipole coupling. This could provide a powerful

tool for building quantum simulators which would allow for a better understanding of other

physical systems. The coupling of nearby ions in separate traps has similar dynamics to Förster

coupling [237] or even the coherent energy transfer seen in photosynthesis [238].

8.2 Low Heating Rates

Heating of ions in ion traps is a correlated source of motional decoherence. As such, it

is necessary to minimize this as much as possible. The use of cryogenic ion traps is one way

of minimizing this sort of heating. Cryogenic ion traps have been able to show the lowest
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measured heating rate in planar surface electrode ion traps made from intrinsic silicon [170,

239]. An advantage of using silicon to fabricate ion traps is that the industrial techniques to

fabricate exact microscopic structures are well established and allow for complex designs to be

implemented. Other techniques have also been shown to significantly reduce the heating rate,

such as cleaning the trap with an argon-ion beam [228, 240]. The technology for developing

microscopic arrays of ion traps with a low heating rate seems to be well at hand.

8.3 Outlook for 2D Arrays

The low heating rates of ions in microscopic arrays of RF addressable cryogenic ion traps,

made with silicon fabrication methods and microvia technology would allow large scale 2D ar-

rays to be brought to a practical computational level. These improvements would involve serious

research and development efforts, but the payoff would be huge and could enable the applica-

tion of already existing quantum algorithms to solve otherwise intractable problems in finance,

cryptography, and natural simulations.



Appendix A

RF Resonators

A.1 RF Resonator for Voltage Magnification

In order to drive capacitive (or inductive) loads with radio frequency at voltages (or currents)

that would require too much power if terminated with 50 Ω, it is common to use a tank resonator

to reduce the amount of power required. Such a resonators have been used to drive EOMs in

the lab 4.3, RF magnetics for driving hyperfine level transitions [241], or the ion trap’s RF

electrodes 6.2.

Figure A.1 shows the layout for such a resonator. The RF source plugs into connector P1.

Since most commercially available RF sources are 50 Ω, due to the impedance of commercially

available coaxial cables, an impedance match is required. Capacitors C1* and C2*, match

the impedance of the RF source to the tank resonator’s impedance. For the case of driving a

capacitive load such as trap electrodes or an EOM, the inductor LQ can be built by winding

thick wire onto a low loss magnetic core1, or an inert toroid such as air or PTFE.

A.2 Phase-Locked Resonator

The phase-locked resonator is a tank resonator, but with the ability to lock the phase of

the output of the resonator with feedback loop techniques. Figure A.2 shows the schematic of

the circuit of a single channel of the phase-lock resonator. Varactor diodes are used to change

the capacitive load of the tank resonator. The circuit has over 100 discrete components. The

output of the mixer (U1) is used to control the bias on the varactor diodes (VD*A, VD*B). The

op-amps (U3 and U6) allow the potentiometers to set the control loop gains (R1, R11), as well

as the input offset (R9) and the output offset (R8) of the feedback. Additionally the circuit uses

mirrored varactors to minimize phase distortion of the output.

1Micrometals, Inc. or Fair-Rite Products Corp.
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Appendix B

Control Electronics

A number of custom pieces of control electronics were developed in the course of setting

up the laboratory for quantum optics experiments with trapped calcium ions. The schematics

follow, so that a complete documentation is made of the experiment.

First shown in figure B.1 is a low resistance solid-state digital switch. It is used for driving

moderately high current loads up to 7 A. This switch is used on the experiment to turn the

calcium oven on. It is also used to control the solenoid based optical shutters, which allow for

the zero’th order mode of the acoustic-optical-modulator (AOM) for the 397 nm laser beam to

reach the ions for far detuned cooling. It is also used to control the shutter, which can block the

photoionization lasers (375 and 422 nm).

Next shown in figure B.2 is a schematic for a circuit, which allows for ribbon cables to be

used to build a magnetic coil. A 20 conductor ribbon cable can then be used to make a 120 turn

inductor with only 6 wraps of the ribbon cable. This allows for the magnetic field coil, which

provided the quantization axis of the ion to be easily installed and taken off of the experiment.

Finally, a two watt RF source for driving the AOMs is given in figures B.3 thru B.5.

Figure B.3 shows the overall circuit diagram of the AOM source. This AOM source is meant

to be controlled via analog DC signals (0-10 V). In the experimental setup, this was done by

a personal computer with a digital to analog (D/A) output card (see section 4.5). Some of

the components of the AOM driver could not be directly sourced, and so they were built and

are detailed in the following figures. Figure B.4 shows the schematic for the voltage controlled

oscillator circuit, based upon a Crystek VCO module. The VCO circuit is only grounded to the

computer’s ground and the RF output is coupled by a transformer, so as to avoid ground loops.

The various devices in the AOM driver required a number of different analog voltage sources.

In figure B.5 is shown a series of DC-DC converters which were used to provide local voltage

sources so as to further minimize the possibility of ground loops in the laboratory.
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Appendix C

In-Vacuum Electronics

This appendix details the layout of some of the in-vacuum electronics used in the experi-

ments. First in figure C.1 and C.2 is the layout for the break-out printed circuit board (PCB) for

the 2D trap array Folsom. Ultra-high-vacuum (UHV) 26 AWG1 50 Ω Kapton™ coaxial cables2

were terminated with UHV coaxial connectors3. These cables could then be plugged into the

mating connector4, which were soldered into this PCB. This provided an electrically shielded

and strain relieved connection between the trap drive electronics and the 2D array Folsom.

Figure C.3 shows the schematic for the filter board, which Folsom plugged into. Each of

the inner 2 × 2 circular trapping site electrodes was designed with a Π-topology C-R-C filters

(cut-off frequency 1.6 MHz) so as to prevent the trap drive from being coupled outside the trap.

External 350 kHz 5-pole low-pass filters5 were also connected to these DC lines to further reduce

any noise to the trap.

Figures C.4 and C.5 show the top and bottom copper layers of the PCB based ion trap array

Folsom. The trap electrodes are on the top side. Vias (not shown) connecting the electrodes

through the PCB allow for a fan-out of the connecting traces on the bottom side. These con-

necting traces can then terminate to the pin grid array (PGA) pattern of plated through-holes

on the outside of the PCB. Each of these plated-through holes allowed a pin6 to be crimped into

the PCB.

Figure C.6 shows the design layout for the microscopic trap array Ziegelstadl v1.0. The

design is similar to the Folsom layout. The inner 2× 2 array is fully adjustable. The schematic

for Ziegelstadl’s filter board is shown in figure C.8 and the layout for the filter board is shown in

figures C.9 and C.10. It, like in Folsom’s design, has a Π-topology C-R-C filter so as to attenuate

outside noise on the DC circular trapping site electrodes and prevent RF from being coupled

externally.

1American Wire Gauge
2Accu-Glass Products, Inc. part 100720
3Allectra Microdot part 245-CON-MIC
4Tyco Electronics 1-1532006-3
5Mini-Circuits LPF-B0R35+
6Millmax 3116
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Figure C.7 shows the design layout for the microscopic trap array Ziegelstadl v1.1. The

design is similar to v1.0, but it has the following modifications. It has been turned by 4-°, so that

lasers cooling beams (from below) can cool in both radial directions of each trap. The trapping

site electrode is no longer circular so that the degeneracy of the radial trapping frequencies is

also removed. Finally, dedicated bond pads have been drawn away from the vias.

The relatively large capacitance (∼ 30 pF) of each of the coaxial cables limited the frequency

of the RF drive. It was desirable to drive the microscopic 2D arrays of ion traps with a higher

frequency, so that another way to wire Ziegelstadl up was developed. Figure C.11 shows a custom

vacuum feedthrough for connecting Ziegelstadl. It has a low capacitance shielded path for each

separate electrode of the 2D array.

0 1 2 3 4 5 cm

Figure C.1: In-vacuum cable breakout, top layer.
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0 1 2 3 4 5 cm

Figure C.2: In-vacuum cable breakout, bottom layer.
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0 2 4 6 8 mm

Figure C.4: Folsom trap array, top layer.
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0 2 4 6 8 mm

Figure C.5: Folsom trap array, bottom layer.
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0 50 100 150 200 µm

Figure C.6: Ziegelstadl trap array v1.0, all layers.
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0 100 200 µm

Figure C.7: Ziegelstadl trap array v1.1, all layers.
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0 1 2 3 4 5 cm

Figure C.9: Filter board and connector board for Ziegelstadl, top side.

0 1 2 3 4 5 cm

Figure C.10: Filter board and connector board for Ziegelstadl, top side.
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Appendix D

Heating Rates in Ion Trap

Experiments

In order to understand the sources of heating in ion trap experiments, a thorough review

of all known heating rate measurements and their possible causes was undertaken [125]. In this

appendix, the list of ion heating rate measurements and the inferred electric-field noise as per

equation 2.92 is reproduced.

Figure D.1 shows the spectral density of electric-field noise SE as a function of the distance

d from the ion to the nearest electrode for traps operated nominally at room temperature. Data

points are taken from the relevant references in table D.1. On the right, the ordinate scale is given

as the equivalent heating rate of a 40Ca+ ion with a motional frequency of ωx = 2π×1 MHz. Of

importance to the scalability of ion traps, is how the spectral density of the electric-field noise

scales as the ion-electrode distance d varies. If one assumes a power law scaling of the form

SE ∝ d−β , then various values of β can be considered. The shaded regions indicate an envelope

scaling with d−4; i.e. β = 4. The dotted lines indicate an envelope scaling with d−2; i.e. β = 2.

See reference [125] for discussion, including the uses and significant limitations of plotting such

data on a single graph.

Using this graph purely as a heuristic tool, one can then see there is a trend of increasing

electric-field noise as the ion-electrode distance d is reduced. While this graph cannot tell us

about any single experiment’s source of electric-field noise, in aggregate, the sources of noise

which heat ions in these experiments scales as substantially less than d−4. A linear fit to these

data points, leads to a distance scaling of β ' 2. While some research has shown a strong

increase of the ion’s heating rate when the ion-electrode distance is reduced (β = 3.5 [242]), this

collection of all known heating rate measurements offers no evidence that the dominate physical

source of noise for the majority of the experiments in this figure scales stronger than d−2. As

ion traps are further miniaturized, it will be interesting to see if the scaling trend changes or

remains the same.
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Figure D.1: Spectral density of electric-field noise SE as a function of the distance d from
the ion to the nearest electrode, for traps operated nominally at room temperature. Data
points are taken from the relevant references in table D.1. On the right, the ordinate scale
is given as the equivalent heating rate of a 40Ca+ ion with a motional frequency of ωx =
2π×1 MHz. The shaded regions indicate an envelope scaling with d−4. The dotted lines
indicate an envelope scaling with d−2. See reference [125] for discussion, including the uses
and significant limitations of plotting such data on a single graph.

[1] see [87] [18] see [134] [35] see [141] [51] see [218]
[2] see [98] [19] see [169] [36] see [243] [52] see [244]
[3] see [245] [20] see [246] [37] see [247] [53] see [248]
[4] see [100] [21] see [249] [38] see [145] [54] see [250]
[5] see [251] [22] see [219] [39] see [227] [55] see [252]
[6] see [253] [23] see [254] [40] see [138] [56] see [255]
[7] see [132] [24] see [256] [41] see [257] [57] see [240]
[8] see [258] [25] see [144] [42] see [259] [58] see [239]
[9] see [260] [26] see [261] [43] see [262] [59] see [263]
[10] see [182] [27] see [172] [44] see [264] [60] see [265]
[11] see [214] [28] see [178] [45] see [266] [61] see [267]
[12] see [268] [29] see [139] [46] see [228] [62] see [269]
[13] see [270] [30] see [271] [47] see [272] [63] see [273]
[14] see [274] [31] see [275] [48] see [216] [64] see [276]
[15] see [171] [32] see [277] [49] see [278] [65] see [279]
[16] see [242] [33] see [215] [50] see [280] [66] see [281]
[17] see [282] [34] see [142]

Table D.1: List of references for trapped-ion heating-rate measurements. The figures and text
of this paper denote the traps using the reference numbers here. Where a single publication
reports heating rates for several traps, or for one trap under markedly different conditions,
these different results are labeled with a letter following the reference number.



Appendix E

Sources of Electric-Field Noise

Electric-field noise is of fundamental importance to quantum information experiments with

trapped ions. Because the ion is charged, it reacts to electric fields. electric-field noise can then

excite the motion of the ion, which heats it up. The heating equation given in equation 2.92 can

be written out for just the first two terms. Considering just the x-direction of an ion confined by

a time varying trap drive at frequency Ωrf , the heating rate Γh from the motional ground state

of the ion due to incoherent electric-field fluctuations is then given by

Γh =
e2

4m~ωx
[SE(ωx) +

ω2
x

2Ω2
rf

SE(Ωrf ± ωx)], (E.1)

where SE(ωx) and SE(Ωrf ± ωx) are the spectral noise densities of the electric-field noise at the

trap frequency ωx and motional sidebands Ωrf ± ωx) respectively. The spectral noise density is

defined in equation 2.93. The heating of the ion is then critically dependent upon the electric-field

noise at the location of the ion.

As an example, consider an ion with a motional frequency ωx of 2π×1 MHz and a trap drive

frequency Ωrf of 2π×30 MHz in the presence of an electric-field noise spectral density, SE, which

is constant over the frequencies of interest. Figure E.1 shows the relative heating rate of the ion,

in dB, due to equal intensity spectral noise components at the trap frequency ωx = 2π × 1 MHz

and at the motional sidebands Ωrf ±ωx = 2π× 30 MHz. The efficacy of the heating due to noise

at the motional sidebands (29 and 31 MHz) is reduced by ω2
x/(2Ω2

rf) or about 65 dB compared

to the heating from noise at the motional frequency (1 MHz).

This appendix considers various theoretical models describing some of the mechanisms

which are thought to contribute to electric-field fluctuations in ion traps. Also considered is how

each of these sources of electric-field noise scale with distance, frequency and temperature using

the following ansatz

SE ∝ ω−αd−βT+γ , (E.2)

where α, β, and γ describe the power scaling dependency of the electric-field noise upon its

frequency ω, the ion-electrode distance d, and the trap operating temperature T respectively.

Section E.1 considers the noise in free space that would couple directly to an ion in free space,

171
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Figure E.1: The relative efficacy of heating, in dB, with a motional frequency ωx of 2π×1 MHz
and a trap drive frequency Ωrf of 2π × 30 MHz in the presence of a spectral noise SE which
is constant over the frequencies of interest. The efficacy of the heating due to noise at the
motional sidebands (29 and 31 MHz) is reduced by about 65 dB or a factor of 1800 compared
to the heating from noise at the motional frequency (1 MHz).

ignoring any effects from the trap. As well as coupling directly to the ion, such sources of

background electromagnetic radiation can couple to wires in the experiment. This can potentially

couple noise into the system much more efficiently than by simple free-space coupling directly

to the ion. This effect is termed EM pickup and is discussed in section E.2.

Moving on to noise originating in the experimental components themselves, section E.3

considers Johnson-Nyquist noise. In the simplest case, this is the thermal noise of the electrons

in resistive elements in the experiment. A number of often-overlooked resistive elements are

considered. Additionally, section E.4 considers technical noise, taken here to mean noise from

equipment such as power supplies, and coupled to the experiment though the wiring. While

this is often not considered strictly Johnson noise, it is included here due to the similarities

with distance scaling that it shares with Johnson noise. For EM pickup, Johnson noise, and

technical noise the entire surface of the electrode is considered to be at a single (albeit time-

varying) potential. Consequently the distance scaling of all three mechanisms is the same and

is geometry independent. However, if their are substantial electric-field gradients, such as exist

near the RF null of a quadrupole ion trap, the gradient of the field noise can substantially alter

the expected distance scaling of the field noise. This is considered in section E.5. A source of

noise which can arise during excitation of conductors, called flicker noise, is then considered in

section E.6. Next, the long term drift of static potentials is described in section E.7.

The term “patch-potential” refers to a section of a conductor which, for whatever reason,

is not at the same potential as the rest of the material. Such a generic term naturally includes

a broad range of physical objects, each of which may behave differently depending on the exact

details of the patch mechanism. Section E.8 gives an introduction to some possible mechanisms

and how they are expected to behave.
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Section E.9 considers space-charge, which is when electrical charge starts to fill the space

between the electrodes. This is most likely caused by electron emission from the electrode

surfaces. And finally in section E.10 the emission of photons at the RF trap drive frequency by

the ions is considered. These can cause an exponential rise in the temperature of the ion and are

highly dependent on the strength of the ambient electromagnetic field at the RF drive frequency.

E.1 Direct Coupling to Fields in Free Space

A charged particle in a harmonic well is subject to heating by fluctuating electromagnetic

(EM) fields and even in the absence of nearby surfaces the ion is affected by freely propagating

electromagnetic radiation. The most obvious source for a finite electromagnetic background is

black-body radiation. This level is far too low to play a significant role in ion-trap experiments,

though it is important to calculate as it provides an important baseline, which is used as a

reference for additional noise. Generally, this extra noise above that expected from black-body

radiation is termed electromagnetic interference (EMI). Natural sources of EMI are significantly

higher than the black-body level, and EMI from manmade sources can be higher still. This

section first considers black-body radiation, which provides the baseline, relative to which, all

other EMI is given (E.1.1). The levels of EMI expected from both natural and manmade sources

are then given (E.1.2). Finally, the scaling of these noise sources with frequency, distance and

temperature are discussed (E.1.3).

E.1.1 Black-Body Radiation

If the frequency of the electromagnetic radiation, ω � kBT/~, then the single-sided energy

spectral density of black-body electromagnetic radiation in a vacuum is uem(ω) = 2kBTω
2/(πc3) [283],

where kB is Boltzmann’s constant, T is the temperature, and c is the speed of light. [Note: This

form of uem(ω) has units of energy per unit volume per Hz] The energy density of an electric

field, Uem, is given by Griffith [284] as,

Uem =
1

2
(ε0E

2 +
B2

µ0
) (E.3)

where E is the electric field, B is the magnetic field and ε0 and µ0 are the vacuum permittivity

and permeability respectively. Knowing the energy density, Uem, one can calculate the electric

and magnetic field amplitudes because the electric and magnetic fields contain equal amounts

of energy in the far field. Because of orthogonality of sine waves, equation (E.3) is also true for

each frequency component of uem(ω). Furthermore, the electric-field noise is isotropic, so that

each spatial component provides 1/3 of the total power. We then arrive at the relation

Ẽ(ω) =
√
uem(|ω|)/(6ε0) (E.4)

where Ẽ(ω) is the magnitude of the Fourier transform of a single spatial component of the electric-

field amplitude. Since the Fourier transform is defined for positive and negative frequencies, the

extra factor of 2 appears in equation (E.4). The definition of the single-sided power spectral
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density (PSD) (see eq. (2.93)) can be written in terms of the Fourier transform of the signal [285],

so that

SE(|ω|) = 2Ẽ2(ω). (E.5)

We then arrive at the single-sided power spectral density of the black body electric field [286],

S
(BB)
E (ω) =

2kBTω
2

3ε0πc3
. (E.6)

At room temperature and frequencies of 2π × 1 MHz, this gives a power spectral density of

electric-field noise of approximately 10−22 V2/m2Hz. This is far below the observed level of

noise in ion-trap experiments. It is nonetheless important to know this level, as black-body

radiation is the reference point for EMI or ambient RF noise, as explained below.

E.1.2 Electromagnetic Interference

Radio-frequency engineers have long known that at low- (30-300 kHz), medium- (0.3-3 MHz)

and high- (3-30 MHz) frequency bands, the level of black-body radiation is too low to be respon-

sible for the observed noise level seen on antennas. The ion motional frequency of most ion-trap

experiments is in the medium-frequency (MF) band, and such radiation is pervasive: sources

as diverse as lightning strikes in the tropics [287], the solar wind hitting the ionosphere [288]

and data being sent along power transmission lines [289] cause noise which is near the secu-

lar frequency of many ion-trap experiments. Moreover, MF radiation is hardly attenuated by

the atmosphere, natural materials, or buildings, and not efficiently radiated into space as it is

reflected by the ionosphere.

The standard measure of this EMI is called the external noise factor, Fa, which is a dimen-

sionless factor, defined as the extra noise that a perfect antenna receives above the black-body

radiation noise at a temperature of T = 300 K. The power spectral density (PSD) of the EMI is

then S
(EMI)
E = Fa × S(BB)

E . Radio engineers have measured the external noise factor’s statistics.

It varies greatly spatially and temporally. In the MF band, outdoors, away from man-made

structures, Fa is about 60 dB [290], and in cities it is approximately 80 dB, decreasing with fre-

quency as ω−3. At 1 MHz, natural sources have an Fa range of 0-100 dB, 99.5% of the time; i.e.

0.5% of the time, natural sources exceed 100 dB. The electric-field noise levels for Fa = 80 dB at

1 MHz is then S
(EMI)
E ∼ 10−14 V2/m2Hz, decreasing as ω−1. This level of noise is seen in some

ion-trap experiments (cf. Fig. D.1).

Worse yet, inside commercial buildings, where most laboratory experiments would be carried

out, there is even more electrical noise at these frequencies than is found outdoors [291]. The

external noise factor in commercial buildings has been measured to be approximately 120 dB at

1 MHz and falls off with ω−5 [292]. An unshielded ion trap exposed to “typical” levels of indoor

noise would therefore see S
(EMI)
E ∼ 10−10 V2/m2Hz falling off with ω−3.

Of course, trapped ions are surrounded by electrodes, in a vacuum vessel made of metal,

which shields them to some extent. Nonetheless, EMI from ambient noise in buildings cannot be

ruled out as a source of direct ion heating and care must be taken to shield the ion trap so that
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EMI does not affect the experiment. EMI shielding is not a simple engineering chore and EMI

can leak in through viewports, poor seams in the shielding and improperly connected grounds.

The best way to estimate EMI shielding is through simulation and measurement.

E.1.3 Scaling of Electromagnetic Interference

Fa is measured relative to the black body background, where the black-body radiation

scales as ω2 (see eq. (E.6)). This means that the frequency-scaling exponents of Fa and S
(EMI)
E

then differ by 2. For an indoor experiment, where the external noise factor, Fa, falls as ω−5,

one might expect the spectral density of electric-field noise, S
(EMI)
E (ω), to scale in free space

as ω−3. However, the ion is partly shielded by the electrodes, and also shielded by the vacuum

chamber and other conductors [such as heat shields in cryogenic systems [170, 293]]. Electric-field

shielding via conductors works best at lower frequencies (the opposite being true for magnetic-

field shielding) and so, while shielding can provide substantial reductions in the expected heating

rate, it would also change the expected frequency scaling of the electric-field noise. The effect

of this EMI shielding should be taken into account. Furthermore, any strong sources at specific

frequencies in the noise spectrum have not been included in this analysis: radio stations and

electronic devices can emit strong signals which would be further above the levels mentioned

above. These would manifest themselves as peaks in the power spectrum and would be ephemeral

and/or geography dependent.

The heating due to direct electromagnetic interference would be expected to be independent

of the trap size provided the shielding did not change as a function of trap geometry. In practice,

changing the geometry of the electrodes will almost certainly change the shielding at the ion,

unless care is taken to shield the entire experiment from EMI. Some non-zero value of the

distance-scaling exponent, β would therefore be expected, but this would have to be calculated

for each specific apparatus.

The background black-body radiation level scales linearly with temperature (see eq. (E.6)).

However, the level of environmental EMI impinging on an experiment would not be expected

to vary with temperature. That said, if the ion trap has metallic shielding which is cooled, the

shielding’s effectiveness would change as its conductance increases with decreasing temperature.

At low temperatures this will eventually reach a plateau when the conductance no longer changes.

E.2 Electromagnetic Pickup

As explained in section E.1, above, electric fields from EMI can directly interact with an

ion in a trap. As well as interacting with the ion directly, it is also possible that EMI causes

voltage fluctuations on the wires and electronics of the experiment, which then carry this noise

to the trap. These voltage fluctuations caused by EMI coupling to wires are referred to as

electromagnetic (EM) pickup, and are considered in detail here. The electric component of EMI

can be well shielded by metallic conductors. However, low-frequency magnetic-field noise from

EMI is not as easily shielded and can be picked up by any conductive loops in the trap wiring. An
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example of where such loops may occur in ion traps is the wiring leading to the RF electrodes: in

a linear-trap configuration, a single RF source is usually split to drive two trap electrodes. The

capacitance between the two RF electrodes then completes the loop. According to Faraday’s

law, any changing magnetic flux perpendicular to the surface formed by a loop will induce an

electro-motive force (EMF) around the loop. Since the small capacitance between the two trap

electrodes has a very large impedance, this is where the full voltage drop of the induced EMF

will present itself.

The frequency scaling, α, of noise due to pickup of electromagnetic radiation (EM pickup)

would be dependent upon the scaling of the underlying EMI radiation. Beyond this, it must

be taken into account that the voltage VL, at frequency ω, induced in a loop of wire from an

incident magnetic field, B, normal to the loop, also at frequency ω, is given by Kanda et al. [294]

as,

VL = ωBAL (E.7)

where AL is the loop area. The spectral density of the magnetic-field noise SB can be calculated

using equation (E.3) and using the Fourier transform definition of the power spectral density in

equation (E.5). The EM pickup voltage noise S
(PU)
V is then,

S
(PU)
V = Fa

2µ0kBTA
2
Lω

4

3πc3
. (E.8)

This means that, for the same free-field noise, α for EM pickup would be smaller by two than for

direct coupling of the free fields to the ion (see eq. (E.6)). Thus, if the EMI scaled with α = 3

(as is expected for noise indoors) then the EM pickup would scale with α = 1.

At a given frequency and temperature, the noise on the electrodes caused by EM pickup is

indistinguishable – from the ion’s point of view – from Johnson noise. Consequently, the spectral

density of electric-field noise above the surface scales as D−2 where D is the characteristic length

scale of the electrode. This is discussed more fully under Johnson noise in section E.3.

As EM pickup is caused by the EMI interaction with the electronics of the ion trap, tem-

perature might, at first, not seem to be relevant. However, if there is any shielding in the

experiment, the shielding’s effectiveness is dependent upon temperature. Typically, as temper-

ature is lowered, the resistance is lowered and the shield becomes more effective at damping

magnetic fluctuations, so that for a typical experiment γ > 0.

The above discussion of EM pickup explains what sort of power spectral density of voltage

noise can be expected on a trap electrode. The electric-field noise, to which this will give rise at

the position of the ion, is explained below under Johnson noise in section E.3. For completeness,

we give an estimate here of the absolute noise level expected from EM pickup: Considering an

environment (typical office building) with Fa = 120 dB, the voltage noise due to pickup on an

unshielded 10 cm diameter loop of wire will be S
(PU)
V ∼ 10−18 V2/Hz. This is equivalent to

the Johnson noise of a 200 Ω resistor at room temperature. If this voltage noise is on a trap

electrode, with a characteristic length scale of D = 100 µm, then the electric-field noise will be

S
(PU)
E ∼ 10−10 V2/m2Hz. This level will scale in proportion to the square of the area enclosed

by the loop.
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E.3 Johnson-Nyquist Noise

Johnson-Nyquist noise (or Johnson noise) is the electrical noise generated by thermal motion

of charge carriers in a conductor. It has been shown [295, 296] that the power spectral density

of such voltage noise is given by

S
(JN)
V (ω) = 4kBTR(ω, T ), (E.9)

where R(ω, T ) is the effective real resistance, at frequency ω, of the whole circuit from the

two terminals across which the voltage noise is observed. What constitutes the whole circuit is

broadly a matter of convention. Some analyses consider only the trap electrodes, others consider

the associated passive electronics, and still others the full system up to and including active

components such as power supplies. The Johnson noise due to the bulk resistance of the trap

electrodes themselves is almost always negligibly low. However, as shown below, Johnson noise

can appear due to losses in other elements in the experiment that are often overlooked.

Some authors lump many noise sources together, modelling both technical noise (see sec. E.4)

and EM Pickup (see sec. E.2) as Johnson noise. This can be done by considering equation (E.9)

and replacing the resistance, R by a (much) larger effective resistance [297], or alternatively, a

resistance at a (much) higher effective temperature [202]. Here, we shall consider Johnson noise

only from electrical elements on the circuit which leads to the trap electrodes.

The spectral density of the electric-field noise due to Johnson-Nyquist noise is

S
(JN)
E =

S
(JN)
V

D2
=

4kBTR(ω, T )

D2
, (E.10)

where D is the characteristic length scale of a particular electrode in the ion trap.

A simplistic interpretation of Johnson noise may assume that it exhibits an essentially flat

noise spectrum (α = 0) and that the D2 term in the denominator of equation (E.10) would imply

β = 2. Given many metals have R ∝ T , one might also anticipate γ = 2. Finally, assuming trap

electrodes to have a resistance of ∼ 0.1 Ω one might expect the electric-field noise due to Johnson

noise at 300 K, in a trap of D = 100 µm to be around S
(JN)
E ∼ 10−13 V2/m2Hz. Such an analysis

is, however, rather too simplistic to describe the situation in realistic ion-trap experiments.

In what follows we consider a number of physical effects which cause the Johnson-noise

analysis to be more complex than the simple picture just presented. First, the frequency de-

pendence of Johnson noise is considered (see sec. E.3.1). We then consider the distance scaling

(sec. E.3.3) - specifically how the characteristic length, D, relates to the ion-electrode separation,

d, for various geometries. This is followed by sections on the temperature scaling (E.3.4) and

absolute levels (E.3.5) of Johnson noise. Finally, consideration will be given to technical noise

(see sec. E.4).
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E.3.1 Frequency-Dependent Resistance

It can immediately be seen from equation (E.10) that the frequency scaling, α, of Johnson

noise would depend on the frequency scaling of R(ω) which, for standard ideal resistors, is flat

i.e. α = 0. However, electrical circuits connected to the trap almost always contain frequency-

dependent impedance elements such as filters. Consequently, such frequency dependencies must

be considered carefully as it is, in principle, possible to achieve any value of α.

Since we are considering ion heating due to the electric-field noise at the trap’s secular

frequency, the Johnson-noise induced heating would be dependent upon the real part of the

impedance seen from the trap electrodes at that frequency [190]. It is easy to underestimate this

resistance and it is nearly always much higher than the direct current (DC) resistance of the

circuit. This is because frequency-dependent elements are always lossy; even superconductors

have an AC resistance [298].

Idealized capacitors, inductors and transmission lines (wires) have, as their main charac-

teristics, only reactances (imaginary impedances). However, the materials which make up these

devices are not perfect and have losses. The impedance of a wirewound inductor is an obvious

example: a wirewound inductor typically has a very low DC resistance, but if the current is kept

constant while the frequency of the current is increased, the inductor will heat up.

Real dielectrics are also lossy, characterized by a loss tangent, tan θ. Any capacitance

incorporating a dielectric has an equivalent parallel resistance (EPR) given by Vandamme et

al. [299] as,

EPR =
1

tan (θ)ωC
(E.11)

where ω is the angular frequency and C is the capacitance of the capacitor. A large EPR would

be considered a high quality capacitor and have little associated noise. Only by modelling the

rest of the circuit connected to the capacitor, can the equivalent series resistance (ESR) be

computed. The ESR of the whole circuit is then easily understood as the resistance which goes

into equation (E.10) to determine the Johnson noise.

While capacitors used in the trap electronics may be the most obvious instance of such loss

in dielectrics, the dielectrics which hold the trap must also be considered. Macroscopic traps

often have their electrodes held by Macor [260, 300] which has been shown to cause significant

dissipation in ion-trap systems [205]. Surface traps usually consist of thin (∼1 µm) metallic

electrodes on dielectric substrates such as quartz [171], silica [227] or sapphire [215]. Excellent

(low-loss) dielectric materials have loss tangents of ∼ 10−5. Typically the ion-trap electrodes

have a capacitance of just a few picofarads, which means that at trap frequencies of 2π×1 MHz,

even in the best case, the equivalent parallel resistance will not be higher than 10 GΩ. If such a

trap electrode were to be isolated from its voltage source at the trap frequency, this would give

rise to an ESR of ' 1 Ω. To keep Johnson noise below such a level requires careful attention to

the drive electronics and filters so that they absorb this noise from the electrodes, while filtering

out the noise invariably coming from the power supplies.

Losses from magnetic components can be treated in a very similar manner (again, charac-

terized by a loss tangent). This can be seen, for instance, in the case of a layer of nickel, which is
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used as a barrier layer between gold and copper. Being magnetic it can cause substantial losses

at microwave frequencies [301]. This is less likely to be a significant issue for ion traps as, in most

ion-trap systems, magnetic materials are generally avoided due to concerns over magnetic-field

instability affecting the ion’s electronic states. Most commonly, magnetic components in ion trap

systems are wire-wound inductors inside filters or resonators which lead to the trap electrodes.

The quality factor Q relates an inductor’s real and imaginary impedances as

Q =
ωL

RL
, (E.12)

where L is the inductance of the inductor andRL is the real part of the inductor’s impedance. The

loss tangent being related to the quality factor by tan θ = 1/Q. If a filter inductor, L = 100 µH,

is meant to work at, ω = 2π × 1 MHz, has a quality factor, Q = 20, then its effective resistance

is ∼ 30 Ω at this frequency. This resistance would then need to be correctly accounted for in

any Johnson noise analysis.

Eddy-current losses in conductors near a wire carrying RF and microwave frequencies can

also cause the effective resistance of the wire to increase substantially above that expected from

the bulk DC resistance [302]. At medium RF frequencies, this effect would be only on the order

of ' 1 mΩ per cm of wire, a distance ' 100 µm away from a non-magnetic conductor. This

effective resistance could be enhanced by several factors. It increases roughly with the logarithm

of the magnetic permeability of the nearby conductor. Multiple turns of the current carrying

wire would increase the effect roughly with the logarithm of the number of turns squared. At

1 MHz the effect saturates at around 0.1 Ω/cm. However, as the frequency is increased, the

effective resistance due to eddy-current losses scales proportionally without limit. Details are

given in [302]. A situation in ion trap experiments where this effect should be taken into account,

is if a shield is placed over a helical resonator or wire-wound inductor. The resulting drop in the

inductor’s Q is due to these eddy current losses.

E.3.2 Johnson Noise Near the Trap Drive Frequency

If the noise on the RF electrodes near the trap drive frequency Ωrf is to be calculated,

care must be taken when computing the effective resistance of RF electrodes to ground. This is

because the presence of the RF resonator can particularly enhance the effective resistance of the

RF electrodes to ground. For instance, if a trap is operated with a drive frequency of 29 MHz and

a motional frequency of 2 MHz, has a capacitance of 5 pF and with a loss tangent of 0.01 and is

made with a resonator that has an unloaded Q of 200, the effective Johnson noise resistance can

of order 1 kΩ at the motional sidebands Ωrf ± ωx. This would give rise to a voltage noise SV at

the motional sidebands with a level of approximately 10−17 V2/Hz. Because the RF electrodes

produce a quadrupole field with an RF null at the expected position of the ion, their voltage

fluctuations are not usually considered. However, as explained below (sec. 2.11.2), if the ion is

displaced from the RF null by a stray field, it will experience excess micromotion and their will

be heating due to common voltage fluctuations on the RF electrodes.
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E.3.3 Characteristic Length Scale

The characteristic length of a system, D, determines the conversion of voltage to electric-

field fluctuations as defined in equation (E.10). Electric-field noise measurements in ion traps

usually report the minimum ion-electrode distance, d. While this is often much simpler to

determine, it is generally quite different from the characteristic length. Indeed, for some noise

sources and geometrical symmetries the characteristic length can tend to infinity. For instance

the RF electrodes create a symmetric field near the RF null. So that if the common-mode

voltage fluctuations on the RF electrodes are considered, the characteristic length scale of the

RF electrodes DRF is always infinity at the RF null. However, if the ion is displaced from the

RF null, then DRF is not infinity and depends on both the ion’s displacement and the gradient

of the quadrupole field.

The electric field due to voltages on electrodes in vacuum can be computed using the Laplace

equation

∇2φ = 0, (E.13)

where φ represents the potential everywhere in space and the voltages on the electrodes represent

the boundary conditions for solving this differential equation. Then the electric field is then given

by E = ∇φ.

In general, there can be several characteristic length scales, corresponding to the different

components of the electric field and which electrode in a trap has voltage noise on it. If a voltage

is applied to the j-th electrode, and the resulting spatial electric-field component i is calculated,

then the characteristic length scale is

Di,j = Vj/Ei,j , (E.14)

where Ei,j describes the i-th component of the electric field due to a voltage on the j-th electrode.

Closely related to the characteristic dimension is the dimensionless quantity, the dipole efficiency

factor, κ
(D)
i,j , which relates the ion-electrode separation to the characteristic distance.

κ
(D)
i,j =

2dj
Di,j

=
2djEi,j
Vj

(E.15)

where dj is the distance of the ion from the j-th electrode. The extra factor of 2 in the above

equation ensures that the efficiency is equal to 1 for a pair of parallel plates, where the ion is

trapped half-way between.

For the simple geometries considered in this section, symmetry provides that there is only

one direction that the ion can be heated. This being due entirely to just one voltage (or voltage

difference) of interest. For the rest of this section, no subscripts are needed for κ(D), d, D, V ,

or E. If the geometry of a trap were to be uniformly scaled, then κ(D) is constant, d ∝ D, and

β = 2. If, however, some dimensions of a trap are changed while others remain constant, then

one must solve for the electric field as a function of the changing geometry to calculate κ(D), D

and β. There exist a limited number of geometries for which the characteristic distances can
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be analytically calculated; in general it must be found numerically. Three geometries are con-

sidered here: surface, spherical and needle geometries. In the first instance they are calculated

analytically. A more complicated – and realistic – needle geometry is then calculated numerically.

E.3.3.1 Planar Geometry

An often-used idealization for determining the effects of voltage noise on the electrodes is

to approximate the trap by two parallel and infinitely extended plates [68, 77, 202, 286]. This

configuration can approximate the situation for an ion trapped above a planar microtrap, or

more generally describes the limit in which the ion-surface distance is much smaller than any

extended features of the trap electrode or the curvature of the electrode. The electric field nor-

mal to two plates separated by a distance L, due a voltage difference V , is simply V/L. In any

real geometry consisting of large but finite planes there exists some far-field ground, such as

the vacuum chamber. As the theoretical model considers infinite planes there is no quadrupole

term and no pseudopotential minimum in which the ion might be trapped. The position of the

ion between the plates is thus arbitrary, though we can choose to place the ion at d = L/2, so

that the characteristic length scale is D = L = 2d and κ(D) = 1. The distance scaling of the

electric-field noise is then β = 2.

E.3.3.2 Spherical Geometry

Another idealized geometry is to compose the trap of two conducting spheres, a distance

L apart, of equal radius, r0, and a far-field ground. In this geometry the ion is trapped halfway

between the two spheres. Provided L� r0, the charge distribution on the surface of the spheres

will give the same electric field half way between the two spheres as that of point charges at the

spheres’ centres. This configuration is sometimes used to approximate a needle quadrupole ion

trap (QIT) or the end caps of a linear QIT. The electric-field strength at the center of the ion

trap would then be,

E =
CV

4πε0d2
(E.16)

where C is the capacitance of the two conducting spheres, V is the voltage difference be-

tween them, and d = L/2. The capacitance of one sphere in such a two sphere system,

C ' 2πε0(r0 + r2
0/L) [303], allows for an analytical solution of the field to be found in the

limit L � r0. The characteristic length scale is then D = 2d2/r0, the dipole efficiency factor is

κ(D) = R/d, and the distance-scaling exponent is β = 4.

E.3.3.3 Needle Geometry

Another geometry which has been studied in ion-trap experiments is that of two needle

electrodes [242]. The ion is trapped halfway between the two needle tips. The distance, d,
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between the ion and the needle tip can be varied, and the expected electric-field noise due

to voltage noise on the electrodes can be calculated by solving the Laplace equation. If the

needle electrodes are approximated by hyperbolic surfaces of revolution (see Fig. E.2a), then

the Laplace equation for the electric field can be solved in prolate spheroidal coordinates [304].

This approximation has the advantage that it can be solved analytically, though it suffers from

the limitation that the radius of curvature of the needle tips cannot be independently specified

from the taper angle of the needle tips. Similarly to the planar geometry above, the absence of a

far-off ground in the mathematical model means that no ion trap is formed with the application

of a common-mode RF voltage to the tips. However, for the purposes of calculating the heating

rate due to voltage noise on the needle tips, it does provide some insight.

Considering two hyperbolic needle tips with radius of curvature r0, separated by a distance

2d, the electric field half-way between them is given by,

E =
V

d

v0

ln( 1+v0
1−v0 )

(E.17)

where v0 =
√

1/(1 + r0/d), and V is the potential difference between the two tips. This simpli-

fied needle geometry has a characteristic length scale D = d ln( 1+v0
1−v0 )/v0, which can be fitted to a

power law, in order to estimate the distance scaling, β, for a particular trap geometry. Approx-

imating equation (E.17) over the range 30 µm < d < 200 µm with r0 = 3 µm with a power law

d−β gives β ∼= 2.4. This is sensitively dependent on parameters such as tip radius of curvature

r0 and the exact range of distance d. For the above example, if d has an uncertainty of ±5 µm

and r0 has an uncertainty of ±1 µm, then β = 2.4(2).

Another method of calculating the electric field due to a voltage difference between the

two tips is to use finite-element modelling (FEM) techniques. A number of commercial software

programs can perform these calculations, which allow for a more realistic electrode geometry to

be simulated. Using COMSOL1 to simulate a geometry similar to that described by Deslauriers

et al. [242] gives results shown in Fig. E.2. The figure shows the results for an analytical

solution to the electric field between two needle tips, as well as two-dimensional (2D) and (three-

dimensional) 3D FEM simulations. The simulated geometry (see Fig. E.2b) has needle electrodes

with a tip radius of curvature r0 = 3 µm and a taper angle of 4°. Also included are ground sleeves

of 3 mm inside diameter, recessed 2.3 mm from the needle tips and electrically isolated from the

needles.

As can be seen from Fig. E.2, the different methods give significantly different results. The

difference between the analytical and the FEM solutions can be explained by the difference

in the geometry calculated: the analytical solution was unable to include the effects of the

ground sleeves. Because of the rotational symmetry, a cylindric 2D simulation should suffice.

The difference between the two- and three-dimensional FEM calculations is attributable to the

coarse-grained mesh used in 3D, set by the limits of reasonable computer memory. As the 3D

mesh was refined, the results tended ever closer towards the 2D result. Taking the 2D simulation

result, then, as the most reliable, it can be seen that the dipole efficiency factor, κ(D), changes

considerably, by as much as a factor of two, over the range plotted. Consequently, d 6∝ D

1COMSOL Multiphysics v3.4
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(a) Analytical geometry

(b) FEM geometry
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Figure E.2: Simulations of a needle trap. (a) and (b) show the geometry used to simulate the
results of calculating the electric field at the center of a needle trap, where the needle tips have
a radius of 3 µm. For the two- and three-dimensional COMSOL simulations, the taper angle
was 4° and a conducting ground sleeve, 3 mm inside diameter, was recessed 2.3 mm from the
tips. This geometry was chosen to approximate the experiment of Deslauriers[242]. (c) results
for the analytical and numerical simulations of the trap.

and β 6= 2. The distance-scaling exponent can then be calculated by fitting the characteristic

distance, D, to a power law. Assuming that the measured ion-electrode separation has an

uncertainty of ±5 µm [which is the uncertainty claimed by Deslauriers et al. [242]] then the

predicted value of β is 2.5(2).

E.3.4 Temperature Scaling of Johnson Noise

From equation (E.10) it should be expected that the level of Johnson noise varies with tem-

perature. This picture is complicated by the temperature dependence of the various resistances

involved in the system. Many metals’ resistance varies as R ∝ T . This would suggest, in the sim-

plest case, that γ = 2. That being said, at low temperatures, materials can depart significantly
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from such simple behaviour [305]. This applies both to the simple materials such as the trap

electrodes and also to any electronic components which may be held at cryogenic temperatures.

Finally, it should be noted that even if the trap itself is cooled to very low temperatures, not all

of the attendant electronics may be at the same temperature. This will complicate the picture

of any temperature scaling.

Ultimately, each individual experiment must be modelled properly to check what value of

γ would be expected, and how that value might change in different temperature regimes.

E.3.5 Absolute Level of Johnson Noise

The absolute level of electric-field noise (and associated heating) that could be expected

from an effective 2 Ω resistance of an electrode to ground is considered here. This level of

effective resistance is achievable with careful attention to electronics. Furthermore it is assumed

that the trap has a trap drive frequency Ωrf = 2π × 30 MHz, and is operated at a secular

frequency of ωx = 2π × 1 MHz. For an effective resistance of 2 Ω at the electrode, the voltage

noise SV is approximately 10−20 V2/Hz. Since Johnson noise, for a fixed resistance, has a flat

spectral density, this level of voltage noise would be seen at both the trap frequency ωx and

the micromotion sidebands Ωrf ± ωx. However, since heating is suppressed at the micromotion

sidebands by a factor of ω2
x/(2Ω2

rf) (see eq. E.1), the Johnson noise is not usually considered at

the micromotion sidebands.

Considering for now, just noise at the motional frequency ωx, a trap with a characteristic

distance D of 1 mm and 2 Ω of resistance would then give rise to an electric-field noise level of

approximately 10−14 V2/m2Hz. This level would correspond to a heating rate of approximately

1 phonon/sec for 40Ca+. This would not be a concern for most experiments.

E.4 Technical Noise

Technical noise is defined here as noise coming from power supplies and other voltage sources

such as digital-to-analog (DAC) cards in experiments. It arises from the imperfect nature of the

power supplies in laboratory equipment. While the physical mechanism of the technical noise

from power supplies is usually Johnson-Nyquist or EM pickup in nature and amplified up by

electronics, it is considered separately here. Technical noise can alternatively be modeled as a

resistor which is very hot [202] or very large [297].

Frequency scaling, α, of technical noise could be anything as the device could exhibit reso-

nances. However, many DC power supplies and DACs used for experiments have specifications,

which allow an experimenter to put an upper limit on any such technical noise. A typical power

supply might have 5 mV of noise spread across 20 MHz (1 µV/Hz1/2), which is, using equa-

tion (E.9) equivalent to the Johnson noise on a 75 MΩ resistor. One would need to use roughly

80 dB of filtering at the trap frequency to lower the electric-field noise so that this technical noise

becomes roughly equal to the Johnson noise expected from a bulk resistance of ∼ 1 Ω. With this

level of filtering and a characteristic distance D = 1 ,mm, a spectral field noise of 10−14 V2/m2Hz
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could then be expected at the position of the ion. Such aggressive filtering is possible, but not

trivial, and it is easy for such filter electronics to have low Q inductors (see eq. (E.12)) or loops

of wire subject to EM pickup (see sec. E.2) which would then have Johnson noise, which is larger

than the filtered technical noise.

Distance scaling, β, of technical noise, would be 1/D2 since it is proportional to the voltage

noise on the electrodes. The temperature scaling, γ, should be flat, but again if the filters change

their response as the temperature changes, one would expect a non-zero γ.

E.4.1 Spectral Purity of the RF Drive

Related to the technical noise in DC voltage sources is the noise in function generators.

Signal generators, which are used to drive the RF electrodes of ion traps, produce noise in

addition to the desired trap drive signal. The noise can be decomposed into phase noise and

amplitude noise [306]. The frequency of the desired sine wave is called the carrier at frequency

Ωrf . Phase noise is the impurity of the phase of the desired signal that a signal generator

produces. The amplitude of the carrier can also have fluctuations called amplitude noise. Phase

and amplitude noise are often expressed in the units dBc, which is decibels relative to carrier [307].

The sum of both the amplitude noise and the phase noise gives the total generator’s noise.

The primary source of concern for the RF drive signal sources is that ions can be heated

by electric-field noise at the first order motional sidebands at frequencies of Ωrf ± ωx. If the RF

electrodes are driven separately, then each could create field noise at the position of the ion,

corresponding to its characteristic distance D. The heating rate at the motional sidebands is

reduced by a factor of ω2
x/(2Ω2

rf) compared to the same level of noise directly at the motional

frequency ωx (see eq. E.1). As an example, consider an ion trap with a motional frequency

ωx = 2π × 1 MHz and an RF electrode with a characteristic distance D of 1 mm being driven

from a sine wave source at a drive frequency Ωrf = 2π × 30 MHz so that, for the same intensity

of electric-field noise, the heating response at the motional sidebands Ωrf ± ωx is about 65 dB

less than at the motional frequency ωx (see fig. E.1).

One method to estimate the maximum spectral purity of a signal generator is by consider-

ing the Johnson noise from a 50 Ω source and then adding any amplifier gain factor and noise

factor (NF). For instance, the noise floor of a 50 Ω source is -174 dBm at a temperature of 300 K.

There is usually some amplifier and electronics which might amplify this noise by 44 dB. For

the trap parameters just given above, this would give an electric-field noise of approximately

10−11 V2/m2Hz at the 1 MHz motional sidebands (Ωrf ± ωx). For the example given here the

attenuation of the heating at the motional sidebands ω2
x/(2Ω2

rf) is approximately 1/1000, com-

pared to the same level at the motional frequency ωx. This level of noise at the micromotion

sidebands would be equivalent to 10−14 V2/m2Hz at the trap’s secular frequency ωx and would

correspond to a heating rate of 1 phonon/sec. Such a level of heating, would not likely be of

concern to quantum information experiments. Unfortunately, the signal generators used to drive

RF electrodes have more technical noise than that expected from above. This extra technical

noise combined with stray static fields and the attendant micromotion, can form a significant

source of heating.
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Typical modern DDS-based function generators have non-harmonic phase noise of about

-130 dBc 1 MHz away from the carrier [308]. The amplitude noise has the same magnitude

for random fluctuations of the RF. This means that a trap with a 1 MHz secular frequency,

being driven directly by a 100 VRMS signal source, would have to contend with approximately

10−9 V2/Hz of spectral voltage noise at the first order motional side-bands (Ωrf ± ωx) known

to cause heating. Fortunately, ion traps nearly universally use an RF resonator to match the

signal generator’s source impedance to the trap’s (mostly capacitive) load (see section 6.2 for a

discussion). This resonator also acts as a band-pass filter and depending on the quality factor of

the resonator, the trap’s capacitance C, and how the matching network is designed, one might

obtain an additional 40-50 dB of attenuation 1 MHz away from the carrier (Q=500, C=20 pF).

So that one would expect 10−14 V2/Hz of noise 1 MHz away from the carrier at the RF drive

electrodes. Continuing with the above example, if there were just a single RF electrode with a

characteristic distance D of 1 mm, this would give a field noise of approximately 10−8 V2/m2Hz

at frequencies of Ωrf ± ωx. For a trap, with a trap drive frequency Ωrf to secular frequency ωx

ratio of 30, this would give a heating rate equivalent to an electric-field noise at the secular trap

frequency of SE(ωx) of 10−11 V2/m2Hz. This would give rise to a noticeable amount of heating

for experiments of about 1 phonons/ms (assuming 40Ca+). For ion traps driven with multiple

RF electrodes, each with its own signal generator, heating of this type could be a concern.

It would seem that ion traps, driven with a single RF signal source for all RF electrodes

would not be subject to heating due to technical noise on the motional sidebands, as the RF

field (and its field noise) are both zero at the trap location. However, if the ion is displaced from

the RF null, it will experience field noise due to the gradient of the RF field noise. Below, the

effect of a field noise gradient is considered.

E.5 Field Noise Gradient

The above analysis assumed that the field noise SE can be considered spatially homogeneous

near the ion’s location. This is not true if one is concerned with the field noise due to common-

mode voltage fluctuations on the RF quadrupole electrodes. If a single signal source drives all of

the RF electrodes which form a quadrupole potential at the center of the trap, the field noise is

zero at the center of the trap, but it grows with the distance from the RF null x and the electric

field’s gradient αt. If the ion oscillates about the RF null, symmetry dictates that only the even

order secular and micromotion heating terms need be considered.

Consider the heating in the x direction, where the gradient of an RF quadrupole field αt

is constant. The root-mean-square electric field is then Erms
x = αtxD, where xD is the RMS

displacement of the ion from the RF null. The gradient of the electric field αt can be written in

terms of trap geometry and applied voltage as,

αt =
VRF

D2
Q

, (E.18)

where VRF is the RMS voltage on the RF electrodes and D2
Q describes the quadrupole charac-

teristic distance of the trap geometry. The power spectral density of the noise at the location of
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the ion SE will then be

SE = SV
x2

D

D4
Q

. (E.19)

Considering just the lowest even order heating terms, the second order secular heating is

due to field noise at 2ωx and the second order motional sideband heating is due to field noise at

Ωrf ± 2ωx. Such heating caused by the squeezing of the trapping potential is called parametric

heating and is detailed in Savard et al. [131]. This type of second order heating, while growing

exponentially, is negligible for well cooled ions. However, if a stray field causes the ion to be

pushed away from the RF null, then the ion will see a non-zero level of field noise due to voltage

fluctuations on electrodes which form the quadrupole potential, which is described next.

E.5.1 Excess Micromotion and Motional Sidebands

As described above, because of the symmetry of the quadrupole fields produced by the RF

electrodes, there would be no first order motional sideband heating at Ωrf ± ωx due to noise on

the RF drive when the ion oscillates about the RF null (see section E.3.3). However, if the ion is

displaced from the RF null by a static field, the field noise must be reconsidered. For instance,

consider a stray field that pushes the ion away from the RF null by xD =1µm in a trap with a

quadrupole characteristic distance of DQ = 100 µm. The electric-field noise at the ion can then

be computed using equation E.19. For the case discussed above in this section where the voltage

noise on the RF electrodes is 10−14 V2/Hz, the electric-field noise would then be approximately

10−10 V2/m2Hz at frequencies of Ωrf ± ωx. Furthermore, because the ion is displaced from the

RF null in a field-noise gradient, the excess micromotion of the ion mixes down the field noise

at the frequency of the first order motional sidebands Ωrf ± ωx. In the ion’s reference frame, it

then experiences additional field noise at the motional frequency ωx [145, 202, 309] with a level

scaled by the factor ωx/(2Ω2
rf). This mixed-down excitation adds in-phase with the noise at the

first order motional sidebands (Ωrf ±ωx), so that the heating is a factor of four higher than that

expected from just the level of field noise at the motional sidebands SE(Ωrf ± ωx) alone [125].

For ion’s with excess micromotion, the first order motional term in equation 2.92 should then be

modified to include the mixed-down noise from the field-noise gradient. So that, in the presence

of this gradient, the heating rate of an ion Γ
(grad)
h is then given as,

Γ
(grad)
h =

e2

4m~ωx

[
S

(grad)
E (ωx) + 4

ω2
x

2Ω2
rf

S
(grad)
E (Ωrf ± ωx)

]
, (E.20)

where S
(grad)
E is the spectral density of the electric-field noise at center of the ion’s motion, due

to the displacement of the ion away from the RF null.

Continuing with the example above, where there is a level of voltage noise on the RF

electrodes of approximately 10−14 V2/Hz. If one assumed that heating was only due to electric-

field noise at the trap’s secular frequency, then it would seem as if there was excessive field noise

at the secular trap frequency at a level of approximately 10−13 V2/m2Hz. Moreover, if the trap’s

characteristic distance is changed, while keeping the motional frequency and any uncompensated

stray fields constant, the field noise and the associated heating would scale roughly as 1/D4
Q.
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This has the same predicted scaling as patch potentials (see below in sec. E.8). The combination

of spectral impurity in the RF source and uncompensated static stray fields can cause excessive

heating of the ion that has a distance scaling of D−4, which is different than that expected from

Johnson or technical noise (D−2).

E.6 Flicker Noise

Flicker noise (also called 1/f noise) is a fluctuation phenomena, where the power spectral

density of the fluctuations S(flicker)(ω) of a physical quantity falls-off as the frequency ω in-

creases. The range of the fall-off is quite broad despite the name 1/f . Flicker noise falls off as

S(flicker)(ω) ∝ 1/ωα, where 0 < α < 2 [310]. It is found in many physical systems, but was first

documented in electrical systems by Johnson [311].

E.6.1 Electronic 1/f Noise

The physical mechanisms of electronic flicker noise remain, to this day, unknown. This is

despite nearly a hundred years of research into the physical origins of this noise. Many years

of experiments have ruled out some models. And despite the fact that it was first observed

in a system typically associated with surface science, flicker noise is often considered a bulk

effect [312, 313].

Narrowing the discussion to flicker noise in metal conductors, this phenomenon can be

modelled as a time varying change in the bulk resistance of a conductor, R(t), at time t [313,

314]. The single sided power spectral density (PSD) of the resistance fluctuations SR of a

conductor is defined as

SR(ω) = 2

∫ ∞
−∞

dτ〈δR(τ)δR(0)〉e−iωτ , (E.21)

where δR(t) = R(t)− R̄ is the variation in the conductor’s resistance from its average value R̄.

The PSD of the resistance of a wide variety of metal conductors S
(flicker)
R (ω) has been

measured to fall-off roughly as 1/ωα, where 0.9 < α < 1.5. A DC current excitation of the metal

conductor is most often used to observe and measure it. Many of the features of flicker noise

across a resistor due to a DC excitation can be described by the phenomenological equation due

to Hooge [312]

S
(flicker)
V (ω) =

V̄ 2
DCγH

[ω/(2π)]N
, (E.22)

where SV is the observed spectral density of voltage noise (given in V2/Hz) due to an average

DC voltage V̄DC across the conductor, N is the number of charge carriers in the sample, and

γH is the material-dependent dimensionless Hooge parameter. Measurements of many metals

indicate that the value of the Hooge parameter is roughly 2× 10−3. Equation E.22 can also be
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rewritten using Ohm’s law to express the power spectral density of the resistance fluctuations as

S
(flicker)
R (ω) =

R2γH

[ω/(2π)]N
, (E.23)

where S
(flicker)
R (ω) is the spectral density of the resistance fluctuations of the conductor (given

in Ω2/Hz) with an average resistance R̄.

In the literature, usually a DC current is used to measure flicker noise. And since ion

traps would not normally have any DC current flowing through their electrodes, it might seem

as though this source of noise would not need to be considered. However, systems with time

varying current, at a frequency Ωrf , exhibit two kinds of noise that are associated with the flicker

noise observed with a DC excitation. The first is noise, which is seen around the carrier, when

the conductor is excited with a time varying current at carrier frequency Ωrf . Such noise around

the carrier is called 1/∆f noise. The second is a low frequency 1/f noise, which manifests itself

although there is no DC current [315].

E.6.2 1/∆f Noise

Consider a conductor with a time varying current at a frequency of Ωrf . The electrical

noise, at a frequency of Ωrf ± δω, due to flicker noise of the conductor is called 1/∆f noise [316].

The corresponding level of 1/∆f noise around the carrier frequency Ωrf can be predicted by the

1/f resistance fluctuations (eq. E.23), where the frequency ω is replaced with the distance from

the carrier frequency δω = ω − Ωrf ,

S
1/∆f
R (Ωrf ± f) =

R̄2γH

[δω/(2π)]N
. (E.24)

For ion traps, the RF drive can cause 1/∆f noise around the drive frequency Ωrf . Since flicker

noise is inversely proportional to the number of charge carriers N , it can be pronounced in thin

film conductors, or in high frequency circuits where the current is confined due to the skin effect.

As an example, consider an ion trap, with thin-film metal RF electrodes (for instance

200 µm x 5 mm x 100 nm), with 2 pF of capacitance to ground, and a resistance of 2 Ω, being

driven at 30 MHz with 100 Vrms. This would create an RMS current IRMS of ∼ 38 mA through

the electrode. Figure E.3 shows the model used for estimating the flicker noise in the thin film

electrode. The trap is driven with a resonant circuit (where the resonator’s inductance cancels

the trap’s capacitance), so that variations in the trap electrode’s resistance cause a corresponding

change in the RMS current flowing in the circuit. Here, the resistance of the thin-film metal

electrode is assumed to be the predominant loss in the system, so that the RF resonator and

signal source are matched to drive this 2 Ω load. This means that at steady state, when ωx � Ωrf ,

the RMS trap drive current variation due to a change in the resistance of the thin-film electrode

is 1/2 the change of the resistance; i.e. a 2% change in resistance from flicker noise, would result

in a 1% change in the RMS current. Using this relationship, one can then relate the 1/∆f
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14 µH
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R2
2+δR Ω
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Figure E.3: The schematic used for estimating the flicker noise in the thin film electrode.
The trap is driven with a resonant circuit (where the resonator’s inductance cancels the trap’s
capacitance), so that variations in the trap electrode’s resistance δR cause a corresponding
change in the RMS current flowing in the circuit. Here, the resistance of the thin-film metal
electrode is assumed to be the predominant loss in the system, so that the RF resonator and
signal source are matched to drive this 2 Ω load. This means that at steady state, when
ωx � Ωrf , the RMS trap drive current variation due to a change in the resistance of the thin-
film electrode is 1/2 the change of the resistance; i.e. a 2% change in resistance from flicker
noise, would result in a 1% change in the RMS current.

current noise to the RMS current IRMS flowing through the thin film resistor as

S
(flicker)
I =

I2
RMSγH

4[δω/(2π)]N
. (E.25)

The voltage noise on the trap is then the capacitive reactance of the trap electrodes at the trap

drive frequency XC = −1/(ΩrfC) (∼ 2.6 kΩ) squared times the current noise S
(flicker)
I .

Figure E.4 shows the relative heating response of the ion overlayed with the expected 1/∆f

and 1/f voltage noise of this driven thin film conductor. The 1/∆f noise is centered around the

carrier frequency Ωrf = 2π × 30 MHz. The motional sidebands at Ωrf ± ωx can be excited by

noise at these frequencies (29 and 31 MHz).

Table E.1 gives the expected levels of 1/∆f noise for various metals at the motional side-

bands Ωrf ± ωx, with the above geometry and operating conditions. From the table, the flicker

noise on the trap electrodes at the 1 MHz motional sidebands is substantial (∼ 10−15 V2/Hz)

when compared to the expected Johnson noise from a 2 Ω resistor (merely ∼ 10−20 V2/Hz). If

the RF electrode is driven individually, like in the 2D arrays described in this thesis, then the

electric-field noise at the ion will then be of order

S
(flicker)
E ' S

(flicker)
V

D2
, (E.26)

where S
(flicker)
V is the voltage noise on the electrode and D is the electrode’s characteristic dis-

tance. If the ion is in a trap, with a characteristic distance D of about 1 mm, then an electric-field

noise level of approximately 10−9 V2/m2Hz at the motional sidebands Ωrf ±ωx is to be expected

at the position of the ion due to 1/∆f noise. The efficacy of heating at the motional sidebands

is reduced by a factor of ω2
x/(2Ω2

rf), when compared to noise at ωx (see eq. E.1). This level of

electric-field noise would then produce a motional heating of approximately 100 phonons/sec for
40Ca+. This would be a source of concern for high fidelity motional gates.

Even for systems where the RF electrodes are driven together, flicker noise could be a

source of concern. One likely possibility is that some substantial fraction of the RF current
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material γH N SI(Ωrf ± ωx) S
(flicker)
V (Ωrf ± ωx)

×1010 A2/Hz V2/Hz

Cu 3.8× 10−3 1.1 1.2× 10−22 0.9× 10−15

Ag 3.5× 10−3 0.7 1.8× 10−22 1.3× 10−15

Au 1.2× 10−3 0.9 0.5× 10−22 0.3× 10−15

Table E.1: The expected flicker noise at 1 MHz from the RF trap drive carrier frequency given
for an electrode with a capacitance of approximately 2 pF to ground and a series resistance of
2 Ω, being driven at 30 MHz with 100 Vrms. The electrode geometry is a thin rectangular film
of dimensions 200 µm x 5 mm x 100 nm. The number of free charge carriers was computed
using the Hall effect constants of the materials.
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Figure E.4: The relative heating response of the ion overlayed with the expected 1/∆f and 1/f
voltage noise of a driven thin film conductor (described in text). The 1/∆f noise is centered
around the carrier frequency Ωrf = 2π × 30 MHz. The motional sidebands at Ωrf ± ωx can be
excited by noise at these frequencies (29 and 31 MHz).

ηI is capacitively coupled to nearby DC electrodes. If the DC electrode has similar electrical

characteristics as the thin film RF electrode considered above, then this capacitive coupling

would produce a 1/∆f voltage noise on the DC electrode proportional to η2
I . For instance,

consider a ground electrode which is directly beneath a trapped ion. This could be the case in

a planar electrode ring trap or planar electrode linear trap. If it carries a substantial amount of

the RF current (ηI = 1/3) and has a characteristic distance D = 100 µm, this would result in an

electric-field noise of approximately 10−8 V2/m2Hz at the motional sidebands. This would give

rise to a heating rate of about 1000 phonons/sec for 40Ca+.

Another concern is that stray DC fields and the excess micromotion they produce can result

in ion heating from noise on the RF electrodes as it is pushed out of the RF null as explained

above (see sec. E.5.1). For instance, if the ion is displaced 1µm from the RF null and the

quadrupole characteristic distance DQ of the trap is 100 µm (see eq. E.19), then the electric-field

noise at the ion would be approximately 10−11 V2/m2Hz at the motional side bands. This would

produce a heating rate of only about 1 phonon/sec for 40Ca+, but would increase as the trap

was scaled down as 1/d4.
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E.6.3 1/f Noise with RF Excitation

RF excitation has also been observed to produce a low frequency 1/f type noise, even

though there is no current at DC [316–318]. This is not expected from just a fluctuation in

resistance, as described above, and would require an alternative model [319]. The value of this

RF excited 1/f noise is typically 1 or 2 orders of magnitude smaller than the level of 1/∆f noise.

However, it could still be a source of concern, because of the much larger response of the ion

at the motional frequency ωx compared to the motional sidebands Ωrf ± ωx. Continuing with

the thin film example in this section, as shown in figure E.4, any low frequency noise present in

the system at ωx = 2π × 1 MHz could be the dominant source of heating, because of the much

larger heating response (65 dB) of the ion due to noise at its motional frequency (compared to

the motional sidebands).

Flicker noise on thin clean metal films could be a concern for ion trap experiments. Fur-

thermore, it may be that operation of the trap embeds ions into the metal film [320], so that

the structure of the solid changes in a way that the Hooge parameter is much larger than that

assumed above. So that if the trap exhibits large amounts of ion heating after being operated

for a long time, testing for flicker noise should be done. The usual technique for measuring

flicker noise requires that there are two connections on opposite sides of the conductor that is

being tested for flicker noise. By measuring the voltage noise in the presence of a DC excitation

current, the flicker noise can be measured. Some electrodes in surface traps, such as large ground

planes and RF electrodes could be connected so that their are two available connections so as to

test for flicker noise.

E.7 Potential Drift

Often seen in ion trap systems is a long term drift of the static potential near the metal

electrodes such as described in figure 6.15 or documented by other researchers [214–218]. This

is most likely caused by a change in the work function on parts of the surface of the electrodes

due to an uneven coating of the electrode with a new material, such as from the trap loading

oven.

For the trap array Folsom, a voltage drift was observed and was associated with increased

heating, which was measured by a drop of the uncooled lifetime from seconds to hundreds of

ms (see sec. 6.5). This increase in heating along with a voltage drift has also been observed in

other experiments [214, 215]. The cause of this increased heating is not yet fully understood,

though some have proposed that fluctuating patch potentials may be the cause as described

below in section E.8. However, if the excess micromotion associated with the displacement of

the ion from the RF null due to static fields is not compensated for, then excess heating will

occur (see sec. E.5.1). It may be that some other mechanism also contributes to the increased

heating associated with the static potential drift, such as flicker noise (see sec. E.6) or space

charge (described below in section E.9).
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E.8 Patch Potentials

The noise sources discussed in the previous section have been analyzed under the assump-

tion that the whole trap electrode can be described as an ideal equipotential, generally resulting

in a ∼ D−2 scaling of the noise with respect to the characteristic distance. This assumption

is not in general true for real metallic surfaces, where regions of different crystal orientation or

adsorbed atoms and compounds lead to local variations of the potential [321]. These so-called

patch potentials play an important role in many areas of physics and represent, for example, an

experimental limitation for precision measurements of the Casimir-Polder force between closely

spaced metallic plates [322, 323] or gravity tests with charged elementary particles [324, 325]. It

was first suggested by Turchette et al. [132] that fluctuating patch potentials on the electrodes

could also be the source of the unexpectedly large heating rates observed in some ion trap exper-

iments. In Turchette’s original work, it was showed that for a simplified spherical trap geometry,

and in the limit of the patches being small, the existence of local rather than extended voltage

fluctuations leads to a d−4 scaling and therefore a strong enhancement of heating rates for small

trap dimensions. Subsequent studies have investigated in more detail how the distance scaling

is affected by finite patch sizes [326, 327] and by the electrode geometry [327] on the distance

scaling. While those models make no predictions regarding the frequency or temperature de-

pendence of the noise, they provide valuable predictions for distinguishing between, for example,

technical noise sources leading to global fluctuations of the electrode voltage and noise sources

related to microscopic processes on the electrode surface.

E.8.1 Origin of Patch Potentials

The term “patch-potential” refers quite generally to a local variation of the potential on an

otherwise homogeneous, biased electrode surface. Different mechanisms are known to produce

such microscopic potential variations. Most commonly patch potentials are attributed to regions

of different crystal orientation and surface adsorbates [321]. For a clean and regular surface the

otherwise homogeneous density of the electrons inside the metal is distorted at the surface, which

creates an effective dipole layer at the metal-air interface. This dipole layer changes the work

function, W , of the electrode by ∆W = e∆Φ. Here e is the charge of the electron and ∆Φ is the

patch potential, which is related to the dipole moment per unit area, P, by [44],

∆Φ = P/ε0, (E.27)

The value of P depends on the surface properties, in particular on the relative orientation of

the crystal lattice and the surface. Therefore, small regions of different crystal orientation can

lead to variations of ∆Φ over microscopic distances. A similar effect arises from adsorbed atoms

and molecules, which are polarized when approaching the surface and form additional dipole

layers. The static potentials of metallic surfaces have been measured using various methods.

From thermionic-emission-current experiments, it is known that the work function of metal

surfaces can vary by several tenths of a volt, depending on the crystal orientation [321]. On

gold surfaces patch potentials with sizes ranging from 10 nm to 10µm, and ∆Φ ∼ meV have
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been measured using Kelvin probes [328, 329]. The surface dipoles created by adsorbates can

be directly observed on the level of single atoms in precision experiments with cold trapped

atoms. For example, Obrecht et al. [330] utilized a magnetically trapped BEC to measure the

electric-field distribution emanating from a cluster of Rb atoms adsorbed on various surfaces.

The induced dipole moment measured at µ ∼ 5 D (debye) per atom is consistent with theoretical

predictions for alkaline atoms absorbed on metallic surfaces. (1 D ≈ 3.33× 10−30 Cm.) Finally,

trapped ions have been used to investigate laser-induced surface dipoles [175] and the long-term

variations of stray electric fields over several months [214–218].

While static patch fields on metal surfaces are relatively well understood, little is known

about their fluctuations, in particular in the MHz frequency regime of interest. It should also

be noted that if the surface of an electrode is not geometrically smooth, fluctuating patch fields

could also arise from a local enhancement of Johnson noise. For instance, if there is a small

cylindrical cone with a spherical end-tip protruding above the surface, its resistance is given by

Deslauriers et al. [242],

R =
ρe

πr0 tan θ
(E.28)

where ρe is the bulk resistivity, r0 is the end-tip radius, and θ is the angle of the cone. Therefore,

a small crystal of gold with a radius of a few nanometers at the tip, growing from the surface

of an ion trap, could be equivalent to a nanometer-sized electrode having a resistance of several

ohms. If the surface is populated with patches of a poor conductor, such as an oxide [175, 195],

then small patches with orders-of-magnitude higher resistances could be expected.

E.9 Space Charge

The model of the ion-trap experiment assumes that the vacuum is neutral, but if some

mechanism allows for charge to fill the vacuum then these charges could cause electric-field noise

at the location of the ion trap. A common source of charge in vacuum which has been documented

in ion traps [202] is electron emission from electrode surfaces. The exact mechanisms involved in

electron emission could be field or thermal emission [331], or photoelectric emission [332], as ion

traps can have sharp points, rough electrode surfaces, high voltages, locally hot electrodes and

short-wavelength laser light. What the exact mechanism is would depend on each experiment,

but the effect would be similar. Electrons escaping the surface of a cathodic electrode would

follow the field lines created by the high-voltage trap drive and terminate at the anode. Secondary

effects from the electrode bombardment would likely cause further disturbance, which we do not

consider here.

Under typical ion-trap conditions, it would take ∼ 100 picoseconds or less for the electron

to reach the anode, so that the RF trap drive is essentially quasi-static during the process.

Depending on where the electron escaped, it will go closer to the ion and then further away,

following the arc of the electric-field line. Without solving for the exact electrostatic field of a

particular trap geometry, it is interesting to do an analysis of a single electron flying through

an ion trap at roughly a distance d from the ion. Taking the Coulomb force from any escaped
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electrons to be roughly modelled by a Gaussian pulse of temporal width τe = 100 ps and electric-

field amplitude of q/(4πε0d
2), a Fourier analysis shows that the single sided energy spectral

density S
(SC)
EE of the electric field noise during the electron emission is flat out to approximately

νe = 1 GHz, with a height of

S
(SC)
EE = 2π

(
qτe

4πε0d2

)2

(E.29)

where q is the elementary charge. Considering the electron emission in a time window, tW = 1 s,

the power spectral density (PSD) S
(SC)
E due to an electron emission rate of N electrons per

second is then

S
(SC)
E =

2πN

tW

(
qτe

4πε0d2

)2

. (E.30)

Using the above values, each electron would give an electric-field noise, S
(SC)
E , roughly of order

10−21 V2/m2Hz for d = 100µm. This type of field noise is essentially due to the shot noise [333]

of the electron-emission current. At an average emission current of 1 nA, a PSD of the electric-

field noise of order 10−11 V2/m2Hz might be expected. Such an electron-emission current and

associated field noise could be detected and engineered away. Though, it demonstrates the

importance of checking for electron-emission in ion traps. The coating of the electrodes with

low work-function materials, could considerably enhance electron-emission and increase the field

noise in the vicinity of the ion.

It should be noted however that many electron emission experiments have seen that electron

emission noise follows a low-frequency periodic or oscillatory nature, which is not white noise

in character [334, 335], which would complicate the above analysis. It is also possible that the

time-dependent nature of the trap drive at frequency Ωrf could give rise to periodic field-induced

electron-emission currents at frequency Ωrf . The electron-emission current would then resemble

a regular series of pulses, each of width τe, with an average temporal spacing at the period of

the trap drive T = 2π/Ωrf . The above estimate would still be valid at frequencies well below

the trap drive frequency Ωrf , since the shot noise characteristics would dominate. However,

the correlation of the electron-emission current at the trap drive frequency would enhance the

field noise at harmonics of the trap drive frequency. In all cases, these point charges emanating

from the surface of the electrodes would give give rise to distance scaling β = 4, as seen from

equation (E.30), as long as all other operating parameters remain constant.

E.10 Spontaneous and Stimulated Emission of Trap Drive

Photons

The ion in a quadrupole ion trap (QIT) also acts as a dipole antenna. It couples the trap-

drive electric field, because of its motion, to the vacuum field as well as any ambient fields.

Coupling to the vacuum field is termed spontaneous emission and coupling to ambient fields is

termed stimulated emission. If the ion emits a photon, it can gain or lose energy depending on

the sign of the time averaged W [75], which is given by

W =
1

T

∫ t+T

t

W (t) dt, (E.31)
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where T is the period of the trapped ion’s periodic trapping potential mIW (t)x2/2 given in the

Hamiltonian in equation 2.56. This is not a violation of energy, since the trapping fields supply

the energy for the emitted RF photons, and the heating of the ion is the recoil of said photons.

The exponential heating rate to lowest order is given by Glauber [75] as

n̄(t) = n0 exp

[
− q2

6πε0mIc3
W

]
, (E.32)

where n̄(t) is the expected value of the phonon number, n0 is the initial phonon number and c is

the speed of light. For traps with only a periodic component of the trapping potential, such as

QITs without DC fields, the time-averaged potential W can be 0, so that the next higher order

term is important which gives a linear heating rate to lowest order in qx of

n̄(t) = n0 +
q2

6πε0c3

[
ω2

x + qx
(2Ωrf + ωx)3

2ωx

]
t. (E.33)

For spontaneously emitted RF photons, and for 40Ca+ trapped in a linear trap with an axial

frequency of 1 MHz, equation E.32 gives an exponential heating rate with a time constant of

approximately 1015 seconds. This is because the DC fields would give a non-zero W proportional

to the axial trapping frequency squared. For a point quadrupole ion trap without DC fields, the

time-averaged W̄ would be zero. And equation E.33 can be used with a trapping frequency

ωx = (2π × 1 MHz and a drive frequency Ωrf = 30 × 2πMHz, to give a linear heating rate of

roughly 10−13 phonons/s.

However the trap is not operating in a perfect electromagnetic vacuum, so stimulated emis-

sion must be taken in to account. Stimulated emission is proportional to the photon occupation

number n, which for black-body radiation has an average value n̄ = kBT/(~ω), where ω corre-

sponds to the stimulated emission photon frequency. The primary photon frequency of concern

for the linear trap is ωx, and for the point trap it is Ωrf + ωx. For a trap drive frequency of

Ωrf = 2π× 30 MHz and a motional frequency ωx = 2π× 1 MHz, the time constant for the linear

trap in the presence of black-body radiation is then roughly 10−8 s and the heating rate for the

point trap without DC fields is roughly 10−8 phonons/s.

As mentioned above in the section E.1 on coupling to fields in free space, the environment of

a typical laboratory has much more electromagnetic noise than expected from the ideal of black-

body radiation. Since electromagnetic noise can also stimulate emission, the external noise

factor Fa, which measures the noise power relative to black-body radiation must also be taken

into account. At a frequency near 1 MHz, the outdoor noise factor near manmade structures is

approximately Fa = 80 dB, so that the expected stimulated emission rate is 108 more likely. The

noise factor at 1 MHz in an area filled with electronics equipment could easily exceed this value

by 40 dB [336]. If ambient noise is such that Fa = 80 dB, the exponential time constant would

be reduced to approximately 1 second for the linear trap. For the linear heating rate of a point

quadrupole ion trap without DC fields, one might expect 1 phonons/s. Excess micromotion due

to stray DC fields could enhance this effect, and would remove the assumption that point ion

traps could be operated with W̄ = 0. The exponential heating could be of concern and points to

the need to control the electric-field noise at the trap for very long uncooled lifetimes of many

minutes or hours. It should be a simple matter of measuring the spectral noise density at the
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trap drive frequencies to make sure that the noise factor is not so large as to limit the experiment.

Appropriate RF shielding could then be installed if needed so as to reduce the noise factor.





Appendix F

Fabrication Steps for Ziegelstadl

In this appendix, the fabrication process chains for the Ziegelstadl microtraps (see sec. 7.1)

are given. The fabrication steps were performed at the Fachhochschule Vorarlberg in Dornbirn,

Austria in Prof. Johannes Edlinger’s Microtechnology research group (sputtering, resist coating

and development, and etching) and at the Universität Innsbruck in Prof. Rainer Blatt’s ion

trapping research group (evaporation and gold bonding).

The thin-film metal lithography steps to make Ziegelstadl are generally described as follows:

First, a planar Pyrex™ substrate of either 100 mm or 150 mm diameter was metalized using a

sputtering process. Then a photoresist was spin coated onto the substrate. The photoresist was

then developed using a chrome mask to reveal the metal which was to be etched away. Then the

etching process was performed. There are two ways the etching was done. One way was to use

a bath of acid (wet etch), and the other was to use a plasma (dry etch). After the first etching

process, the first resist could be removed to reveal a metal structure. Then a silica insulating layer

SiO2 was then applied using a sputtering process. After applying a photoresist and developing

it, the glass was then etched using a dry etch process. Then the resist could be removed to

reveal a patterned dielectric layer. Finally the top electrode metalization could be done. One

way to metalize and pattern the electrodes has already been described (by metalization, resist

and etching). Another way is to first apply the photoresist and develop it, and then to evaporate

metal into the exposed areas. After this, the resist is cleaned away, leaving behind a thin film

metal structure. This is called a lift-off process. After all the layers were patterned, a saw was

used to cut up the wafers (wafer dicing) into small chips, which could be then glued to a circuit

board and gold bonded to traces on the circuit board. In this way, a two layer circuit, with vias

between the two layers could be fabricated and connectorized so as to trap ions.

There were four different processes used to make Ziegelstadl. The first is detailed in fig-

ure F.1. The process is detailed with the first step on the bottom of the figure and the last step

at the top of the figure. Starting with the first step at the bottom of the figure, the sputtering of

the metal is described. It has electrodes composed of a sandwich of 50 nm titanium, 1 µm copper

and 50 nm titanium (Ti/Cu/Ti). The next step shows the resist type (AZ1518) and its thickness

(1.8µm). The next step describes the wet etch process used on the bottom metal layer. The Ti

was etched with a 1% solution of HF acid and the Cu was etched with a commercial copper etch
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(Atotech). Then the cleaning process is depicted to remove the resist (with Acetone). Next the

SiO2 deposition is done by sputtering with a thickness of 1µm. Next the resist and etching steps

for the insulation layer are described. The cleaning steps before the final metalization are then

given. The final metalization and patterning is then shown. The purpose of the titanium is to

protect the copper from oxidation as well as promote adhesion to the silica insulating layer or

Pyrex™ substrate. The titanium however proved to make the bond pads, which were already

quite small, impossible to bond with gold wire. Various approaches were tried to make the

bond pads bondable. The first was to etch away the titanium protection layer, but the copper

electrodes then quickly oxidized, so that only a fraction of the pads could then be bonded suc-

cessfully. The resulting copper surface was also a source of concern for trapping ions, especially

after the high heating rates were measured in Folsom. For these reasons, a fabrication run, using

only titanium and gold electrodes was attempted.

Figure F.2 shows the fabrication steps for creating a trap with surface electrodes made of

titanium (700 nm) with a covering of 300 nm of gold (Ti/Au). The steps are similar to that given

above. The lower layer was still composed of the Ti/Cu/Ti sandwich described above. However,

the patterning of the top metal layer was performed differently. The lower layer was wet etched,

the glass insulating layer was dry etched, and the top electrode layer used a lift-off process to

pattern the metal. Unfortunately, the tension created by the titanium evaporation as it cooled,

made the top metal layer very weak and prone to peeling. Only a minor fraction (about 5%)

of the traps on the wafer had all the electrodes intact after the lift-off process. Of these traps,

gold bonding was attempted, but the tension of the thick layer of titanium made the pads peel

off the substrate when bonding was attempted. For these reasons, a new version of Ziegelstadl

was designed with larger bond pads and a new metalization process.

Figure F.3 and F.4 show slightly different steps (differing resist thicknesses) for producing

Ziegelstadl v1.1. This trap used electrodes made by sputtering titanium with a thickness of 1 µm

for both the top and bottom layers. All etching was performed with a plasma process. In order

to make the trap easily gold-bondable and to provide a noble metal surface for ion trapping, a

final metalization was done via a lift-off process of titanium 2 nm and 300 nm of gold. The trap

proved to be easily bondable. However, this time the glass insulating layer did not function, as

all electrical tests failed at 1 V or less. It is believe this is because the plasma etching of the

top layer created a large voltage which broke-down and destroyed the functionality of the glass

dielectric [337, 338]. One method to avoid this, would be to short the two electrode layers during

fabrication and then cut away these connections during wafer dicing.
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Pyrex

Ti/Cu/Ti
50nm/1um/40nmSputtering

AZ%1518%1.8um

Lithography

Ti%..HF%1D
Cu..%Atotech%Cu%etch

Wet%etching

Stripping%

Sputtering
SiO2%1um

Lithography
AZ%1518%1.8um

Dry%etching
CH4+He

Stripping
O2%Plasma,%Aceton

Sputtering
Ti/Cu/Ti

Lithography
AZ%1518%1.8um

Wet%etching

Ti%..HF%1D
Cu..%Atotech%Cu%etch

Stripping
Aceton

Aceton

Figure F.1: Fabrication steps (ordered from bottom to top) for Ziegelstadl v1.0 Cu electrodes.
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Pyrex
Ti/Cu/Ti
50nm/1um/40nm

Sputtering

AZ%1518%1.8um

Lithography

Ti%..HF%1D
Cu..%Atotech%Cu%etch

Wet%etching

Stripping%

Sputtering
SiO2%1um

Lithography
AZ%1518%1.8um

Dry%etching
CH4vHe

Stripping
O2%Plasmaf%Aceton

Aceton

Lithography
AZ%nLOF%8um

Evaporation

Ti 700nm
Au 300nm

Lift-Off
Aceton

Figure F.2: Fabrication steps (ordered from bottom to top) for Ziegelstadl v1.0 Au/Ti elec-
trodes.
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Pyrex

Tis1um
Sputtering

AZs926Bs8um

Lithography

Drysetching

O2sPlasma4sAceton
Stripping

SiO2s1um
Sputtering

AZs1518s1/8um
Lithography

Drysetching

O2sPlasma4sAceton
Stripping

Tis1um
Sputtering

AZs926Bs8um
Lithography

Drysetching

O2sPlasma4sAceton
Stripping

AZsnLOFs3um
Lithography

Evaporation

Aceton
Lift+Off

CH4HHe

TisetchsC4F8RSF6
RFsBias

TisetchsC4F8RSF6
RFsBias

Tis2nm
Aus3BBnm

Figure F.3: Fabrication steps (ordered from bottom to top and left to right) for Ziegelstadl
v1.1 Wafer #1.
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Pyrex

Tis1um
Sputtering

AZs926Bs8um

Lithography

Drysetching

O2sPlasma4sAceton
Stripping

SiO2s1um
Sputtering

AZs1518s1/8um
Lithography

Drysetching

O2sPlasma4sAceton
Stripping

Tis1um
Sputtering

AZs926Bs8um
Lithography

Drysetching

O2sPlasma4sAceton
Stripping

AZsnLOFs3um
Lithography

Evaporation

Aceton
Lift+Off

CH4HHe

TisetchsC4F8RSF6
RFsBias

TisetchsC4F8RSF6
RFsBias

Tis2nm
Aus3BBnm

Figure F.4: Fabrication steps (ordered from bottom to top and left to right) for Ziegelstadl
v1.1 Wafer #2.
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Folge, Bd. 2), in: Landespressebüro der Salzburger Landesregierung (Hrsg.): Christian

Doppler-Leben und Werk. Schriftenreihe Serie Sonderpublikationen, 5: 1842. (see pp. 35,

37)

[87] F. Diedrich, J. C. Bergquist, W. Itano, and D. J. Wineland. Laser Cooling to

the Zero-Point Energy of Motion. Physical Review Letters, 62: 403, 1989. doi: 10.1103/

PhysRevLett.62.403 (see pp. 36, 170)

[88] S. Stenholm. The semiclassical theory of laser cooling. Reviews of Modern Physics, 58:

699–739, 1986. doi: 10.1103/RevModPhys.58.699 (see p. 37)

http://dx.doi.org/10.1002/(SICI)1521-3978(199806)46:4/5<363::AID-PROP363>3.0.CO;2-4
http://dx.doi.org/10.1002/(SICI)1521-3978(199806)46:4/5<363::AID-PROP363>3.0.CO;2-4
http://dx.doi.org/10.1103/PhysRev.53.318
http://dx.doi.org/10.1103/PhysRev.53.318
http://dx.doi.org/10.1088/1367-2630/15/12/123012
http://dx.doi.org/10.1007/s003400100749
http://dx.doi.org/10.1103/PhysRevA.69.012711
http://dx.doi.org/10.1103/PhysRevA.69.012711
http://dx.doi.org/10.1103/PhysRevLett.40.1639
http://dx.doi.org/10.1103/PhysRevLett.40.1639
http://dx.doi.org/10.1103/PhysRevLett.62.403
http://dx.doi.org/10.1103/PhysRevLett.62.403
http://dx.doi.org/10.1103/RevModPhys.58.699


Bibliography 211

[89] J. I. Cirac, R. Blatt, P. Zoller, and W. D. Phillips. Laser cooling of trapped ions

in a standing wave. Physical Review A, 46: 2668–2681, 1992. doi: 10.1103/PhysRevA.

46.2668 (see p. 38)

[90] J. Eschner, G. Morigi, F. Schmidt-Kaler, and R. Blatt. Laser cooling of trapped

ions. Journal of the Optical Society of America B , 20: 1003, 2003. doi: 10.1364/JOSAB.

20.001003 (see p. 38)

[91] R. Loudon. The Quantum Theory of Light. Third Oxford University Press, 2000. (see

p. 38)

[92] G. Alzetta, A. Gozzini, L. Moi, and G. Orriols. An experimental method for the

observation of r.f. transitions and laser beat resonances in oriented Na vapour. Il Nuovo

Cimento B Series 11 , 36: 5–20, 1976. doi: 10.1007/BF02749417 (see p. 39)

[93] E. Arimondo.
”
V Coherent Population Trapping in Laser Spectroscopy“ in: Progress in

Optics ed. by E. Wolf. vol. 35 Progress in Optics Elsevier, 1996. 257–354 doi: http:

//dx.doi.org/10.1016/S0079-6638(08)70531-6 (see p. 39)
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