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A B S T R A C T

The field of experimental quantum information processing has evolved rapidly, from
the demonstration of basic building blocks about two decades ago to today’s fruitful
applications that are driving the development of a functional information processor.
While nowadays applications venture into regimes where classical devices are challenged,
demonstrating quantum advantage in a meaningful industrial or scientific problem remains
an open task. This is partly caused by comparably small system sizes and the quality of gate
operations. With ongoing progress in engineering ever larger quantum devices the view
has shifted from in-principle demonstrations to being able to deploy quantum machines at
scale. Scalability of designs, approaches and devices has become a chief consideration in
the continuing developments.

In this thesis, we utilize a medium-scale device based on a string of 40Ca+ ions confined
in a linear Paul trap to address scalibility challenges for present-day devices. Yet, all
methodologies presented herin are hardware-agnostic and may be applied to different
platforms just as well. One critical challenge is how to be sure that the output of a quantum
computer is correct once it operates in a regime where classically checking is no longer
feasible. Crucially, existing methods become resource-devouring when certifying system
sizes just beyond a handful of information carriers—so-called quantum bits (qubits).
Another critical challenge is the development of concepts that keep devices operable even
if some of their quantum bits get lost.

The first experiment reported in this thesis demonstrates a scalable characterization
method to obtain the complete tomography information of a multi-qubit system from a
single measurement setting. This is achieved by enlarging the underlying Hilbert space,
and works independent of the system size. On the postprocessing side, we complement
this single-setting tomography with an adapted version of so-called “classical shadow”
analysis to efficiently predict arbitrary polynomial functions of the density matrix orders
of magnitudes faster than standard methods.

While system characterization is essential to improving setup functionality, large-scale
devices have the disadvantage that the computation outcome for certain problems can
no longer be confirmed in classical simulations. Based on a novel theory, the second
experiment demonstrates the verification of a quantum computation by purely classical
means.

Moreover, quantum systems cannot be completely isolated from their environment, and
therefore will always be prone to errors. While quantum error correction promises to
overcome inherent noise limitations, existing protocols are restricted to correcting errors
that change the logical state. Realistic quantum computers, however, suffer not only from
such computational errors, but, at a comparable rate, can experience a complete loss
of the stored information or the information carriers. We present the first deterministic
experiment that corrects qubit losses in real-time. This third work marks an essential step
towards error corrected quantum information processors.

Our loss experiments furthermore feature in-sequence measurement and classical feed-
forward, which are increasingly prevalent in modern semi-classical algorithms. While this
experimental structure becomes more and more accessible, its time evolution might deviate
from unitarity and can no longer be described by standard tools. In the fourth work we
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develop a novel tomography approach based on quantum instruments to fully capture the
dynamics of semi-classical quantum algorithms.

Our newly developed and scalable certification methods are essential to indentifying
system limitations and to verify quantum computers, having the potential to significantly
advance large-scale device developments. With the inclusion of qubit losses as a standard
building block, we have further made a paradigm shift for error correction.
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K U R Z FA S S U N G

Die experimentelle Quanteninformationsverarbeitung hat sich in den letzten zwei Jahrzehn-
ten von der Demonstration grundlegender Bausteine zu den heutigen vielversprechenden
Anwendungen rasant weiterentwickelt. Diese Anwendungen sind bereits in der Lage die
klassischen Möglichkeiten herauszufordern und die Entwicklung eines funktionalen Quan-
tenprozessors stetig voranzutreiben. Der Nachweis des Quantenvorteils eines industriell
oder wissenschaftlich wichtigen Problems stellt jedoch eine noch ungelöste Aufgabe dar.
Dies ist mitunter auf die vergleichsweise geringen Systemgrössen sowie die Qualität der
Gatteroperationen zurückzuführen. Mit der Realisierung immer größerer Systeme hat
sich der Blick weg von prinzipiellen Demonstrationen hin zum Einsatz hoch skalierter
Informationsprozessoren verschoben. Die Skalierbarkeit von Hardware sowie geeigneter
Anwendungen ist somit zu einem Eckpfeiler der laufenden Entwicklungen geworden.

In dieser Arbeit verwenden wir eine lineare Paul-Falle zum Speichern einer Kette von
40Ca+-Ionen und bilden damit einen mittelgroßen Quantenprozessor. Mit diesem erfor-
schen wir neue Herausforderungen auf dem Weg der Skalierbarbeit von Quantenrechnern.
Die hier vorgestellten Methoden sind hardwareunabhängig und können auf anderen Platt-
formen gleichermaßen eingesetzt werden. Eine der kritischen Herausforderungen ist dabei
die Lösung eines Quantenrechners zu überprüfen, sobald dieser in einem Bereich arbeitet,
in dem die Nachvollziehbarkeit mit klassischen Mitteln nicht mehr gegeben ist. Bestehende
Zertifizierungsmethoden arbeiten hier ressourcenverschlingend sobald die Systemgröße
über eine Handvoll von Informationsträgern - den Quantenbits (Qubits) - hinaus wächst.
Im Weiteren entwickeln wir Konzepte, die Quantenprozessoren auch dann betriebsfähig
halten, wenn ein Teil ihrer Quantenbits verloren geht.

Das erste Experiment über das in dieser Arbeit berichtet wird, demonstriert eine skalier-
bare Charakterisierungsmethode, welche die vollständige Tomographieinformation eines
Multi-Qubit Systems aus einer einzigen Messung heraus extrahiert. Dies geschieht durch
Erweiterung des zugrundeliegenden Hilbertraums und funktioniert unabhängig der Sys-
temgröße. Zur effizienten Datenanalyse komplementieren wir diese neue Einzelmessungs-
Tomographie mit einer angepassten Version der sogenannten “klassischen Schatten”. Dies
ermöglicht die Bestimmung beliebiger Polynomfunktionen der Dichtematrix um Größen-
ordnungen schneller als das bisher der Fall war.

Während Systemcharakterisierungen für die Verbesserung der Versuchsaufbauten uner-
lässlich sind, stoßen wir bei hochskalierten Quantenprozessoren zusätzlich auf Probleme,
deren Ergebnisse nicht mehr durch klassische Simulationen überprüfbar sind. Auf der
Grundlage einer neuen Theorie erkunden wir mit dem zweiten Experiment die Verifizie-
rung einer Quantenrechnung mit rein klassischen Mitteln.

Darüber hinaus können Quantensysteme nicht vollständig von ihrer Umgebung isoliert
werden und bleiben daher fehleranfällig. Bestehende Strategien beschränken die Korrektur
jedoch typischerweise auf Fehler, die den logischen Zustand ändern. Realistische Quan-
tenrechner leiden jedoch nicht nur unter derart logischen Fehlern, sondern können in
vergleichbarer Häufigkeit einen vollständigen Verlust der gespeicherten Information oder
der Informationsträger erleiden. Wir präsentieren hierzu das erste deterministische Experi-
ment, das Qubitverluste in Echtzeit korrigiert. Diese dritte Arbeit liefert einen wesentlichen
Beitrag in Richtung fehlerkorrigierter Quanteninformationverarbeitung.
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Bei der Echtzeitkorrektur von Qubitverlusten verwenden wir Insequenzdetektion mit
darauf folgender klassischer Sequenzverzweigung. Konkret werden die klassischen Mess-
ergebnisse mancher Qubits für den Fortlauf der Quantenrechnung, hier die Korrektur der
Qubitverluste, herangezogen. Solch Experimente zählen zur Gattung der semi-klassischen
Quantenalgorithmen. Dank der jüngsten technologischen Fortschritte wird diese expe-
rimentelle Struktur stetig zugänglicher. Ihre zeitliche Entwicklung wird jedoch von der
klassischen Messung unterbrochen und kann daher von einem unitären Verlauf abweichen.
In der vierten Arbeit entwickeln wir einen neuartigen Tomographieansatz auf der Grund-
lage von Quanteninstrumenten, welcher die komplette Dynamik von semi-klassischen
Quantenalgorithmen erfasst.

Unsere neuentwickelten und skalierbaren Zertifizierungsmethoden sind unerlässlich,
um Systemlimitierungen zu charakterisieren sowie Quantenrechnungen zu verifizieren.
Diese Methoden tragen das Potenzial, die Entwicklung skalierbarer Technologien deutlich
voranzutreiben. Ferner haben wir mit der Eingliederung von Qubitverlusten als Standard-
baustein in Fehlerkorrektur einen Paradigmenwechsel vollzogen.
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P R E A M B L E

At the beginning of the 20th century, the development of quantum mechanics fundamen-
tally changed our understanding of the world. Counterintuitive experiments, which could
not be explained with existing theories, got the ball rolling and let many research directions
flourish over the upcoming decades ranging from nuclear, atomic and particle physics all
the way to applications in solid-state physics and quantum chemistry. It did not take much
longer until this new understanding enabled technological developments. Most notably,
the invention of semiconductors for information processing and the laser over the second
half of the century that have had a decisive and lasting impact on our daily lives. The
progress continued and starting with the new century, individual quantum particles like
atoms, molecules, ions, photons, and artifical atoms could be reliably stored and manipu-
lated, providing a new avenue to exploring the quantum world. Quantum technologies
emerged and hold the potential to surpass their classical counterparts, above all, today’s
supercomputers. Besides, quantum technologies promise a means to efficiently simulate
nature, offer secure communication paths and work as accurate microscopic sensors in
metrology applications. These applications have recently been designated the four domains
of quantum technology in the European Union’s quantum flagship programm [1] with the
aim to drive quantum revolution in Europe. Beyond an increasing amount of governmental
funds, quantum technologies have captured a lot of attention as more people than ever
join the race for building new hardware and developing new applications. With quantum
technology climbing the ladder of technological readiness, more and more industrial actors
get involved, bringing more resources into the field with the final goal to accomplish
commercial viability.

This thesis contributes primarily to the domains of quantum simulation and compu-
tation, which build on the seminal ideas of Richard Feynman from the 1980s: “Let the
computer itself be built of quantum mechanical elements which obey quantum mechanical laws” [2].
Computers built from quantum systems would thereby be expected to circumvent the
inexorable resource demands that prohibit the study of quantum problems by classical
means. From then, Quantum simulations developed and currently cover promising research
paths from nuclear physics [3] to molecular chemistry [4]. Extending Feynman’s path, in
1989, David Deutsch proposed a model for a universal quantum computer that general-
izes the classical Turing machine [5]. Over time, these ideas began to bear fruit, as the
superposition of quantum states and fundamental properties without a classical counterpart
(entanglement) indeed offer a pathway to outperform classical capabilities in a growing
number of industrial and scientific applications. Today, quantum algorithms exist ranging
from optimization problems [6] such as logistics [7] to programs for quantum machine
learning [8] and notably Shor’s algorithm for factoring large integer numbers [9], capable
to defy current cryptography paradigms—just to name a few. Moreover, quantum effects
will limit the further scaling of chip sizes in classical computers, which are slowly but
surely entering the quantum realm. The development of quantum computers rapidly
evolved from demonstrating basic building blocks [10] about two decades ago to nowadays
fruitful applications in quantum sensing, simulations or computations [11]. The current
era is marked by so-called noisy intermediate-scale quantum (NISQ)-devices [12] featuring
tens of quantum information carriers - so-called quantum bits (qubits) - and venture into
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regimes where classical computers are challenged [13] with the aim to finally demonstrate
a quantum speed-up on an impactful problem.

Current quantum devices still fall short of outperforming classical systems in a useful
problem, primarily due to persistent challenges in scaling to larger systems and the
insufficient quality of the quantum operations. While quantum architectures such as
superconducting platforms and trapped-ions achieve register sizes beyond 50 qubits [14,
15], error-rates on the order of 1% per two-qubit operation in such large registers limit
their practical applicability.

Here, we employ a NISQ trapped-ion device and explore two branches of scalibility
bottlenecks, which we identify as timely and critical for pushing the field closer towards
real-world applications. The tools we develop to address these challenges are architecture
independent making them applicable to a wide range of platforms.

The first branch deals with the certification of quantum computations. This is a pertinent
task, not only for pinpointing system limitations, which is vital for progress, but also
for enabling trust in a quantum computational outcome that can no longer be classically
simulated. “If a quantum experiment solves a problem which is proven to be intractable for classical
computers, how can one verify the outcome of the experiment?” [16] quoted at a 2004 conference,
Daniel Gottesmann aptly highlighted the crux of certification. We will get to the bottom of
this somewhat paradox question and demonstrate a framework for certifying computations
without requiring any knowledge or trust in the employed device.

Inherent to nature, and something that quantum computers have not been spared from
is the influence of environmental noise. Yet, this is expected to persist on future hardware.
Our second branch deals with ways of taming noise in quantum devices, marking a
cornerstone of current developments, as was distinctly pointed out by David Deutsch

“Without error-correction all information processing, and hence all knowledge-creation, is necessarily
bounded. Error-correction is the beginning of infinity” [17]. In particular, our contributions
extend the scope of correctable errors beyond computational errors to the correction of the
complete loss of information carriers.

This thesis is organized as follows. Ch. 1 provides broad insights to quantum computa-
tion that are presented in an architecture-independent fashion. We then identify scalability
issues of existing methods for system certification and computations with noisy hardware.
From this four problems emerge, which we address in the remainder of this thesis. In Ch. 2
we will introduce the experimental platform used in this thesis. In Ch. 3 we develop and
demonstrate a novel framework for scalable system characterizations that exhibits signifi-
cant improvements over existing methods on both the quantum measurement and classical
post-processing sides. In Ch. 4 we venture into postquantum-secure cryptography and
demonstrate the first verification of a quantum computation with purely classical means.
This is an important step to gain trust in future large-scale devices whose results cannot be
directly verified classically and may not even be trustworthy. In Ch. 5 the first experimental
demonstration of qubit loss correction is presented, where each detected loss event triggers
a correction step in real-time. The latter experimental structure exemplifies a novel class
of advanced tasks, designated as quantum-classical algorithms, which exhibit dynamics
that can no longer be captured faithfully by existing characterization tools. In Ch. 5 we
introduce a new paradigm for characterizing the most general quantum operations, called
quantum instruments. Finally, Ch. 6 puts the results of this thesis into perspective and
highlights interesting future questions that drive the ongoing developments.



1
S C A L A B I L I T Y C H A L L E N G E S O F T O D AY ’ S Q UA N T U M C O M P U T E R S

It is believed that quantum computers outperform their classical predecessors in numerous
applications [6–9]. While recently advanced devices are already challenging classical
capabilities [13], proving a quantum advantage in a significant industrial or scientific
problem is still an open task. There are several reasons for this, including the relatively
small system sizes and the quality of gate operations. The scalability of quantum devices
has thus become a cornerstone of current hardware developments.

The present chapter provides the basics of quantum computation in Sec. 1.1. Based on
this knowledge, we identify critical scalability challenges to be solved in this thesis. This
includes two timely branches of research that contribute to the development of larger
quantum machines. Namely, the certification of quantum computation in Sec. 1.2 and 1.5
as well as quantum computing with noisy components, discussed over Secs. 1.3-1.4.

1.1 quantum computation

The following explanations provide a formal framework for quantum computation with
particular emphasis on the concepts used in this work. For a more stringent presentation
we refer the interested reader to Ref. [18].

1.1.1 Quantum states

The basic unit of information for classical computers is the binary digit (bit) that takes the
two discrete values 0 and 1. Bits successfully serve for classical information processing
with their binary values typically encoded by distinct voltage levels in electrical transistors.
In analogy, two levels of a quantum system |0⟩ and |1⟩ manifest a qubit. A qubit differs
from its classical counterpart in that its quantum nature allows it to exist not just in the
states |0⟩ and |1⟩, but also in any superposition of the two. As such, quantum mechanics
formally describes an isolated two-level system by a vector in a Hilbert space H2. A general
single-qubit pure state is given by

|ψ⟩ = α |0⟩+β |1⟩ with α,β ∈ C and |α|2 + |β|2 = 1, (1.1)

with probability amplitudes |α|2 and |β|2 ensuring normalization. Normalization together
with complex numbers α and β geometrically constrains qubit state vectors to the surface of
a unit sphere. In quantum computation that unit sphere is referred to as Bloch sphere, where
the computational basis states {|0⟩ , |1⟩} reside at opposite poles, illustrated by Fig. 1.1(a).

In view of real-word experiments a quantum system can only be detected to finite
accuracy and might therefore exist in a mixture of multiple states {|ψ⟩i} with certain
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2 scalability challenges of today’s quantum computers

probabilities {pi}. A very useful concept to account for this inaccuracy is the density operator
description

ρ =
∑
i

pi |ψ⟩i⟨ψ|i , (1.2)

which is a Hermitian, positive-semidefinite operator of trace tr(ρ) = 1. In case a quantum
state occupies a distinct state |ψ⟩ with probability 1 it is said to be pure. On the other hand,
if a quantum system can be in one of several states, each at a certain probability, it is no
longer pure and designated mixed. We can quantify the purity of normalized states by

P = tr(ρ2) with ρ ∈ [1/d, 1], (1.3)

with its lower bound given by the inverse Hilbert space dimension 1/d relating to the
complete mixed state 1/d. In particular, purity depends non-linearly on the density matrix
ρ, which means that it cannot be observed directly on a quantum system.

A general single-qubit density matrix can be written as

ρ =
1

2

(
1 + rxX+ ryY + rzZ

)
with r⃗ ∈ R (real numbers), (1.4)

with the Bloch vector r⃗ and the Pauli matrices {X, Y,Z} that geometrically align with the
orthogonal sphere axes [18]. Note that this ignores already a global phase. The Paulis
(short for Pauli operators) together with the identity matrix 1 provide a basis for the space
of density matrices, which are the following linear operators on H2

1 =

(
1 0

0 1

)
X =

(
0 1

1 0

)
Y =

(
0 −i

i 0

)
Z =

(
1 0

0 −1

)
. (1.5)

In the literature the Pauli basis is often referred to as standard basis. On the Bloch sphere
the pure states are on the surface and the mixed states are inside the sphere. A true
quantum state obeys the physical properties of being positive-semidefinite ρ > 0 and of
unit trace tr(ρ) = 1, ensuring normalization [18].

Let us expand the system size. The states of a system consisting of several qubits also
form a Hilbert space due to the superposition principle. The multi-qubit Hilbert space is
thus the tensor product of the Hilbert spaces of the individual qubits. As an example, the
computational basis states for two qubits read in tensor representation |0⟩ ⊗ |0⟩ = |00⟩, |01⟩,
|10⟩ and |11⟩ or in decimal representation |0⟩, |1⟩, |2⟩ and |3⟩. The qubit-pair thus inhabits a
four-dimensional Hilbert space H

(1)
2 ⊗H

(2)
2 . This generalizes to the N-qubit case as follows

|ψ⟩ =
2N−1∑
i=0

αi |i⟩ with αi ∈ C and
2N−1∑
i=0

|αi|
2 = 1, (1.6)

with Hilbert space H⊗N
2 of dimension dim(H⊗N

2 ) = 2N. While the exponential growth in
Hilbert space dimension is at the heart of the potential power of quantum technology, it
represents a daunting scalability bottleneck when simulating quantum systems by classical
means.

1.1.2 Entanglement

To unleash the full capabilities of quantum computers operating multi-qubit registers
becomes imperative. The reason is that multi-qubit systems can exhibit correlations that go
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(a) Pauli basis (b) SIC POVM
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Figure 1.1: Pictorial representation of single-qubit quantum states. (a) Semi-positive and trace-
preserving pure quantum states can be illustrated as points on the surface of a unit
sphere, named Bloch sphere. Mixed states reside within the sphere. The standard qubit
basis aligns with the sphere’s X, Y and Z axis, denoted by the so-called Pauli basis from
Eq. (1.5). Its components uniquely parametrize arbitrary quantum states as exemplified
in the single-qubit case of Eq. (1.4). The Pauli operators further constitute a measurement
set of six projectors given by the ±1 eigenvectors of the individual operators, outlined
in Sec. 1.1.4. (b) Alternatively, the set of symmetric informationally complete (SIC) positive
operator-valued measures (POVMs) consists of four projectors maximized for intervector
spacing. In contrast to the Pauli basis, the non-orthogonal positive operator-valued measure
(POVM) elements have finite overlap with arbitrary states, where every measurement
contributes to the statistical accuracy [19, 20]. SIC POVMs are thus ideal measurements in
terms of information gain, thoroughly discussed in Sec. 1.1.4.

beyond classical physics and are called entanglement. Crucially, the properties of entangled
states can no longer be fully described by the properties of the individual components,
even if spatially far separated. For quantum computers to outperform classical devices,
large amounts of entanglement are required [21]. Consequently, entanglement is the subject
of many theoretical and experimental studies.

Let us elaborate on the nature of these correlations. A quantum state of a composite
system is said to be separable if it can be written as a mixture of product states. The two-
qubit state |00⟩ = |0⟩ ⊗ |0⟩ exemplifies such a product state. On the contrary, if a quantum
state ρAB with bipartite system components A and B cannot be decomposed into a product
state of the individual components

ρAB ̸= ρA ⊗ ρB, (1.7)

the state is said to be entangled.
In Ch. 3 we will use different ways to characterize entanglement. Typically, entanglement

measures quantify the degree in separability of a bipartite system (A,B). Let us therefore
consider the system ρ expressed by its density matrix

ρ =
∑
ijkl

p
ij
kl |i⟩⟨j|⊗ |k⟩⟨l| . (1.8)

A way of identifying whether this system is separable or not is by partial transposing
either bipartition, e.g. subsystem A, relating to the following transformation

ρΓA =
∑
ijkl

p
ij
kl |i⟩⟨j|⊗ |l⟩⟨k| , (1.9)

and check whether the transposed outcome is still positive-semidefinite. Peres and Horodecki
formulated this property as the so-called positive partial transpose (PPT) criterion [22, 23]
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in 1996. The criterion states that the partial transpose of either bipartition {A,B} is a com-
pletely positive map (See Eq. (1.20) below) so it transforms an input quantum state into a
valid output quantum state, if and only if the combined system (A,B) is separable.

This can be illustrated by partial transposing qubit A on both a single-qubit density
matrix ρA and an entangled two-qubit density matrix ρAB as follows

ρA =
1

2

(
1 −i

i 1

)
ρΓAA =

1

2

(
1 i

−i 1

)

ρAB =




1 0 0 1

0 0 0 0

0 0 0 0

1 0 0 1




ρΓAAB =




1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1




.

(1.10)

The second line exemplifies the two-qubit case of the famous Greenberger-Horne-Zeilinger
(GHZ) state [24] that is maximally entangled and will play an important role throughout
this thesis. Evidently, the transposed density matrix in the single-qubit case ρΓAA represents
another physical quantum state. According to the PPT criterion, there must exist a valid
transformation in between. While transpose is a valid quantum operation in the single-
qubit case or more generally for any separable state, partial transpose of the entangled state
in the second line leads to negative eigenvalues. This means that the transformed density
matrix ρΓAAB does not anymore represent a physical quantum state. Importantly, negative
eigenvalues would not be present if the two subsystems were separable, indicating the
presence of entanglement in the original state.

The partial transpose of either bipartion, here A, relates to the so-called quantum negativ-
ity [25]

N(ρ) =
||ρΓA ||1 − 1

2
(1.11)

and serves to quantify entanglement for any value greater than zero. Entanglement defined
by that means may be correctly referred to as bipartite entanglement. Moreover, the negativity
is equivalent to the sum of the absolute values of all negative eigenvalues in the transformed
outcome, which provides an efficient way to calculate it. Since entanglement is an instrinsic
feature of the combined system (A,B), negativity is symmetric with respect to a system’s
bipartite components ||ρΓA ||1 = ||ρΓB ||1.

Alternatively, one can relate entanglement to entropy. As for example the so-called
second-order Rényi-entropy [26]

S(2)(ρA) = − log2 tr(ρ2A). (1.12)

The order corresponds to the exponent in the density matrix ρA, where from the second-
order it features a non-linear dependency on it. Eq. (1.12) relates entropy to purity and
by that to the length of the Bloch vector. Crucially, the authors of Ref. [27] show that the
second order presented here can be efficiently estimated in experiments with randomly
selected measurements by relying on the fact that the second order is contained in statis-
tical correlations between the random measurement results. We utilize such a protocol
throughout Ch. 3. For the sake of simplicity, we refer to the second order Rényi entropy
simply as Rényi entropy from here on.

Let us discuss Eq. (1.12) and consider once more a bipartite system (A,B). Experimentally,
if one observes either bipartition, e.g. A, one receives system part ρA, denoted as the reduced
density matrix. Mathematically, the reduced density matrix of subsystem A is defined by
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taking the partial trace ρA = trB(ρAB) over the basis of the other subsystem B. As such,
Eq. (1.12) relates entropy to the purity of the reduced density matrix. Considering the
observations on both subsystems individually, we obtain the reduced density matrices
ρA and ρB. If the total system ρAB is separable it holds that ρAB = ρA ⊗ ρB and in our
example the entire information about system (A,B) can be recovered from observations
on the individual subsystems. In the latter case, the reduced density matrix has purity
tr(ρ2A) = 1 and yields Rényi-entropy S(2)(ρA) = 0. However, for a non-separable state it
holds that ρAB ̸= ρA ⊗ ρB. Therefore, individually observing ρA and ρB results in a loss of
information, contrasted to observations on the combined system ρAB. A loss of information
in turn manifests itself in an increase of entropy. If we turn the argument around, we can
observe entropy with Eq. (1.12) and make a statement about entanglement. Conclusively, if
we find S(2)(ρA) = S(2)(ρB) > S

(2)(ρAB), the system (A,B) contains entanglement in case
the joint state is pure.

Let us illustrate Rényi-entropy on the two-qubit GHZ-state from Eq. (1.10). Since the
combined system is pure, it gives S(2)(ρAB) = 0. Upon partial tracing subsystem B, we
find ρA in a complete mixutre

ρA = trB(ρAB) =
1

2
(|0⟩A⟨0|+ |1⟩A⟨1|) with tr(ρ2A) =

1

2
, (1.13)

where the Rényi-entropy takes its maximum S(2)(ρA) = 1. Analogous to negativity, Rényi-
entropy is symmetric with respect of its bipartite system components S(2)(ρA) = S(2)(ρB).

1.1.3 Quantum channels

As we have seen so far, the properties of qubit systems differ considerably from those of
their classical counterparts. A quantum computer can thus be defined as a device that aims
to store and manipulate quantum information in such a way that arbitrary computations
can be performed, ideally surpassing classical capabilities.

Computations on a quantum device are decomposed into sequences of so-called quantum
gate operations or quantum gates. Conceptually, quantum gates transfer a pure input state
|ψin⟩ into a pure output state |ψout⟩ following a unitary evolution

|ψin⟩ Û−−→ |ψout⟩ = Û |ψin⟩ with Û†U = 1, (1.14)

that ensures a positive-semidefinite outcome of unit norm (||Û |ψin⟩ ||1)2 = 1. In contrast to
classical gates, quantum gates are reversible. In view of the state vector representation, we
can formulate single-qubit basis states as |0⟩ = (1, 0)T and |1⟩ = (0, 1)T , where quantum
gates are described as unitary 2× 2 matrices. For example, the Pauli X operator from
Eq. (1.5) performs a bit flip on an arbitrary input state

(
α

β

)
X−−→
(
β

α

)
=

(
0 1

1 0

)(
α

β

)
, (1.15)

representing the quantum equivalent to the classical NOT-gate.
As generators of the special unitary group SU(2), the Pauli operators can realize arbitrary

single-qubit rotations [18]. Herefore angular momentum operators, e.g. Sx =
 h
2X, provide

general descriptions of two-level systems similar to the qubit. The vector in the Bloch
sphere of Fig. 1.1(a) can further be uniquely defined by the azimuth angle θ and the polar
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angle ϕ by means of the representation [cosϕ sin θ, sinϕ sin θ, cos θ]T . For this purpose,
arbitrary single-qubit gates refer to rotations around an axis n⃗ = (nx,ny,nz) given by

Û = eiαR̂n⃗(θ) with R̂n⃗(θ) = e
−iθ

2 n⃗·σ⃗ = cos
θ

2
1 − i sin

θ

2

(
nxX+nyY +nzZ

)
. (1.16)

Notably, the global phase α is not measurable within the two qubit levels {|0⟩ , |1⟩} and can
therefore be neglected. θ is the angle of rotation around the axis n⃗, here decomposed into
the Pauli basis. For example, Rx(π) applied to either basis state |0⟩ or |1⟩ performs a bit
flip. A frequently used single-qubit gate is the Hadamard (H)

H =
1√
2

(
1 1

1 −1

)
, (1.17)

that creates an equally weighted superposition from any input basis state {|0⟩ , |1⟩}.
Single-qubit gates act locally on the qubit. A local gate can also be applied to multiple

qubits, where the tensor product of the individual single-qubit gates describes the unitarity
operation of the composite system. In addition, so-called controlled gates act on two or
more qubits, with one or more qubits controlling the action on all others. Such multi-qubit
gates are necessary for the creation of correlations.

A well-known and frequently used two-qubit gate in this thesis is the controlled-NOT
(CNOT)-gate, which flips the second qubit if and only if the first qubit is in state |1⟩

UCNOT = |0⟩⟨0|(1) ⊗ 1
(2) + |1⟩⟨1|(1) ⊗X(2) =




1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0




. (1.18)

This operation generates correlations between the qubits since the first qubit controls the
action on the second one. Crucially, successively applying H and CNOT on input state |00⟩
prepares a two-qubit GHZ-state also known as a Bell-state[18]

CNOT ·H⊗ 1 · |00⟩ = 1√
2

(
|00⟩+ |11⟩

)
. (1.19)

Moreover, the combination of arbitrary single-qubit operations with the two-qubit CNOT

establishes a so-called universal gate-set that in principle can perform any computation
including those of a classical computer [18].

In nature, quantum system are faithfully represented by mixed states described with
the density matrix formalism presented in Eq. (1.2). So, in a real-world scenario, quantum
operations act between mixed states. A general action from an input density matrix
ρin ∈ Hin to an output density matrix ρout ∈ Hout is thereby called quantum channel

ρin
E−−→ ρout = E(ρin), (1.20)

described by a linear map E. To ensure that the channel transforms the system to a valid
quantum state, E must be completely-positive (CP) and trace preserving (TP). Whereas the
latter ensures normalization, the CP condition demands positiv maps across the entire
system. The partial transpose in the second line of Eq. (1.10) shows the action of a map that
is only positive but not CP with respect to the GHZ-state, leading to unphysicalities in the
transformed outcome. The formalism of completely-positive and trace-preserving (CPTP) maps
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is a powerful tool to describe unitary evolution, measurement processes (see Sec. 1.1.4)
and even open quantum systems. The latter allow environmental mechanisms to affect the
system.

In the case of transformation of pure states into pure states, the channel map E becomes
a unitary operator U related to the quantum gates described in Eq. (1.14). Such a unitary
channel can be written as

ρin
U−−→ ρout = U

†ρinU (for pure states). (1.21)

Open quantum systems can incorporate environmental noise mechanisms that inevitably
affect any system in a real experiment. Unwanted noise potentially leads to a loss of
the definite phase relations between the quantum states, denoted by decoherence. The
evolution of a quantum system suffering from decoherences along all three axes X, Y and
Z simultaneously is described by a so-called depolarizing channel

Edepol(ρ) =

(
1−

3p

4

)
1 +

p

4

(
XρX+ YρY +ZρZ

)
, (1.22)

which for p = 1 results in a completely mixed state 1/d. Depolarizing noise exemplifies
a non-unitary process describing the loss of quantum information into the environment
with the Bloch sphere shrinking towards its center. Other prominent noise channels restrict
decoherence effects to either the X, Y-plane or to the Z-axis referred to as amplitude damping
or dephasing channels, respectively. Amplitude damping can for instance model the physi-
cal process of spontaneous emission that shrinks the Bloch sphere towards the |0⟩-state.
Dephasing describes the decay in coherent phase relations and restores classical behaviour
where the Bloch sphere shrinks towards the Z-axis [18]. Whatever reflects a particular quan-
tum device best has to be decided case-by-case and might even demand for combinations
of the above noise models.

1.1.4 Measurement

In quantum mechanics, measurements are destructive providing classical data, and are
crucial for testing and manipulating a physical system.

A useful framework for an experimentalist to quantify system properties are projective
measurements. Formally, projective measurements on a quantum system relate to Hermitian
(or self-adjoint) operators M†M = 1, denoted as observables M. Every observable has a
spectral decomposition M =

∑
mmPm, where Pm is the projector onto the eigenspace of

M with eigenvalue m. The Pauli operators from Eq. (1.5) exemplify such observables. For
instance, Pauli Z, which in computational basis {|0⟩ , |1⟩} has eigenvalues 0 and 1 (classical
data) referring to the eigenvectors (or projectors) P0 = |0⟩⟨0| or P1 = |1⟩⟨1|. Eigenvalues
describe the set of possible measurement outcomes whose eigenvectors form a basis
of the underlying Hilbert space. Crucially, the predictions of quantum mechanics are
of probabilistic nature with the measurement results relating to expectation values of
observables. For instance, a projective measurement on state |ψ⟩ yields eigenvalue m with
probability

p(m) = ⟨ψ|Pm |ψ⟩ . (1.23)

In case eigenvalue m was observed, the destructive measurement nature projects the
post-measurement state to

P(m) |ψ⟩√
p(m)

, (1.24)
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denoting the wavefunction’s motion. In practice, observables represent measurable system
properties like position, momentum, angular momentum or energy.

Let us generalize measurement processes in quantum mechanics by a so-called positive
operator-valued measure (POVM). A POVM represents a probability distrubution whose values
are positive operators instead of positive numbers. Formally, a POVM is a discrete set of M
positive-semidefinite operators Em acting on a d-dimensional Hilbert space H summing
up to the identity

M∑
m=1

Ei = 1. (1.25)

The set of {Em} represents the measurement outcomes. Whereas the mixed states introduced
above describe the reduced state of a larger system, a POVM serves in an analogous way
to express the effect of a projective measurement on a subsystem, performed on a larger
system. This is stated by Naimark’s dilation theorem [28] from 1940, saying that every
POVM emerges as a projective measurement in a higher-dimensional Hilbert space. The
theorem is of great use as it allows experimentalists to access any POVM from projective
measurements on a higher dimensional system.

The probability distribution of any observable Em can be computed with the underlying
density operator ρ according to Eq. (1.2) and yields expectation values

p(m) = tr(Emρ). (1.26)

In case of a pure state ρ = |ψ⟩⟨ψ| this expression simplifies to Eq. (1.23). If a POVM

comprises d2 or more elements it spans the space of Hermitian operators and is said to
be an informationally complete (IC) POVM. Measurement results of an IC POVM completely
sample the underlying Hilbert space and allow the reconstruction of ρ, see Ch. 3.1.

Experimentally, every quantum computation concludes with a measurement that reads
the qubit register. Let us imagine a single qubit and a measurement performed with the
Pauli observable Z, where in the computational basis {|0⟩ , |1⟩} each outcome projects to
either the eigenstate |0⟩ or |1⟩. To experimentally infer the underlying state probabilities,
the experiment must be repeated n times to account for all events, e.g., the observation of
the ground state n(P0) yielding the state probability P0(n) = n(P0)/n. The probability to
be in the other basis state |1⟩ is therefore P1(n) = 1− n(P0)/n. This probabilistic nature
must inherently limit the accuracy of quantum measurements, leading to so-called quantum
projection noise (QPN) [29], which in the single-qubit case amounts to

∆P =

√
P1(1− P1)

n
. (1.27)

Consequently, many samples of the same experiment must be performed to obtain accurate
information about the underlying quantum system.

The combined measurement of the three Pauli observables of a d-dimensional system
enables us to reconstruct the underlying density matrix ρ, see Ch. 3.1. The measurement set
is therefore IC. An alternative but very useful way of extracting the complete information
of a system is given by the non-orthogonal SIC POVM depicted in Fig. 1.1(b) [19]. The set
consists of four POVM elements per qubit

|S⟩1 =

(
1

0

)
, |S⟩2 =




1√
6
1√
3


 , |S⟩3 =




1√
6

(−1)2/3√
3


 , |S⟩4 =




1√
6

−
(−1)1/3√

3


 , (1.28)
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which are maximized by intervector distance resulting in the given symmetric align-
ment, boosting the information gain per measurement. This holds, as due to their non-
orthogonality, every SIC POVM always overlaps with the underlying system in more than
one vector, which is not necessarily the case for orthogonal sets. Imagine the character-
ization of the |1⟩-state using orthogonal Pauli observables. Measurements along X and
Y would yield random outcomes all the time. Crucially, neglected measurements do not
contribute to the final statistics. This becomes substantial in large-scale systems, which is
why SIC POVMs provide ideal measurements for reconstructing ρ [19, 20].

Let us think of an informationally complete set of measurements on a quantum system,
whose results permit the reconstruction of ρ. The quality of the implemented state can
then be assessed by measuring how close the reconstructed outcome is to the target state.
The measure to serve this need is called fidelity and quantifies the overlap between any two
mixed quantum states ρ and σ by calculating [30]

F(ρ,σ) =
(

tr
(√√

ρσ
√
ρ
))2

. (1.29)

It results to 1 for identical states and 0 for orthogonal ones and can take any value
in between, provided ρ and σ are physical states. For pure quantum states the fidelity
simplifies to F(ρ,σ) = |⟨ψρ,ψσ⟩|2.

1.1.5 Constructing a quantum computer

David Di Vincenzo formulated a catalogue of the basic requirements for the successful
operation of quantum computers, which contains the following five criteria [31]

(1) A scalable physical system with well-characterized qubits

(2) The ability to initialize qubit states to a simple fiducial state, typically |0...0⟩

(3) Long relevant coherence times relative to the gate operation

(4) A universal set of quantum gates

(5) Qubit-specific measurement capabilities

Let us briefly discuss these five points. (1) Physical multi-level instances are artificially
constrained by two qubit states with well-separated energy levels in terms of extant thermal
energy. (2) The successful operation of a quantum computation based on unitary evolution
critically depends on the reliable preparation of an initial quantum state. Typically, initial-
ization is performed via cooling the system down to its ground-state |0...0⟩. (3) Relative
long coherence times compared to the timescale of the quantum gates. Coherence refers
to the duration over which phase relations between quantum states remain intact. It is
necessary to store quantum information through effects like superposition and entangle-
ment. Finite and unwanted environmental interactions cause so-called decoherences, which
limit the coherence time and determine the maximum duration for the quantum task.
(4) A universal gate-set is comprised of arbitrary single-qubit rotations (Eq. (1.16)) and,
for instance, the two-qubit CNOT (Eq. (1.18)) and enables the implementation of arbitrary
operations including those of classical devices. Crucially, any algorithm or computation is
decomposable into sequences of individual gates from this set. (5) Results on quantum
tasks must be accessible through projective measurements on the qubit register. Due to
their probabilistic nature, quantum measurements are repeated multiple times to gain
statistical accuracy on the respective outcomes.
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1.1.6 Higher dimensions

Guided by classical computer science, quantum computers typically build on their bi-
nary processor scheme. Yet, there exist many applications to which a higher dimensional
structure more naturally applies, holding the potential to notably simplify the computa-
tions. Those prominently feature in quantum chemistry [32] or quantum simulations [3].
Moreover, physical quantum information carriers generally have access to more internal
states than just the two qubit levels, see Ch. 2. In this thesis, we utilize higher dimensional
quantum systems to study two effects: open quantum systems, where unwanted interac-
tions couple a qubit to an environment, effectively enlarging the underlying Hilbert space.
Secondly, we engage quantum multi-level systems to store more than the qubit-information
per particle. Based on the above qubit definition, d-dimensional information carriers are
referred to as quantum digits (qudits). For qudit-based quantum information processing
a universal gate-set shall also be defined. Fortunately, the above qubit toolbox readily
extends to the higher dimensional qudit case after concatenating any two-level interaction
to couple between all the states involved. The set of local qudit gates is represented by
the Lie algebra SU(d), which in the d = 2 case is generated by the Pauli operators from
Eq. (1.5). For example, the three-dimensional case denotes so-called quantum trits (qutrits).
Accordingly, SU(3) is spanned by the Gell-Mann matrices [33] that naturally generalize
from SU(2) and read

λ1 =



0 1 0

1 0 0

0 0 0


 , λ2 =



0 −i 0

i 0 0

0 0 0


 , λ3 =



1 0 0

0 −1 0

0 0 0


 , λ4 =



0 0 1

0 0 0

1 0 0


 ,

λ5 =



0 0 −i

0 0 0

i 0 0


 , λ6 =



0 0 0

0 0 1

0 1 0


 , λ7 =



0 0 0

0 0 −i

0 i 0


 , λ8 =

1√
3



1 0 0

0 1 0

0 0 −2


 .

The form of the Gell-Mann matrices shows the proposed concatenated two-level interaction
structure. Gell-Mann matrices represent CPTP maps since they are traceless and Hermitian
(λi = λ

†
i) for which holds that tr(λiλj) = 2δij with the Kronecker-Delta δij. Notably, this

extension generalizes to SU(d) [33].
The so far formal quantum computer framework is given a physical meaning in the

upcoming Ch. 2, covering the trapped-ion device used throughout this thesis.

1.2 certification & benchmarks of quantum computers

The construction of a quantum computer remains a fundamental scientific and technolog-
ical challenge due to the high level of control required over delicate quantum systems,
exposed to environmental noise. The transition to scalable hardware is marked by rigorous
device testing to pinpoint error sources, to gain trust in the devices based on reproducible
results, and finally to confirm the correctness of computational outcomes, when the com-
putations become classically untractable. Hereby, the task to ensure the correct outcome
of a computation is referred to as certification, while quantifying a device’s performance,
including tasks such as analyzing gate-sets, detection capabilities and others, is known
under the term benchmarking [34].

The same features responsible for the quantum computational potential, such as the
exponential scaling of Hilbert space size, are also making our life difficult with certification
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and benchmarking. For instance, an eight qubit density matrix features 28 × 28 − 1 = 65535
degrees of freedom. While so far all experimental demonstrations could be simulated
classically beforehand, operating beyond roughly 50 qubits exceeds the limit of today’s
classical computation capabilities [35]. Hence, specific tools need to be developed that
rely on more than just the classical simulations. The nature of such tools can be very
different ranging from hardware specific diagnosis tools that require extensive device
access all the way to cryptographically-secure verification techniques working completely
device-independent. Importantly, these tools differ in the amount of assumptions made
and the information provided out of the system to be analyzed. The usual approach to
large system characterization is to keep the procedure efficient by either reducing the
information gain or building in assumptions about the system that offer relief from the
heavy load of measurements and samples to be performed. In contrast, preknowledge
might not always be at hand, particularly in the case of future real-world applications.
Moreover, a device or the person controlling it might not be trusted. Following those
considerations, Fig. 1.2 illustrates a landscape that categorizes some of the most widely
used certification and benchmarking tools.

In this thesis we follow two distinct certification paths on opposite ends of the spectrum
of Fig. 1.2, which we assess to be of particular importance with respect to both current and
future needs. We leave out benchmarking approaches all together since they were subject
to another recently published thesis by our group [36]. For a more elaborate review on
certification and bechmarks, we guide the reader to Ref. [34].
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Figure 1.2: Landscape of certification and benchmarking quantum computers adapted from
Ref. [34]. These tools differ in the extent of information gain and assumptions about
the underlying implementations to analyze, and require more or less device access. We
qualitatively review these methods in the text to develop the needs for future methods,
while we refer to Ref. [34] for detailed insights.

The first certification path we are pursuing is the development of a scalable characteri-
zation tool to analyze computational outcomes without any prior knowledge, given that
sufficient device access is provided. In particular, this tool will allow us to predict arbitrary
properties of the density matrix of a system. This is helpful from a technical point of view
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as to evaluate and improve hardware capabilities. From an application perspective, this
can be interesting in quantum simulations, where we might want to characterize e.g. the
ground-state of some Hamiltonian [37].

The second certification path follows the development of a cryptographically-secure
verification technique to confirm the outcome of a quantum computation by purely clas-
sical means, without trust in the devices used, and even when the underlying quantum
computation can no longer be classically simulated. This becomes a key requirement on
large-scale devices, where classical simulations are no longer viable.

Guided by Fig. 1.2, we elaborate on both certification paths over the subsequent sections
discussing previously used methods and their scalability bottlenecks, leaving us with
challenges to overcome through the work in this thesis.

1.2.1 Characterizing quantum systems

If full access to a quantum device is provided one can perform rigorous system characteri-
zations to certify the device performance or analyze individual setup functionalities such
as gate-sets or detection performances.

The gold-standard characterization tool to certify the device performance is so-called
quantum state tomography (QST) which, in analogy to medical tomography, can draw a
picture of a quantum system from a series of measurements [38]. Crucially, QST enables the
reconstruction of the density matrix (Eq. (1.2)) and therefore allows one to evaluate every
possible property of the state. For instance, the implementation quality can be quantified
by calculating the fidelity with respect to the target state (Eq. (1.29)). Alternatively, one
could observe its purity (Eq. (1.3)) to make a statement about the degree of coherence. On a
correlated system, entanglement can be imparted, which can be quantified by measures like
quantum negativity (Eq. (1.11)) or Rényi-entropy (Eq. (1.12)). While offering widespread
insights, general QST utilizing the Pauli basis requires three times more measurements
for every additional qubit added to the analysis. This becomes even more drastic on
qudit systems. It takes our trapped-ion device, considered state-of-the-art [39], about
four hours to extract eight qubit QST data and about fourty hours for the analogous ten
qubit register [40]. Notably these numbers are not even considering the classical data
analysis part. However, ten qubits are far from sufficient for demonstrating any quantum
speed-up. In addition, performing measurements requires operational overhead incurring
uncertainties that cannot be separated from computational errors in the final outcome.
So-called state preparation and measurement (SPAM) errors additionally mask the quality of
implementations characterized by QST.

Fortunately, depending on the property of interest, the full density matrix often provides
more information than necessary. Less resource-demanding methods circumvent the
density matrix reconstruction and offer more efficient estimates, typically suitable for
predicting linear observables. For instance, direct fidelity estimation [41, 42] compares the
experimental outcome with a target state using significantly fewer measurements than QST.
Alternatively, fidelity witnessing [43] assesses whether a computational outcome is close to a
target state, which is slightly weaker in terms of information gain but requires even less
measurements to perform. These techniques offer notable relief on the measurement and
sampling requirements at the price of less information gain. Other approaches assume that
the experimental data follows a certain Hamiltonian whose parameters, being significantly
fewer than those of the density matrix, can be deduced from measurements which is
referred to as Hamiltonian learning [44]. Further relaxations on measurement and sampling
demands are offered by assuming well structured states. This lies at the heart of so-called
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compressed sensing tomography that for close to pure quantum states yield more accurate
descriptions in comparably less samples [45]. Finally, tensor network tomography, which
eases the heavy measurment load by limiting the amount of entanglement present to the
system under test [46].

We put all this effort into tomography methods because they were believed to be the
only way to get a non-linear property of the state. Despite all the efforts, however, they all
still scale exponentially or make very strong assumptions. Arbitrary predictions of non-
linear system properties like purity and notably entanglement require at least the reduced
density matrix, where the properties of interest act on. A novel method called classical
shadows allows the reconstruction of the reduced density matrix from measurements in
random bases [27, 47, 48]. Contrastet to existing tomography methods, classical shadows
thereby circumvent the full density matrix reconstruction. However, the measurement
pool to randomly source from grows exponentially in the subsystem size, which so far
limits the method’s applicability. While this is a practical limitation of the underlying
experimental methods, classical shadows solve the fundamental one. In addition, many
scenarios demand the parallel prediction of multiple system properties, such as variational
quantum eigensolver (VQE) applications [37], that become very extensive under the scope of
many characterization tools, even for linear system properties. Also here, classical shadows
solve the fundamental problem and leave only the practical one. While characterization
tools are imperative for current and future certification applications, existing tools show
only limited scalability.

Apart from certifying quantum states, alternative approaches focus on component
benchmarking. So-called randomized benchmarking (RB) provides a way to quantify gate
fidelities [49] by probing numerous random gate-sequences of different lengths that increase
sensitivity by amplifying errors and exclude SPAM-errors. Moreover, RB provides decent
device comparability. Even more advanced techniques, such as gate-set tomography (GST) [50],
offer gate-set characterizations, additionally provide measurement errors [51] and draw
detailed attention to system limitations from extensive hardware probing. Such routines
serve to improve setup functionalities and further establish trust in a device. To date,
benchmarking approaches have been experimentally demonstrated up to around ten
qubits [52]. While benchmarking is useful to evaluate setup components, extrapolation
from component performance to full system performance is only possible with strong
assumptions.

Besides the heavy load in measurements and samples to perform on the quantum side,
post-processing and analyzing data with the help of classical computers is cumbersome.
Indeed, the matrix dimensions to be processed by these classical devices grow exponentially
with the number of qubits. For example, processing six-qubit Pauli QST data can demand
a memory load of 3100 MB [40]. Processing ten qubits with this method likely consumes
all the memory available on today’s desktop hardware. Yet another challenge arises from
statistical noise. Recall that quantum measurements are destructive in nature and that state
probabilities are derived from many samples of the same experiment that are afflicted with
QPN. Since rigorous characterizations with existing methods require at least the reduced
density matrix, the number of free parameters (∼ 4K with subsystem size K) is still subject
to exponential growth.

Finally, novel certification approaches are urgently needed as state-of-the-art system
sizes of about 50 qubits [14, 15] reach far beyond the capabilities of tomography methods.
Improvements are needed not only on the quantum side with respect to the measurements
to be performed, but also in the classical hardware for post-processing and analysing the
data. Let us summarize these critical scalability issues to overcome as three challenges:
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(1) overcome the exponential growth in required measurement settings to characterize ρ

(2) decrease resource requirements in classical data analysis

(3) improve statistics to establish accuracy with fewer experimental samples

As shown in Fig. 1.3, we address all three challenges througout Ch. 3 to provide a scalable
and practical approach to characterizing large systems.

In the upcoming section we move away from extensive hardware testing into the direction
of verifying computational outcomes, being particularly free of any preknowledge about
the implementation and the device that is used. In that sense, we attempt to act in so-called
zero-trust settings.
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Figure 1.3: Today’s scalability challenges of large-scale system characterizations. (1) The mea-
surement load of existing characterization methods is extensive and often subject to
exponential growth when adding more information carriers. (2) Data analysis is out-
sourced to classical devices, where resource requirements likely exceed the capabilities
of today’s desktop hardware—already for a handful of qubits. (3) Statistical noise due
to QPN often requires exponentially many experimental samples to accurately represent
the underlying quantum system.

1.2.2 Verifying quantum computations

With all the advantages novel quantum technologies entail, their superior computational
power might lead to cases where it is no longer possible to verify a computational outcome
through classical simulations. This is where quantum verification comes into play, where a
powerful quantum computer, called a prover, solves a task that a computationally much
weaker verifier wants to confirm, using as few resources as possible.

Let us elaborate on this. While for instance factoring a large number into prime factors
is believed to belong to the non-deterministic polynomial time (NP) class (see Ch. 4.1.2) only
verifiable with polynomial memory on a deterministic Turing machine [53], it can be solved
efficiently on quantum computers, namely by the famous Shor algorithm [9]. Veryfing its
outcome on the contrary relates to simply multiplying the resulting prime factors back into
the large number—being classically efficient. Other quantum computer applications exist,
however, for which not only solving the task but also verifying its outcome is expected to be
computationally hard for classical verifiers. Examples include the simulations of quantum
many-body systems, whose countless degrees of freedom become classically intractable
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already at tens of particles to simulate [54]. For such situations, the successful operation
presumes trust in the quantum prover. One might gain trust in a device through in-depth
system characterizations, offered by tools like RB [52] or QST. Existing characterization
tools are typically resource-devouring and require extensive machine access, which might
not always be at hand. Importantly, these methods presume that the device under test or
the person controlling it are not malicious. Therefore, the task of quantum verification of
computational outcomes that cannot be checked by a classical verifier and for which the
quantum prover is not trustworthy is designated as one of the key challenges on the road
to scalable quantum computation.

Alongside quantum verification an often coined term is quantum validation, which we
briefly elaborate on to not confuse it with the verification approaches discussed here. In
simple terms, validation is to ask “are you building the right thing?”, whereas verification
refers to the question “are you building it right?” [55]. In this sense, verification confirms
whether or not a quantum system agrees on certain internal specifications and requirements.
One might assess the question “are local gate operations truly local?” Verification can thus
be seen as an internal controlling procedure. Validation on the contrary is to assure that a
quantum system meets the needs of an external party, most likely a user. In this case, one
might ask “can it factorize ten-digit numbers?”

Quantum verification has so far been tackled from many perspectives, under additional
assumptions and with a need for additional resources [56]. One early approach is so-called
self-testing [57] that offers a way to verify the presence of a Bell-state by performing a
so-called Bell test [58]. An example would be to confirm the existence of entanglement
in the Bell-state from Eq. (1.10). Self-testing rules out the possibility for the quantum
computer to cheat. Among others, such methods offer a way to verify quantum advantage
and are thus of great interest.

One can go one step further and verify the outcome of a quantum computation or
even the whole quantum device. A promising approach is the simultaneous execution of a
quantum computation on several devices in order to cross-verify their outcomes [59]. Rather
than the output of a computation, devices themselves have also been cross-verified [60].
Cross verification is promising because the computation is performed on each individual
machine without extra resources for the verification process itself. The absence of additional
computational overhead comes at the price of using multiple independent devices ideally
based on different physical platforms. To further eliminate the possibility of cheating, the
devices involved must be spacelike seperated avoiding any communication between them.

Other techniques offer verification with less additional quantum hardware, relying
instead on cryptographically-secure verification protocols between the verifier and the
much more powerful quantum prover [61]. Such an approach requires limited quantum
resources on the verifier side and provides security through quantum communication
or joint entanglement between the prover and the much weaker, only partially quantum
verifier. Along those lines, the verifier sends public messages to the prover, but the prover
cannot read them, because the initial state of the computation is encoded in single qubits
prepared by the verifier. In this way, the verifier can choose to test if the prover is cheating,
but the verifier cannot check if the answer given by the prover is correct or not. Computing
with encrypted data provides the verifier leverage over the prover to establish trust. So-
called blind verification has been experimentally demonstrated in Ref. [62]. A downside is
the need for additional quantum resources and that the verifier can prepare single qubits
and send them in a coherent fashion to the prover.

The most powerful verification approach considers a scenario where both device access
and additional quantum resources are absent. In other words, a scenario, where one wants
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to verify a computational outcome by purely classical means absent of any trust. Running
a quantum computer via cloud access is one such situation, an approach which has
become very popular these days since it enables researchers all across the globe to realize
their quantum applications. For the longest time, classical verification was believed to be
intractable in view of the enormous computational potential of quantum computers. Yet, a
recent breakthrough in computer science opens an avenue towards classical verification [63].
Similar to blind verification, the idea is that a weak but now purely classical verifier cleverly
outplays a much stronger quantum prover to which it outsources a hard task and gains
trust through secure message exchange [63]. This novel idea builds on postquantum-secure
cryptography. With regards to Fig. 1.2, we can classify it along blind verification, just
without the need for extra quantum resources. We work out an approach for classical
verification of a quantum computation and experimentally demonstrate its capabilities
throughout Ch. 4.

1.3 quantum computing with faulty components

A quantum system can never be completely separated from the environment, so the systems
are always prone to errors. In addition, errors may occur due to system instabilities or
imperfect calibration routines. Fortunately, quantum computations can be protected from
errors through the use of so-called quantum error correction (QEC) codes [64], whose study
has recently been of major interest in the field. While the following explanations provide a
basic understanding to the QEC concepts used throughout this thesis, the interested reader
finds further insights in Ref. [65].

1.3.1 Quantum error correction

In classical computer science, there is an established method for error correction based
on the idea of achieving robustness through redundancy, where a majority vote denotes
with high probability the correct computational outcome, while allowing for certain errors
to happen. At first glance this appears fruitless on quantum devices since the no-cloning
theorem [66] strictly prohibits the duplication of quantum information in the way classical
computers do. This is additionally compounded by projective measurements (Sec. 1.1.4),
so one cannot simply measure qubits to check for errors. Here, quantum physicists play a
trick. Instead of utilizing multiple copies of the same qubit state, a state is encoded across
multiple qubits through entanglement. Such a scheme was first proposed by Peter Shor
in 1995 [67]. For simplicity, we will restrict the following QEC discussion to qubit systems,
while similar ideas exist for the general qudit case as well [68].

An encoded block of physical qubits represents a so-called logical qubit establishing
redundancy. QEC codes are ideally constructed in such a way that computations with their
logical qubits are readily applicable to the quantum computing framework introduced in
Sec. 1.1. Moreover, a QEC code ideally shows robustness against errors not only during
state preparation, gate operations and readout, but also for the operations necessary for
error correction. In this case, the QEC code is said to be fault-tolerant [18, 64, 69] which in
principle paves the way for executing arbitrary computations.

Let us elaborate on this. A key property for achieving fault-tolerance is that local errors
on individual physical qubits do not propagate to other physical qubits from the same
logical block. To prevent such error propagation, codes can be designed so that a particular
local gate applied individually to all physical qubits of the same logical block yields the
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corresponding logical gate on the logical qubit. Following these means, certain entangling
operations are applied pair-wise between one physical qubit per logical block. The logical
entangling operation follows after concatenating all such pairs [70]. This local and bitwise
application of gates, each targeting only one qubit per block, is called transversality [71]
and reduces error propagation. A promising way of performing QEC is by designing codes
that support as many logical gates as possible in a transversal fashion. This significantly
reduces experimental overhead and the potential for problematic error propagation [72,
73].

Let us take a look at the kind of errors that can occur at the qubit level and what is
required to correct them. Similar to classical bits, qubits can suffer from bit flip errors.
Besides bit flip errors, the extra phase information stored in qubits provides an additional
error source not present to classical bits. Consider hereby the arbitrary single-qubit state
α |0⟩+β |1⟩ from Eq. (1.1) that, with α and β complex numbers, can in principle experience
an infinite number of errors. Fortunately, as will be pointed out below, the error correction
process in modern QEC applications involves destructive measurements that project qubits
onto binary outcomes, yielding one error at a time [74]. For individual measurement
samples, continuous errors become digitized errors, which result in bit and phase flips,
designated as computational errors [65]. This digitized error approach indeed suffices to
explain all possible noise mechanisms at the qubit level. Those involve coherent errors
due to systematic drifts, e.g., miscalibrations as well as incoherent errors from unwanted
environmental interactions [75].

The number of correctable computational errors differs from code to code and strongly
relates to its size, i.e., the number of physical qubits encoded per logical block. The
correction of at least one error requires a minimum encoding of five physical qubits, which
is given by the quantum Hamming bound theorem [76]. In the example of the original Shor
code [67], nine physical qubits per logical block serve to correct a single computational
error. Notably, Kitaev’s famous surface code [77, 78], considered state-of-the-art in the
field and exemplified in the next paragraph, offers high scaling capabilities because of a
very modular structure that can be arbitrarily extended in size. While growing in size,
the number of correctable errors or equivalently the tolerable error-rates on physical
qubits increases. Following this notion, an important finding of fault-tolerant quantum
computation is the threshold theorem [64, 69, 79–81]. It states that if the physical error-rate is
below the threshold of the QEC code, errors can be suppressed arbitrarily.

Another challenge in QEC is the detection of errors via destructive measurements, see
Sec. 1.1.4. While in classical error correction bit registers can be arbitrarily read out to
detect errors, doing so in the quantum case destroys the underlying logical information.
We will exemplify in the next section how this measurement problem can be circumvented
based on so-called stabilizer codes that prominently feature all across today’s leading
QEC applications [65, 67, 72, 79, 82]. Stabilizer codes uniquely allow the detection of
errors without affecting the underlying logical information—being stabilized in that sense.
Although destructive measurements on qubit states would alter the logical information,
quantum mechanics does not forbid all kinds of measurements. Indeed, one can construct
a measurement to extract only the error information, which, in contrast, provides no
information about the qubit states. Therefore, the error information of code qubits is
coupled to ancilla qubits by means of entanglement. The state of the ancilla qubit then
contains the error information and can be read out destructively without affecting the
logical information of the code qubits. We note that this useful algorithmic structure is often
applied in the field of quantum computation and allows one to measure certain information
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via ancilla qubits, referred to as quantum non-demolition (QND) measurements [83]. We will
make use of QND measurements throughout Ch. 5.3.

We have thus far seen that QEC codes conceptually differ from their classical analogues
due to various mechanisms intrinsic to the nature of quantum mechanics. Those include
the no-cloning theorem, the qubit’s extra phase information as well as the destructive
measurement character in quantum mechanics. Generally, the basic idea behind QEC is to
find logical code words |0L⟩ and |1L⟩ entangled across blocks of N physical qubits that form
an error robust logical state |ψL⟩. To increase the potential for achieving fault-tolerance, the
logical code words should allow the realization of as many transversal gates as possible.

QEC codes are classified by the triplet [N,k,d], where N physical qubits form k logical
ones with a so-called code distance d [65]. The code distance refers to the Hamming
distance between code words, which corresponds to the minimum error size that is no
longer detectable. In other words, this minimum size error refers to a logical operator
that transforms one code word into another—a fatal error which cannot be distinguished
from a logical operation. The correction process in QEC is based on majority voting. The
code distance therefore relates to (d− 1)/2 correctable and d− 1 detectable errors. For
example, a distance three code can thus correct one and detect two computational errors.
The nine-qubit Shor code exemplifies a distance three code, classified by [9, 1, 3] [67].

1.3.2 Stabilizer codes

Let us define a promising class of QEC codes, named stabilizer codes [65, 67, 72, 79, 82],
which will play a prominent role in the remainder of this thesis.

To this end, imagine a state |ψ⟩ which is in the +1 eigenstate of an operator Si, where
it holds that Si |ψ⟩ = +1 |ψ⟩. In this case, the operator Si is said to stabilize the state |ψ⟩.
Suppose further that a set of states C = {|ψi⟩} is stabilized by the group of operators ⟨S⟩.
Each element Si ∈ ⟨S⟩ is then referred to as stabilizer operator. We refer to the minimal set
of elements that can construct the group ⟨S⟩ as the so-called generators S. For example, the
single-qubit Pauli group can be constructed from the three generators {i1,X,Z}, resulting in
the 23 = 8 group elements ⟨i1,X,Z⟩ = {±1,±i1,±X,±iX,±Y,±iY,±Z,±iZ}. Importantly,
the stabilizers ⟨S⟩ form a subgroup of the N-qubit Pauli group that act trivially on the
vector space C ⊂ H⊗N

2 as follows [18]

Si |ψ⟩ = +1 |ψ⟩ ∀ Si ∈ ⟨S⟩, (1.30)

where all stabilizers ⟨S⟩ mutually commute.
Let us now discuss how stabilizers can serve in error correction. Assume an [N,k,d]

code where N physical qubits represent k logical ones. An N-qubit stabilizer code can
therefore be defined by the +1 eigenspace C ⊂ H⊗N

2 stabilized by S = N− k generators [65,
79, 82]. To make this clear, let us turn the argument around. An N-qubit logical state then
lives in the +1 eigenspace of S stabilizer generators and thus has k = N− S degrees of
freedom. These k degrees of freedom rerpesent logical qubits. Note that in QEC we denote
the +1 eigenspace C as code-space.

Moreover, an [N,k,d] code requires 2k logical operators to act non-trivially on the code-
space. In particular, we need to define {ZL,XL} operators for each of the k logical qubits that
obey the same commutation relations as the Pauli operators for a single qubit. While logical
operators commute with all stabilizers, they must anticommute among themselves [65].
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Crucially, the stabilizers make it possible to construct the logical code words in a
systematic way by applying the projector to the +1 eigenspace of the stabilizer generators
to the ground-state [65]

|0L⟩ =
1

n

∏
Si∈S

(
1+ Si

)
|0⟩⊗N , (1.31)

where n ensures normalization. The other logical basis state |1L⟩ can be prepared after
applying XL |0L⟩ = |1L⟩.

Stabilizers can be measured in a QND fashion after relaying information about their
eigenvalue to ancilla qubits. In the absence of errors, every stabilizer Si applied to a logical
code word |ψL⟩ projects to the +1 eigenstate by means of Eq. (1.30). So the stabilizers do
not induce any action on the logical state. So the logical encoding remains intact, and
the quantum task on the logical qubits can continue unchanged. On the other hand, −1
outcomes indicate the presence of errors. Crucially, the measurement outcomes of all
stabilizers together allow one to identify which single error has happened, and where in
the code it happened. Detected errors can subsequently be corrected by applying the error
inverse.

Many experimental efforts all across the leading quantum architectures thus far demon-
strate building blocks on the detection and correction of computational errors based on
various codes. Out of the many, we highlight the following Refs. [14, 70, 84–93] ranging
from proof-of-principle studies all the way to the demonstration of fault-tolerant universal
gate-sets.

1.3.3 The surface code

To complement the so far conceptual discussion let us exemplify a state-of-the-art QEC

protocol, namely Kitaev’s surface code [77, 78]. We hereby follow explanations in Ref. [65].
The surface code generates a set of stabilizers from physical qubits aligned on the edges

of a 2D square lattice representing the logical qubit, illustrated by Fig. 1.4(a). Four-body
Pauli X- and Z-type stabilizer operators are geometrically aligned with vertices V and
plaquettes P of the lattice and defined as follows

SXV =
∏
j∈V

Xj Vertex (V) SZP =
∏
j∈P

Zj Plaquette (P). (1.32)

As neighboring plaquettes share two vertices, and neighboring vertices share two plaquettes,
all stabilizers mutually commute. The code features a modular structure with the lattice
not being bound to a fixed size. Rather, it can be enlarged in favour of increasing the error
robustness, while keeping the stabilizer’s next-neighbor interaction structure. The logical
code-space is constructed from the stabilizer’s common +1 eigenstates

SXV |ψL⟩ = SZP |ψL⟩ = +1 |ψL⟩ ∀V ,P. (1.33)

In case of an [N,k,d] code, the logical code words can be constructed by applying the
projector on the +1 eigenspace of the stabilizer generators to the ground-state

|0L⟩ =
1

n

∏
SZ
P∈P

(
1+ SZP

) ∏
SX
V∈V

(
1+ SXV

)
|0⟩⊗N , (1.34)

with a normalization factor n.
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The surface code defines logical operators by connecting opposite surface boundaries
with strings of Pauli operators. Particularly, connecting a string of vertical (horizontal)
lattice edges with Pauli Z (X) operators denotes a logical operator ZL (XL). To see this,
consider that logical operators mutually anti-communte, but commute with the stabilizers,
while, importantly, not being stabilizers themselves. Thus, ZL and XL act non-trivially
within the code-space denoting logical operators. Importantly, their definition is not
unique as any path connecting opposite lattice boundaries serves equivalently as logical
operator [94]. We will make use of this equivalence to circumvent inoperable qubits in
Ch. 5.
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Figure 1.4: The surface code and the correction of computational errors. (a) Physical qubits align
on the edges of a 2D square lattice and form a logical qubit. A complete set of stabilizers
is given by local four-body Pauli X- and Z-type operators forming vertices SXV and
plaquettes SZP of the lattice, respectively. Vertices and Plaquettes are regularly spread
across the entire lattice and mutually commute. Connecting two opposite lattice edges
with Pauli operators yields logical operators. In particular, vertical (horizontal) strings
of Pauli Z (X) yield ZL (XL). The stabilizers’ common +1 eigenstates define the code-
space. Crucially, the surface code’s topological structure offers hardware-friendly scaling
properties, see text for details. (b) Errors can be read out by continuously measuring all
stabilizers, where a shared −1 outcome uniquely pinpoints the error location, which is
corrected after applying the inverse of the error.

Based on their periodic structure and next-neighbor interactions, surface codes are
classified to the family of so-called topological QEC codes [78]. In general, an L× L lattice
supports L2− 1 stabilizers and indicates an [L2, 1,L] code. Expanding the surface by adding
more physical qubits increases the error robustness, while at the same time the mutual
commutation of all stabilizers remains as they act locally.

From a hardware perspective the next-neighbor interaction structure is a recognized
feature of the surface code as long-range interactions are typically more costly in ex-
perimental realizations, including trapped atoms [95], superconducting hardware [96],
quantum dots [97] or some trapped-ion approaches [98]. As such, the surface code is a
prominent choice for both theoretical and experimental QEC studies, and has thus far been
subject to multiple experiments [99–101]. Moreover, the surface code yields tolerable error
thresholds at the 10−2 level, considered one of the best in that resepect [102].

The minimal surface code instance that allows error correction is given by a 3× 3 lattice
based on nine physical qubits. In that case, the shortest line connecting top to bottom and
left to right encounters weight three logical operators resulting in a distance three code.
The respective [9, 1, 3]-code is robust against a single computational error. Error correction
can be achieved upon continuously measuring all stabilizers. Doing so, the eigenvalues
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of stabilizers are relayed to ancilla qubits and read out in a QND fashion to not affect the
logical information in the absence of errors. Multiple neighboring −1 outcomes uniquely
pinpoint the error location, called syndrome, illustrated by Fig. 1.4(b). The subsequent
correction step applies the error inverse to the faulty qubit and restores the code.

1.4 qubit loss & leakage—beyond computational errors

In quantum computation, the smallest unit of information is formally considered a qubit,
representing an idealized quantum mechanical two-level system in analogy to the classical
bit. Physical realizations of quantum information carriers, however, rely on systems that
exhibit a natural multi-level structure. Ideally, only a subset of those levels, for the qubit it
would be two, is manipulated. All explanations given so far rely on this binary approach
inlcuding the basics of quantum computing (Sec. 1.1), alongside characterization and
verification methods (Secs. 1.2.1-1.2.2), as well as schemes for error mitigation (Sec. 1.3).

In a more realistic scenario, a qubit description incorporates several layers of abstraction
as illustrated by Fig. 1.5. The multiple levels provide a realistic understanding of a physical
qubit implementation giving rise to additional error mechanisms—notably beyond compu-
tational ones. In the absence of perfect control, errors may propagate across the layers of
Fig. 1.5, potentially leading to a loss of quantum information. For instance, so-called leakage
errors can occur that couple the qubit to levels outside the computational subspace. Beyond
leakage, qubits might get lost altogether. Thus, any erroneous mechanism that transfers a
qubit to beyond its two levels or one that makes the qubit inoperable results in what is
called qubit loss. Note that these arguments also apply to higher dimensional qudits.

On the trapped-ion device considered here, qubit loss manifests itself in a variety of
physical incarnations such as the actual loss of particles encoding the qubits, or chemical
reactions under which qubits become inoperable. Such hard loss mechanisms almost never
occur on experimental timescales as particles can be stably trapped even for days [103].
Chemical reactions due to collisions with background gas are furthermore suppressed by
operating the trap at ultra-high vacuum, see Ch. 2. To seek out the limiting loss mechanism
we have to take a closer look at the experimental implementation of quantum tasks.
Crucially, the experimental performance can often be simplified by addressing higher
dimensional states, either to spectroscopically decouple certain constituents (e.g. qubits)
from subtasks or to simplify the underlying quantum circuit, see Ch. 2. However, errors
in the coherent operations connecting to levels outside the computational subspace result
in leakage. Leakage errors can therefore be expected at rates similar to computational
errors [52], making their detection and correction inevitable to achieve fault-tolerance.

Apart from trapped-ion devices, all the leading quantum architectures utilize physical
multi-level constituents to encode their qubits and thus suffer a realistic chance of leakage.
Examples are atomic [104] and molecular systems [105], Rydberg-ions [106], solid-state
systems [107] and superconducting hardware [108]. Only for some of them, e.g. photonic
systems, harder loss mechanisms, such as the actual loss of the particles encoding the
qubits, become relevant on experimental time scales [109].

The influence of loss errors has thus far been subject to multiple conceptual studies.
Regarding quantum communication channels, work in Ref. [110] finds a tolerable loss
rate of ploss < 0.5 under a simultaneous depolarizing rate of pdepol < 0.3 (see Eq. (1.22)).
Moreover, a so-called one way quantum computer is proposed in Ref. [111] that inhibits
unique loss robustness by allowing rates as high as ploss < 0.5.

These tolerable loss rates turn out to be comparatively high contrasted to the thresholds
for computational errors given in QEC. For example, the surface code yields computational
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Figure 1.5: Multiple layers of abstraction illustrating the influence of noise at the example
of trapped-ion qubits. A combination of several qubits is used to redundantly en-
code logical quantum information using QEC, in particular to protect the qubits from
unwanted interactions with the environment, see Sec. 1.3 and Sec. 5.4.1. The com-
putational Hilbert space is encoded by the two-levels 42S1/2(m = −1/2) = |0⟩ and
32D5/2(m = −1/2) = |1⟩ embedded in the Zeeman structure of 40Ca+, which in turn
denotes the physical Hilbert space, see Sec. 2. Absent of perfect control and beyond the
scope of many QEC applications, errors can occur at all levels indicated by the figure.
Crucially, some of these errors will couple across the respective spaces, referred to
as leakage. Depending on the employed QEC codes, these errors may be correctable,
or result in a complete loss of information. Moreover, ions can become inoperable or
disappear completely from the trap due to collisions with the background gas, which is
fatal for the computation, see text.

error thresholds at the 10−2 level and is considered one of the best in this respect [102].
This raises the question of how QEC applications behave under the additional and foremost
realistic presence of loss errors. The authors of Ref. [112] followed exactly this question
and numerically quantified the tolerable parameter regimes for correctable loss and
computational errors on topological QEC codes and find both rates to delicately depend
on each other. In particular, their schemes combine losses in the surface code [94, 113]
with methods from Raussendorf’s topological scheme [114–116]. While in the limit of
vanishing computational errors, loss errors become tolerable up to ploss = 0.25, a relatively
low computational error-rate of pcomp = 0.005 already restricts losses to ploss = 0.05 and
when computational errors exceed pcomp > 0.006, losses are no longer correctable. A more
hardware-related study from Ref. [117] quantifies a scalable scenario for fault-tolerant
photonic quantum computers that yields correctable loss rates of ploss < 0.003, given the
presence of depolarizing noise at a rate of pdepol < 0.001.

In QEC applications, loss and computational errors are thereby naturally interwoven,
so that addressing only one of them drastically limits the potential for achieving fault-
tolerance. Although offering certain stability, most QEC schemes can neither detect nor
correct arbitrary losses and instead require additional protocols on top. The occurrence of
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losses typically results in fatal errors that deteriorate the quality of the underlying logical
information [118, 119].

The detection and correction of qubit loss manifests an inevitable and so far often
neglected challenge. We will tackle this challenge throughout Ch. 5 with an in-depth
experimental study on account of multiple loss detection and correction instances. These
studies are complemented by numerical simulations that estimate realistic parameter
regimes for correctable loss and computational errors, with a particular focus on the
capabilities of current NISQ-hardware.

1.5 semi-classical quantum algorithms

In many modern quantum computational tasks, the unitary evolution gets interrupted
multiple times by in-sequence measurements, with the subsequent part of the computation
depending on the classical measurement result. Crucially, this operational structure imparts
projective measurements that can lead to dynamics featuring non-unitary components,
which are not captured by the quantum channel description introduced in Sec. 1.1.3.
Ignoring these non-unitary mechanisms bears the risk of missing faulty components, that
might severely degrade the quality of the underlying logical information. As a consequence
of this non-unitarity, existing characterization tools become invalid and require adaptations.

Let us illustrate such a computational structure using the example of error syndrome
detection with the stabilizer formalism in QEC, see Sec. 1.3. Because of the destructive
nature of quantum measurements, the stabilizers are read out via coupling the code
qubit register with the ancilla qubits in QND fashion [65]. Whereas in the absence of
errors the logical encoding remains intact, the presence of an error triggers a correction
step, manifesting the concept of classical feed-forward. In both cases, the measurement
potentially interrupts the unitary evolution as discussed above. It should be noted that
such correction of multiple in-sequence detected error events has thus far been subject to
multiple experimental studies [120, 121].

Recent advances in quantum devices have led to ever so complex implementations,
which increasingly feature the non-unitary elements of in-sequence measurement and
classical feed-forward and give rise to a novel class of so-called semi-classical quantum
algorithms, illustrated by Fig. 1.6. Given the huge capabilities this operational structure
offers, in-sequence detection represents a key challenge in current quantum hardware
developments. A development that grants access to a broad class of algorithms beyond QEC

featuring in quantum network [122], quantum causality [123], measurement uncertainty
trade-offs [124, 125], and weak measurements [126–128]. The reliable operation of all these
depends on the correct characterization tools, which require conceptual adaptations to
those previously presented in Sec. 1.2.

The correct description of semi-classical quantum algorithms is given by so-called
quantum instruments [129, 130], a formal construct to capture both the classical and the
quantum degrees of freedom. Formally, a quantum instrument describes a collection of CP

maps Ej labelled by a classical index j that together are TP, defined as follows

{Ej}j∈I with tr
(∑

j∈I

Ej(ρ)
)
= tr(ρ). (1.35)

Each individual linear map Ej of a quantum instrument describes a side-channel associated
with a certain classical measurement outcome j ∈ I where I is the countable set of all
possible outcomes. Ej is considered CP, and importantly, only trace-nonincreasing while
not necessarily trace-preserving. As such, the trace to every side-channel j either preserves
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or decreases its value throughout the quantum task. Yet, only together as a whole the
countable set of side-channels for all positiv density operators ρ is CPTP again [131].

The quantum instrument structure allows for non-unitary evolution, particularly in the
sense of trace-decreasing side-channels, and thus offers a way to capture the dynamics of
arbitrary semi-classical quantum tasks. By that quantum instruments provide a description
to the most general quantum operations.
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Figure 1.6: Semi-classical quantum algorithms. Many of today’s leading quantum tasks contain
multiple interruptions from in-sequence measurements, where the measurement infor-
mation is processed classically and the task continues conditional on these outcomes.
More precisely, the code register is read out in a QND fashion through coupling to ancilla
qubits via entanglement. The relevant part of the ancilla qubit register can subsequently
be read out destructively without altering the quantum information in the code register.
Depending on the classical measurement outcome, a conditional unitary operation is
subsequently applied to the code register denoting the concept of classical feed-forward.
As a consequence, measurement outcome related side-channels might follow a non-
unitary evolution path that can no longer be captured with existing characterization
tools that suffice the quantum channel description introduced in Sec. 1.1.3. Rather, the
correct framework to describe the dynamics of these semi-classical algorithms is given
by quantum instruments, see text.

We will dive into the characterizations of quantum instruments as part of our qubit
loss correction studies in Ch. 5.1. In particular, the correction of losses requires their
reliable detection beforehand. The development of a loss detection unit will be described
in Ch. 5.1. In analogy to the error syndrome readout in QEC, its working principle relies on
mapping a code qubit’s information about qubit loss to an ancilla qubit using entanglement,
whereafter the ancilla qubit is read out without altering the logical information. Such QND

loss detection exemplifies a special case of a semi-classical algorithm. Considering the
importance of its correct characterization as part of our loss studies and even beyond,
especially in view of the importance of semi-classical quantum algorithms for modern
quantum computation, we develop a novel toolbox for quantum instrument tomography
at the bottom of Ch. 5.



2
T H E T R A P P E D - I O N Q UA N T U M I N F O R M AT I O N P R O C E S S O R

The present chapter gives physical meaning to the so far formal quantum computing
framework of Ch. 1 by introducing the experimental setup used in this thesis. A key factor
in the realization of a quantum computer is the encoding of the information carriers in
physical systems. One of the most promising approaches along those lines are atomic ions,
where a certain class of isotopes are always the same and do not suffer from manufacturing
flaws. The achievable level of control over ions is thereby only limited by very few
fundamental factors.

Ion traps provide spatial confinement of microscopic charged particles [132]. Operated
in ultra-high vacuum to prevent collisions with background gases and shielded from
unwanted interactions with the environment, such as the Earth’s magnetic field, ions
enable access to their internal quantum degrees of freedom. In parallel, the development
of narrow bandwidth lasers [133] enable their coherent manipulation and detection that
together pave the way towards building quantum information processors [134, 135].
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Figure 2.1: Ion trap quantum information processor using 40Ca+. (a) Each ion along the axial trap
direction encodes a qudit with up to seven levels, or a qubit, when restricted by the
two levels highlighted in (b). A universal gate-set is realized upon coherent laser-ion
interaction using tightly focused laser beams addressing single ions for local gates (bright
red) or pairwise ions for entangling gates (dark red), see 2.3. Alternatively, a global
beam (not shown) allows for collective operations, mostly used for state preparation and
cooling purposes that are imperative for coherent qudit manipulations [136]. Readout is
performed via collective fluorescence detection (DET) [87]. (b) Simplified level scheme
of relevant energy levels in 40Ca+- ions suitable for cooling, coherent manipulation and
detection of qudits, see text for details [137, 138].

All experiments presented in this thesis are based on qubits or qudits encoded in the
internal electronic level structure of trapped 40Ca+-ions. The setup in Fig. 2.1(a) illustrates
an ion trap in which an electric field generates a potential minimum along the axial trap

25
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direction to store and control a crystal of about ten to 15 ions, spatially separated by their
mutual Coulomb repulsion and manipulated with coherent and tightly focused laser light.

We give here a brief overview of our setup with special emphasis on the toolbox
for quantum computation with trapped ions, which is necessary for understanding the
applications presented in the remainder of this thesis. For a more detailed treatment of the
experimental setup, we refer to the thesis of A. Erhard in Ref. [36].

2.1 the
40

ca
+ -qudit

Calcium comes from the second main column of the periodic table and has a simplified
hydrogen-like level structure after ionization. The relevant parts for quantum information
processing are illustrated in Fig. 2.1(b). 40Ca+ is a promising candidate as it offers cooling,
detection and state manipulation at transition frequencies in the optical or near-infrared
regime, where lasers are commercially available.

In particular, the dipole transition 42S1/2 ↔ 42P1/2 at 397nm offers fluorescence detec-
tion and Doppler cooling (DC) capabilities owed to a short-lived upper energy level with
relaxation time T1

[42P1/2]
≈ 7.10(2)ns [137]. Notably, the 32D3/2 level is metastable with

T1
[32D3/2]

≈ 1.168(9) s [138] as its only decay channel to the ground-state 42S1/2 is dipole

forbidden by selection rules [139]. Spontaneous decay by the transition 42P1/2 → 32D3/2

therefore potentially retains population in 32D3/2, which must be simultaneously re-
pumped for keeping DC and detection efficiencies high. Hence, only the two transitions
42S1/2 ↔ 42P1/2 and 42P1/2 → 32D3/2 together form a so-called closed loop cycling
transition.

40Ca+ features another metastable level 32D5/2 with a relatively long relaxation time
T1
[32D5/2]

≈ 1.176(11) s [138], whose transition to the ground-state lies in the optical regime

at 729nm. Crucially, this narrow bandwidth quadrupole transition 42S1/2 ↔ 32D5/2 to-
gether with the dipole transition 32D5/2 ↔ 42P3/2 at 854nm with lifetime T1

[42P3/2]
≈

6.92(2)ns [137] forms another closed loop cycling transition. It enables resolved sideband
cooling (SBC) and state preparation purposes [136].

Moreover, the quadrupole transition 42S1/2 ↔ 32D5/2 is particularly well suited for
coherently manipulating and storing quantum information. In the presence of a bias
magnetic field, the degeneracy of the fine structure lifts and the Zeeman manifolds of
the transition allow the encoding of a qudit [140] or a qubit which is typically subject
to the magnetic field insensitive components 42S1/2(m = −1/2) = |0⟩ and 32D5/2(m =

−1/2) = |1⟩ [141], see Fig. 2.1(b). In view of state detection with the dipole transition
42S1/2 ↔ 42P1/2 only the lower energy manifold 42S1/2 of the qudit couples resonantly
and therefore fluoresces, denoting bright states, while the upper energy manifold 32D5/2

indicates dark states [87]. Through a series of such binary fluorescence detections, a total
of seven of the eight states can be identified [140]. An eighth level cannot be resolved as
the two ground-states 42S1/2(m = ±1/2) are not separable in the fluorescence detection
process.

2.2 the linear paul trap

Our setup utilizes a macroscopic linear Paul trap [132] developed by S. Gulde in Ref.[103]
that has been successfully operated within ultra-high vacuum for the past two decades. A
trap photograph is depicted in Fig. 2.2(a) alongside its construction drawing in Fig. 2.2(b).
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This trap has four orthogonally aligned blade electrodes with a length of 30mm, which
together generate an alternating quadrupole electric field for radial confinement. The
diagonal center distance of the blade electrodes is 1.6mm. Axial confinement is provided
by two opposing end-cap electrodes maintained at constant voltage and separated by
5mm. The resulting electric field produces a radial potential minimum along the axial trap
direction, in which the ions form a linear string, confined together axially by the constant
electric field of the end-cap electrodes, counteracting the mutual Coulomb repulsion
between the ions. Additional compensation electrodes along the axial and radial trap
directions (not shown) ensure center alignment of the ion string and compensate for
construction imperfections.

(a) Innsbruck trap Construction drawing(b)

30

6.
5

Figure 2.2: The Innsbruck trap. (a) Photograph of the macroscopic linear Paul trap [103] utilized in
this thesis. (b) Construction drawing from the trap in (a) with measures given in mm,
see text and Ref. [103] for details.

To establish the quadrupole potential for radial confinement, a diagonally opposite pair
of blade electrodes is typically powered with radio frequency Ωtrap/2π = 23.5MHz and a
voltage amplitude of several 100 V, while the other pair is connected to ground potential.
End-cap electrode voltages are around 1 kV. Some freedom applies to these parameters,
which are useful to adjust the inter-ion spacing. While moving the string further apart is
useful to suppress cross-talk [52] to neighboring ions, increasing trap confinement, on the
other hand, improves the potential of laser cooling [136]. The ideal setting has to be chosen
on a case-by-case basis and typically depends on the number of ions operated.

The motion of the ions in the resulting trap potential can be approximated by harmonic
3D oscillations around its minimum, which can be decomposed into radial and axial
components, the so-called secular motion. These secular motions are additionally modulated
with the trap drive frequency Ωtrap, which is called micromotion. Micromotion is typically
suppressed by moving the ions to the potential minimum using the compensation elec-
trodes. The above trap parameters yield secular frequencies in the radial direction around
ωradial/2π ≈ 3.4MHz and in the axial direction around ωaxial/2π ≈ 1.2MHz [141]. A
detailed discussion of the equations for the motion of ions in a harmonic trap potential can
be found in Ref. [134]. In the following we will restrict our view to a quantum mechanical
description of the ions in axial direction, whereby radial directions and micromotion are
neglected. In particular, we use the axial center-of-mass mode of the ions to create coupling
between them, which is necessary for the generation of entanglement [142], as outlined in
the next paragraph.

Finally, the trap is situated inside a vacuum chamber at a gas pressure of around 2×
10−11 mbar reliably protecting the ion-crystal from unwanted collisions with background
gas—notably reduced to minute timescale [103].
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2.3 laser-ion interaction

Preparing the ground-state, implementing quantum gate operations and finally performing
state detection all rely on the interaction between the trapped ions and the laser light [133].
In the following, we derive the necessary interaction terms that form the basis for the
universal gate-set, introduced in Sec. 2.4. Explanations are based on Ref. [143] to which we
further guide the interested reader.

Let us describe the ion by an effective two-level system based on the narrow bandwidth
transition 42S1/2 ↔ 32D5/2 with frequency ν0 = (ED − ES)/ h. This effective two-level
system, together with the ion-motion in the harmonic oscillator trap potential, forms the
joint system shown in Fig. 2.3(a). The manipulation of the electronic levels 42S1/2 and
32D5/2 with the laser light additionally enables interaction between different eigenstates
of the trap potential, identified by the motional quantum number n. The resulting interaction
Hamiltonian between laser and joint system can be written as follows

Ĥ = Ĥ0 + Ĥ1

Ĥ0 =
p̂2

2M
+
1

2
Mω2

axialx̂
2 +

1

2
 hν0Z

Ĥ1 =
1

2
 hΩ(σ̂+ + σ̂−)

(
ei(kx̂−νLt+ϕ) + e−i(kx̂−νLt+ϕ)

) (2.1)

with Pauli spin operators σ̂+ = (X + iY)/2 and σ̂− = (X − iY)/2, the wave number k,
position x̂ and momentum p̂ operator, axial secular frequency ωaxial as well as laser phase
ϕ and frequency νL = ν0 + ∆. The latter detuned from the transition frequency ν0 by
∆. The term Ĥ0 describes the ion by an effective two-level system in the harmonic trap
potential, while Ĥ1 provides the laser interaction. The coupling constant between laser
and ion is given by the so-called Rabi frequency Ω, further explained below. We restrict the
interaction to a single transition frequency ν0, while other levels are considered sufficiently
far off-resonant so that interaction with them becomes negligible. The laser is directed
along the x⃗-axis of the trap and couples only to the axial trap motion.

The Rabi frequency Ω in the example of the quadrupole transition 42S1/2 ↔ 32D5/2 is
given by [143]

Ω =
∣∣∣eE0
2 h

⟨S|
(
ϵ⃗.⃗r
)(
k⃗.⃗r
)
|D⟩

∣∣∣ ≈ kE0
2 h
ea20 (2.2)

with the electric field amplitude E0, the position of the valence electron r⃗, the polarization ϵ⃗,
the wave vector k⃗ as well as the elementary charge e of the single-ionized 40Ca+. Moreover,
the Rabi frequency can be estimated by the right term of Eq. (2.2) with the Bohr radius
a0 [143]. The coupling denotes a linear dependency on the electric field amplitude E0.

Assuming that the laser frequency is close to resonance with the transition frequency
|ν0 − νL| ≪ |ν0 + νL| allows a rotating wave approximation [144] in Eq. (2.1). Let us
additionally express the axial motion of the particle in the harmonic trap potential through
creation a† and annihilation a operators, whereafter the laser-ion interaction becomes

Ĥ0 =  hωaxial

(
a†a+

1

2

)
+
1

2
 hν0Z

Ĥ1 =
1

2
 hΩ

(
eiη(a+a†)σ̂+e−iνLt + e−iη(a+a†)σ̂−eiνLt

)
.

(2.3)

We next transform this term into the interaction picture through the unitary transformation
ĤI = Û

†ĤÛ with Û = e−iĤ0t/ h that simplifies the above Hamiltonian to

ĤI =
1

2
 hΩ

(
eiη(â+â†)σ̂+e−i∆t + e−iη(â+â†)σ̂−ei∆t

)
(2.4)
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with â = aeiωaxialt and laser detuning ∆ = νL − ν0. The parameter η expresses the ratio
between the spatial extension of the wave packet ∆x and the transition wavelength λ,
denoted as Lamb-Dicke factor, and given by

η = k

√
 h

2Mωaxial
=
2π

λ
∆x. (2.5)

If the wavepacket’s spatial extension is much smaller than the transition frequency and for
small motional quantum numbers n, it holds that η2(2n+ 1) ≪ 1, and the ion is said to be
in the Lamb-Dicke regime. Under this assumption we can Taylor expand Eq. (2.4) to first
order

eiη(â
†+â) ≈ 1+ iη(â† + â). (2.6)

In the Lamb-dicke regime, processes with ∆n > 1 are strongly suppressed, leaving us with
three main transitions to consider. Namely, the carrier transition 42S1/2 ↔ 32D5/2 with
∆n = 0, the red sideband (RSB) with ∆n = −1 at ν0 −ωaxial as well as the blue sideband (BSB)
with ∆n = +1 at ν0 +ωaxial. The latter two named after their frequency detuning with
respect to the carrier transition ν0. The corresponding interaction terms alongside their
coupling strengths Ω read [143]

Ĥcarrier =
1

2
 hΩn,n(σ̂

+ + σ̂−) with Ωn,n = (1− η2n)Ω

ĤRSB =
1

2
 hΩn−1,n(âσ̂

+ − â†σ̂−) with Ωn−1,n = η
√
nΩ

ĤBSB =
1

2
 hΩn+1,n(â

†σ̂+ − âσ̂−) with Ωn+1,n = η
√
n+ 1Ω.

(2.7)

Lower coupling strengths for RSB and BSB compared to the carrier transition can be
estimated with the Lamb-Dicke parameter from Eq. (2.5). Fig. 2.3 depicts the level scheme
of the joint system showcasing coherent carrier and sideband manipulations. Note that
the particle’s motion serves in both ground-state cooling [136] and for the creation of
entanglement—outlined below.

(a) (b)

Figure 2.3: Combined manipulation of the ion-internal electronic and motional trap states via
resonant laser-ion interaction. (a) Illustration of the joint system describing the ion as
an effective two-level system S and D coupling to the harmonic oscillator eigenstates n
of the trap potential. Energy gaps refer to single motional oscillation quanta given by
the axial secular frequency ωaxial. We additionally mark the coupling strengths [143] of
the individual transitions, see text. (b) Resonant laser-ion interaction of any transition
|S,n⟩ ↔ |D,n ′⟩ depicted in (a) results in periodic population transfer between the given
pair of states, referred to as Rabi oscillations according to Eq. (2.8).
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The time evolution of resonant laser-ion interaction with ∆ = 0,±ωaxial gives rise to
so-called Rabi oscillation [139]

|ψ(t)⟩ = cos
(
Ωn ′,nt

2

)
|S,n⟩+ eiϕ sin

(
Ωn ′,nt

2

) ∣∣D,n ′〉 , (2.8)

describing the periodic population transfer between the two target levels, illustrated in
Fig. 2.3(b). Depending on the excitation time t any superposition states can be generated.
Another, foremost technically interesting case covers off-resonant excitation at a detuning
∆ from the transition that yields [139]

P|S,n⟩→|D,n ′⟩(t,∆) =
Ω2

n ′,n

Ω2
n ′,n +∆2

sin2

(√
Ω2

n ′,n +∆2

2
t

)
, (2.9)

where the transition can no longer be excited to high accuracy.
We can further use the above results to derive a multi-ion interaction for the generation

of entanglement between the electronic states of ions. In that respect, the axial motion from
the harmonic trap potential (see Fig. 2.3) serves as a bus for information transfer between
multiple ions. A scheme following this idea was proposed by Mølmer and Sørensen in
Ref. [142]. It relies on the bichromatic excitation pattern shown in Fig. 2.4(b) creating a
spin-dependent force with the axial motion. As the figure indicates, laser beams with
opposite detunings from the carrier ν0 − νL = ±δ interact with the electronic states S
and D and the motional states n. Let us embed this excitation pattern into the interaction
Hamiltonian from Eq. (2.4) to derive its action on two ions or more [142]

HI = 2ΩSy cos(δt) −
√
2ηΩSx

[
x̂ cos(ωaxial − δ)t+ x̂ cos(ωaxial + δ)t+

+ p̂ sin(ωaxial − δ)t+ p̂ sin(ωaxial + δ)t

] (2.10)

with the Pauli spin operators from Eq. (1.5) acting on N-particles

Sx =
1

2

N∑
i=1

... ⊗ 1(i−1) ⊗X(i) ⊗ 1(i+1) ⊗ ...

Sy =
1

2

N∑
i=1

... ⊗ 1(i−1) ⊗ Y(i) ⊗ 1(i+1) ⊗ ...

(2.11)

as well as position x̂ = 1√
2
(â+ â†) and momentum operator p̂ = i√

2
(â− â†).

If we choose light intensities sufficiently low Ω≪ δ and adjust the laser frequency close
to the sidebands with a final detuning ∆ = ωaxial − δ≪ δ, terms proportional to Sy and
fast oscillating terms of form ν0 + δ disappear. The Hamiltonian then simplifies to [142]

HI = f(t)Sxx̂+ g(t)Sxp̂ with f(t) = −
√
2ηΩ cos(∆t)

g(t) = −
√
2ηΩ sin(∆t).

(2.12)
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The time evolution of this expression describes a state-dependent force that follows a
circular trajectory in phase-space given by the quadrature components f and g. A full circle
in phase-space is said to be a closed loop. A propagator for this Ansatz is given by [142]

UMS(t) = e
−iA(t)S2

xe−iF(t)Sxx̂e−iG(t)Sxp̂ with A(t) = −
η2Ω2

∆

[
t−

1

2∆
sin(2∆t)

]

F(t) = −

√
2ηΩ

∆
sin(∆t)

G(t) −

√
2ηΩ

∆

[
1− cos(∆t)

]
.

(2.13)
For controlled qubit manipulation, we wish to only interact with the electronic states
{|S⟩ , |D⟩}, while keeping motional modes n unaltered. Thus, we force F(τ) = G(τ) = 0,
which is fulfilled at gate time τ = 2πK/δ. Here K is an integer and defines the number of
closed loops in phase-space, where for each closed loop the spin-motion exactly disentan-
gles [142]. In this case, the remaining unitary operation in Eq. (2.13) is proportional to the
square spin operator S2x that covers the target qubits, describing a correlated multi-ion
process—the so-called Mølmer-Sørensen (MS) gate.

2.4 the trapped-ion toolbox

Laser-ion interaction enables single- and multi-ion operations allowing us to formulate
a universal gate-set—which we proceed to explain [18]. We limit the discussion to qubit
gates and restrict the interactions by the two levels |S⟩ and |D⟩ in correspondence to the
computational basis states |0⟩ and |1⟩. Higher dimensional qudit operations are realized
by pairwise concatenation of qubit operations to link any two levels within the Zeeman
manifolds, see Ch. 1.1.6. Our setup allows to address all ions along their linear string either
individually or pairwise with coherent and tightly focused laser beams, which in the given
case establish full connectivity, see Fig. 2.1(a).

• Resonant local gates: Rabi oscillations from Eq. (2.8) enable addressed local gates on
target qubit i, depending on laser pulse duration τθ and intensity according to the
Rabi frequency Ω from Eq. (2.2). The resulting excitation is described by the so-called
pulse area

θ = Ω · τθ, (2.14)

that relates to a rotation around the Bloch sphere’s azimuth angle. The corresponding
rotation axis ϕ in the equatorial plane (X,Y-plane) can be adjusted by steering the
optical phase of the laser pulse. In particular, the phase ϕ is set by the first pulse of
an experimental sequence and is accumulated from then on. Shifting this phase by
introducing a pause on the control hardware [145] enables gates around arbitrary
rotation axes ϕ. With this, we define addressed local gates by

Rϕ
i (θ) = e

−iθ
2 (cosϕXi+sinϕYi) = cos

θ

2
1 − i sin

θ

2

(
cosϕXi + sinϕYi

)
, (2.15)

illustrated in Fig. 2.4(a) as rotations of the Bloch vector. The special cases of gates
rotating around the X or Y axes are given by

Xi(θ) = R0
i (θ) and Yi(θ) = R

π
2

i (θ). (2.16)
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(a) Local gate operation (b) MS-gate (entangling gate operation)

θ

=  0

Δ

δ ωaxial

=  1

Figure 2.4: The trapped-ion universal gate-set. (a) Arbitrary single-qubit gates are realized by
coherent laser-ion interaction defined by the pulse area θ from Eq. (2.14), depending on
the laser light intensity and duration, and the rotation axis ϕ, relating to the laser phase.
(b) Bichromatic excitation pattern for the multi-qubit MS-gate based on two laser beams
with opposite detuning from the carrier transition. Entanglement is created by utilizing
the axial trap motion as a bus for information transfer between multiple ions, see
Eq. (2.21). The entangling gate can be realized e.g. between ion-pairs with two coherent
addressed beams according to Eq. (2.19). Concatenation of two-level interactions realizes
higher dimensional multi-qudit gates, see Ref. [140].

• Off-resonant local gates: Interactions that are detuned in frequency from the carrier
transition induce AC-Stark shifts [139] between the transition levels |S⟩ and |D⟩. The
resulting phase shift depends on the laser pulse detuning ∆, intensity Ω and duration
τθ. Analogous to Eq. (2.14), we find a pulse area for the off-resonant excitation given
by [146]

θAC =
Ω2

4∆
τθ, (2.17)

now relating to rotations around the Bloch-sphere’s Z-axis. In a controlled way, these
Stark shifts can realize local Z-gates on target qubit i as follows

Zi(θAC) = e
−i

θAC
2 Zi . (2.18)

Alternatively, addressed local Z-gates can be implemented virtually on the control
hardware by accounting for a phase shift ∆ϕ on all subsequent gate operations.
Virtual gates are notably free of calibration errors and cross-talk to neighboring
qubits and thereby often the method of choice [70].

• Two-qubit entangling gates: A pair of addressed and interferometric stable laser
beams grants access to arbitrary two-qubit (i, j) connectivity along the ion string, see
Fig. 2.1(a). With the bichromatic excitation scheme shown in Fig. 2.4(b) the coherent
pair of beams can realize two-qubit MS-gates [142]

MSXi,j(θ) = e
−iθ

4XiXj . (2.19)

It should be noted that the gate becomes full-entangling at pulse area θ = π/2.
For example, the sequence |GHZ⟩01 = Z0(−π/4) ·MSX01(π/2) · |00⟩01 can prepare the
GHZ-state introduced in Eq. (1.19). We typically choose the X-rotation for the MS-gate
and absorb potential basis change operations to local phase gates, whereas the gate
in principle works for any axis in the equatorial plane (X,Y-plane).
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• Collective gates: Apart from single or pairwise interactions, gate operations can be
applied collectively to the entire ion-register with a global laser beam, manipulating
all qubits simultaneously. The N-qubit spin operators Sx and Sy from Eq. (2.11) serve
to define collective local gates as follows

Rϕ(θ) = e−iθ
2 (cosϕSx+sinϕSy). (2.20)

Analogously, we obtain a collective N-qubit MS-gate [142]

MSX(θ) = e−iθS2
X , (2.21)

displaying the unique and powerful all-to-all connectivity—a highly recognized
feature of trapped ions. In this case, subsets of the qubit-string can be addressed
after those not involved in the gate have been temporarily shelved to levels outside
their computational subspace. This was our method of choice on the previous ion-
addressing setup, described in Ref. [146]. The current addressing setup [140] supports
any two-qubit connectivity along the ion-string in favour of more efficient circuit
implementations as well as to reduce the error propagation. The latter is crucial for
future fault-tolerant QEC applications, see Ch. 1.3. The collective laser beam currently
serves for state initilization and laser cooling purposes [136]. Nonetheless, collective
operations have the potential to simplify certain implementations that, for example,
require simultaneous correlations between multiple qubits, recently demonstrated
in Ref. [40]. Crucially, the collective gates in Eq. (2.20) and Eq. (2.21) cannot be
combined in a coherent way with addressed single-qubit gates from Eq. (2.15) as no
interferometric stability is present between the two laser beams. Rather, collective
X, Y-gates from Eqs. (2.20)-(2.21) are accompanied by addressed off-resonant local
Z-gates from Eq. (2.18)—or vice versa. This works, because the off-resonant laser light
induced AC-Stark shift is not influenced by the specific phase of the light field [87].
We refer to this choice of operations as refocused gates.

Finally, Fig. 2.5 depicts optimized gate sequences for the H-gate from Eq. (1.17) and the
CNOT-gate from Eq. (1.18), representing well-known and often utilized operations in the
field of quantum computation.

(a)   Hadamard

Ry(π/2)
MSx(-π/2)

Rx(π/2)

Rx(π/2)

Ry(-π/2)
=Rx(π) Ry(-π/2)=H

(b)   CNOT

Figure 2.5: Ion trap implementation of useful quantum gates. (a) Optimized gate sequence for H
and CNOT decomposed into the trapped ion toolbox presented here [147]. We remark
that a CNOT corresponds to one full-entangling two-qubit MSX(−π/2) alongside four
single-qubit gates to correctly set the local phases.

2.5 device capabilities

Every experimental run (or sample) begins with a sequence of laser cooling including
DC, polarization-gradient cooling (PGC) [148] and SBC, accompanied by optical pumping
to prepare the ions in the well defined motional ground-state n̄ ≈ 0, a prerequisite for
accurate state manipulation, see Ref. [36]. Next, the circuit of interest, decomposed in and
optimized with the above described universal gate-set is applied. The gate sequence can
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thereby be interrupted multiple times by in-sequence measurements, where the remaining
part of the computation depends on the classical output. Our novel control hardware [145]
enables such feed-forward in real-time, granting access to a wide class of semi-classical
quantum tasks, illustrated by Fig. 2.6(a).

While computations on the qubit level artificially restrict the Zeeman manifolds to
{42S1/2(m = −1/2) = |0⟩, 32D5/2(m = −1/2) = |1⟩}, we hold equivalent control over all
eight levels from Fig. 2.1(b). In this thesis we utilize larger dimensional systems with local
operations only. Larger dimensions can be useful especially for simplifying gate circuits, for
describing open quantum systems, or for quantum tasks to which the higher-dimensional
structure is more natural, see Ch. 1.1.6. A general introduction to our qudit toolbox
showcasing fruitful examples can be found in Ref. [140]. One or two concatenated qubit
gates are necessary to realize a population transfer between any two levels from the Zeeman
manifolds. For example, to operate the transition 42S1/2(m = −1/2) ↔ 42S1/2(m = +1/2)

requires the additional state 32D5/2(m = −1/2) to serve as midlevel.

(a) Experimental run

DC PGC SBC Circuit DC PGCDETHide Unhide DETCircuit
......

repeat n timesstate preparation

in-sequence final (all)

feed-forward

(b) Qudit readout

DET DC PGC

qutrit

readout
X02(π)

DET1

DET2

...

...

= DET DC PGC

DC PGC

DET

...

...
ququart

readout

X02(π)

DET1

DET2

X03(π) DET3

...

...

=

Figure 2.6: A single experimental sample. (a) Each experimental sample (or run) begins with a
sequence of DC, PGC and SBC for state initialization, followed by the experimental circuit
of interest and a final detection to read the qudit register. The circuit can be interruped
by multiple in-sequence measurements, where the rest of the computation depends
on the classical outcomes—denoting the concept of feed-forward. (b) Qudit detection
scheme in the example of qutrit and ququart shown on left and right side, respectively.
A N-dimensional qudit readout requires for N− 1 binary fluorescence detections [140]
together with bit flips (target qudit marked as subscribs) after the first detection to
transfer population to the readout sensitive 42S1/2-level. Accounting for N− 1 binary
outcomes allows the calculation of the N-dimensional qudit state probabilities.

Gate operations can also be applied to a subset of the qudits by temporarily shelving
the electronic population of all other qudits in Zeeman levels outside the computational
subspace. For example, to apply collective operations to a subset of the qudits, see Sec. 2.4.
Moreover, after shelving the information of some qudits in the upper 32D5/2 manifold,
the remaining ones can be detected without affecting the electronic states, referred to as
addressed readout. We remark that scattered photons from in-sequence measurements heat
up the ion string. To prevent a degrade in the post-measurement gate operation quality,
every in-sequence measurement induced heating is counteracted by a sequence of DC and
PGC [36].

Each experimental sample ends with a destructive measurement of the entire qudit
register, where a CCD-camera can distinguish between the fluorescence of the individual
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ions. Quantum state probabilities are then inferred from multiple samples of the same
experiment to gain statistical accuracy. The number of samples relies on the targeted
accuracy, and is always chosen in regards of the expected noise level [149]. To reach the
single percentage level on statistical noise requires on the order of 100 samples per qudit,
see Eq. (1.27).

On final note, let us discuss the time consumption of the individual experimental steps.
State preparation takes on the order of milliseconds. Same holds for state detection. Each
local bit flip operation requires tens of microseconds. The lower time end for local gates is
given by thermal effects in the acousto-optical modulators needed for pulse shaping, that,
below a couple of microseconds, start to negatively influence the gate performances [145].
A full-entangling operation requires around hundred microseconds limited by the duration
of pulse shaping and the available laser power. Too much power relative to the local gates,
however, heats up the light modulators and effectively alters the parameters of subsequent
gate operations, thus, lowering their quality. Finally, laser phase noise limits our coherence
time T2 to the hundred millisecond regime setting the time available for storing and
manipulating quantum information on our setup [36].

With the present NISQ-device we focus on highly controlled gate operations and the
demonstrations of novel applications, while work on scalable hardware is done by other
experiments in our group, see thesis by M. Brandl in Ref. [150]. The device capabilities
discussed agree well with the Di Vincenzo criteria [31] on the successful demonstration
of quantum computations, see Ch. 1.1.5. Moreover, our device compares with the leading
quantum computing hardware in terms of the gate operation quality, as recently confirmed
by Ref. [39]. Finally, Ref. [151] proposes a hodgepodge of algorithms specificially tailored
for the needs of NISQ-hardware in the search for demonstrating quantum advantage,
showcasing potential applications that fall under the umbrella of the trapped-ion device
presented here.





3
A S C A L A B L E A P P R O A C H T O C H A R A C T E R I Z AT I O N

The prediction of fidelities, state properties or verifying entanglement characteristics are
key ingredients in building and operating quantum hardware. Yet, the development of
advanced quantum devices has over the past years significantly raised the number of
operable constituents, pushing the limits of existing characterization tools, due to the
inexorable exponential Hilbert space growth. Above all, there is QST [38], capable of
fully reconstructing a system’s density matrix from a series of measurements, becoming
inreasingly impractical due to its heavy measurement and sampling requirements as well
as requiring classical processing of exponentially large matrices, see Ch. 1.2.1.

In the present chapter, we develop a general characterization framework, realizing the QST

capabilities, while alleviating scalability issues at the level of the number of measurement
settings to perform, classical data analysis, and statistical uncertainty—as illustrated by
Fig. 1.3. We start off by presenting the basic working principles of QST alongside its
most established classical state reconstruction techniques in Sec. 3.1. We then extend the
QST framework to the reconstruction of quantum channels via so-called quantum process
tomography (QPT) in Sec. 3.2. QPT will be experimentally demonstrated in Ch. 5 for the
characterizations of semi-classical algorithms. While appreciating the rigorous capabilities
of tomography methods, we point towards critical scalability bottlenecks limiting the
technique’s applicability, before then discussing the development of the scalable methods
in Secs. 3.3 and 3.4. The chapter concludes with the experimental demonstrations of these
scalable methods, yielding the first publication presented in this thesis in Sec. 3.5.

3.1 quantum state tomography—the gold standard

A d dimensional quantum state is fully described by its density matrix ρ featuring d2 − 1
independent real variables. Having a faithful approximation of ρ at hand allows the
prediction of every possible property of the quantum system.

QST aims at reconstructing an unknown ρ from repeated measurements on the system
that sample the entire underlying Hilbert space [38, 152]. Experimentally, one performs such
measurements on multiple copies of ρ, whereafter ρ is reconstructed from the observed
frequencies.

More formally, let the set of measurements P = {Πj : j = 1, ...,M} performed on ρ be
projectors that correspond to quantum states Πj = |ψj⟩⟨ψj| ∈ D(X) living in the pure
state Hilbert space X ∼= Cd of a d dimensional quantum system. By means of QST, the
measurement set P can be categorized by its potential to span D(X) as [153]

• tomographically incomplete: |P| < d2 elements

• tomographically complete: |P| = d2 linearly independent elements that span D(X)

• tomographically overcomplete: |P| > d2 elements that span D(X).

37
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To collect enough information about the underlying system for QST, P must at least be
tomographically complete, while it is allowed to be overcomplete as well. Tomographic
completeness requires d2 linearly independent projectors, since they form a basis of all
linear operators on HN [18]. Specifically, this corresponds to four projectors per qubit, each
spanning the Hilbert space H2.

Out of the measurement sets previously discussed in Ch. 1.1, the Pauli basis manifests
the archetypal choice for such a task, designated as standard QST. In the single-qubit case,
measurements target all three Pauli observables {X, Y,Z}, yielding an overcomplete set of
six projectors {−X,+X,−Y,+Y,−Z,+Z}, see Ch. 1.1.4. Crucially, our trapped-ion platform
provides these six projectors from three measurement settings, each targeting one of the
Pauli observables, see Ch. 2. Generalizing to the N-qubit case requires measuring all
combinations of Pauli observables, leading to an exponentially growing number of 3N

different settings. Beyond the qubit case, tomography readily extends to higher dimensional
qudits [140]. The eight Gell-Mann matrices from Eq. (1.30) represent one possible extension
of the standard measurement set in the qutrit case [33], being utilized in Ch. 5.5.

The second measurement set introduced was the SIC POVM from Eq. (1.28), representing
a minimal tomographically complete POVM, consisting of four elements per qubit [19].

Let us exemplify the simplest case of standard QST on a single qubit, where the density
matrix contains d2 = 4 variables. The trace preserving (TP) constraint immediately fixes
one variable, so we have 22 − 1 = 3 independent parameters left for the reconstruction
procedure. It thus suffices to incorporate state frequencies along one direction of the Pauli
matrices {⟨X⟩, ⟨Y⟩, ⟨Z⟩}, where ρ can be obtained via [149]

ρ =
1

2

(
1 + ⟨X⟩X+ ⟨Y⟩Y + ⟨Z⟩Z

)
, (3.1)

giving the parameters introduced in Eq. (1.4) a physical meaning.
For the case of two qubits, ρ features d2 − 1 = 15 independent parameters and therefore

requires at least four outcomes per qubit, which remains true in the generally multi-qubit
case. Moreover, a tomographically complete or overcomplete measurement set is not an
orthonormal basis for D(X), making the state reconstruction of multiple qubits more
complicated than in the special case of Eq. (3.1)—outlined below.

3.1.1 Linear inversion reconstruction

Beyond the quantum measurements, a crucial part of QST is the state reconstruction
performed in classical data analysis. We open the discussion by introducing the analytic
procedure of linear inversion (LI) following explanations in Ref. [153].

Born’s rule states that the probability of finding the system ρ in the state associated to the
projector Πj ∈ P is given by the success probability pj = tr(Πjρ), introduced in Eq. (1.26).
Following the above description, an experimenter extracts probabilities pj by preparing Nj

samples of ρ and repeatedly measures Πj. Frequencies from nj positive outcomes are then
obtained by

pj =
nj

Nj
. (3.2)

Repeating this for all projectors Πj ∈ P lies in the nature of LI. If P was at least tomo-
graphically complete, we can attempt to reconstruct ρ from the collection of observed
frequencies.

Because a tomographically complete or overcomplete measurement set P is not an
orthonormal basis for D(X), state reconstruction following Eq. (3.1) is not anymore feasible
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beyond the single-qubit case. An established way to overcome this problem and reconstruct
ρ from the observed frequencies pj relies on the so-called dual basis introduced in Ref. [154]
and briefly outlined in the following. To this extent, let us define the so-called superoperator
spanned by the measurement set P by

Sp =

M∑
j=1

∣∣Πj

〉〉〈〈
Πj

∣∣, (3.3)

with the vectorized projector
∣∣Πj

〉〉
emerging after stacking all the columns in Πj. The

dual basis D = {Dj : j = 1, ...,M} for P is then defined using the superoperator as
∣∣Dj

〉〉
=

Sp
−1
∣∣Πj

〉〉
with the Moore-Penrose pseudo inverse Sp

−1 for non-square matrices [155].
Notably, the pseudo inverse relaxes to the square matrix inverse in case of a tomographically
complete set [153].

For P being at least tomographically complete, it further holds that Sp
−1Sp = 1 as

otherwise no inverse existed. By using the above relations one can then show that [153]

|ρLI⟩⟩ =
∑
j

nj

Nj

∣∣Dj

〉〉
=

∑
j

pjSp
−1
∣∣Πj

〉〉
=

∑
j

Sp
−1
∣∣Πj

〉〉
⟨⟨Πj|ρn⟩⟩ = (Sp

−1Sp)|ρn⟩⟩, (3.4)

where we introduce the operator ρn on the right hand side, from which the observed
frequencies nj/Nj = tr(Πjρn) have been generated. Conclusively, we find that our linear
inversion estimate is equal to ρ if the superoperator Sp is invertible, being particularly the
case for P either tomographically complete over overcomplete.

Finally destacking the columns in |ρLI⟩⟩ yields the quested LI density matrix

ρLI =
∑
j

nj

Nj
Dj. (3.5)

The superoperator from Eq. (3.3) constitutes the largest matrix that needs to be handled
in the reconstruction process with LI. Let us therefore discuss its dimensions for different
measurement sets to reveal the resource requirements on the desktop hardware utilized
for the classical data analysis process. For the exemplified measurement sets of standard
Pauli basis and SIC POVM, we receive matrix dimensions of

dim[Sp(Pauli)] = 4N × 6N and dim[Sp(SIC POVM)] = 4N × 4N, (3.6)

respectively. The products can be interpreted as the total number of entries of the N-qubit
density matrix (left) and the number of measurement states of either set |P| (right).

We emphasize, that the inversion of Sp can also be done line-wise in favour of being
less memory consuming [153]. Such an approach trades space for time complexity and
while allowing the analysis of larger systems, it increases the time cost by introducing
significantly more multiplications in the line-by-line inversion process.

A realistic QST scenario can only provide a finite number of experimental samples
during the time available for data taking. The bigger the quantum system under study, the
more of a problem this becomes. Even absent of computational or measurement errors,
finite statistics limit the quality of the reconstructed state due to the influence of QPN, see
Eq. (1.27). Consequently, the analytic but completely unconstrained ρLI is likely to produce
state estimates that violate the conditions of positive-semidefiniteness ρLI > 0 and/or unit
trace tr(ρLI) = 1 [152]. While the trace constraint resolves upon normalization ρLI/ tr(ρLI),
the outcome does potentially not anymore represent a positive-semidefinite, i.e., valid
quantum state.
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It can be shown that LI intrinsically predicts the linear observables most accurately [48],
whereas the estimation of non-linear state properties is usually affected by the unphysical
nature of the LI estimates under insufficient statistics [40]. For example, the purity from
Eq. (1.3), where values greater than 1 indicate the presence of negative eigenvalues in the
reconstructed density matrix ρLI. Moreover, the convergence of such non-linear estimates
slows down in the sampling process. We will thoroughly discuss these findings as part of
our experimental demonstrations in Sec. [40].

A computationally efficient algorithm that incorporates physicality constraints to LI

reconstructed ρLI was proposed by Smolin et al. as part of Ref. [156]. The proposed
algorithm truncates negative eigenvalues in the initial LI-estimated density matrix and
seeks out the closest density matrix that obeys physicality constraints under the Frobenius
norm. The method is named projected least squares (PLS) and while it encouragingly does
not add additional time complexity to the reconstruction process of LI, the method comes
with very slow convergence behaviour as thoroughly demonstrated in Refs. [40, 157].

3.1.2 Maximum likelihood estimation

The potential failure of ρLI to be a physical quantum state can be overcome by reformulating
QST as a maximum likelihood estimation (MLE) problem. The starting point of MLE lies
in estimating the likelihood that a certain ρ has generated the observed frequencies.
Importantly, the optimization process can incorporate well defined constraints, most
typically, positive-semidefiniteness ρ > 0 and/or unit trace tr(ρ) = 1. These constraints
ensure that the reconstructed density matrices represent true quantum states in any
case. The likelihood is then maximized over ρ to find the ρMLE that is most likely to
have produced the observed frequencies of a tomographically complete or overcomplete
measurement set under the given constraints. This becomes notably useful in scenarios
with insufficient statistics and noisy devices and is often the method of choice, if the
underlying system size allows its computation.

More formally, we introduce a slightly relaxed but computationally more efficient version
of MLE QST that solves the following optimization problem [153]

minimize ||W(S|ρ⟩⟩− |f⟩)||2
subject to: ρ > 0, tr(ρ) = 1.

(3.7)

Here, S is a vectorization change of basis operator, |f⟩ represents the observed frequencies
for a tomographically complete or overcomplete measurement set and W is a diagonal
matrix of the statistical weights that incorporates the variances σj of measured frequencies

S =

M∑
j=1

|j⟩
〈〈
Πj

∣∣, |f⟩ =
M∑
j=1

nj

Nj
|j⟩ , W =

M∑
j=1

Nj

σj
|j⟩⟨j| . (3.8)

Crucially, the cost function in Eq. (3.7) is a convex optimization problem. As the name
suggests, the underlying parameter space follows a convex curvature featuring global
minima. The convex problem class is fortunately solvable by a wide range of existing
algorithms, summarized in Ref. [158]. We additionally remark that the MLE approach from
Eq. (3.7) is a relaxation of MLE speeding up the classical computation time and only in
the limit of large sample sizes coincides with the original method, further discussed in
Ref. [152].

In terms of classical data analysis, MLE is subject to the same matrix dimensions as LI,
discussed in Eq. (3.6), which the method further builds into an optimization problem and
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therefore scales expectedly worse. The high demand in computer resources makes MLE

only useful for qubit numbers in the single digits [149]. While the resulting ρMLE satisfies
physicality constraints in any case, enforcing these constraints can bias the outcome under
very few samples [159]. This becomes evident in the estimation of linear observables
yielding highly suppressed values for comparably small sample numbers, especially in
view of the here much more efficient LI—thoroughly discussed in Ref. [159]. For more
technical insights on MLE methods, we refer the reader to Ref. [152].

3.2 quantum process tomography

Next, we extend the tomography framework to capture quantum dynamical processes. The
essence of so-called QPT is to identify a quantum channel that transforms a density matrix
ρin ∈ D(X) into a density matrix ρout ∈ D(Y) described by a linear map E

ρ ′ = E(ρ) =
∑
m,n

χmnEmρE
†
n, (3.9)

where we additionally defined the d2 ×d2-dimensional positive Hermitian χ-matrix on the
right hand side. The entries of χ uniquely describe any linear map E using an orthonormal
basis {En} with E†nEm = δnm and

∑
n E

†
nEn = 1 [18]. An example of a quantum channel

is the depolarizing channel from Eq. (1.22), which uses the Pauli basis.
In QPT we attempt to extract the χ-matrix in Eq. (3.9) from repeated measurements on

many copies of a target quantum process, analogous to QST. Yet capturing the dynamics
of an unknown map E requires not only to probe a complete set of measurements P =

{Πj} ∈ D(Y), as for QST, but a complete set of input states Q = {ρj} ∈ D(X) as well. In that,
QPT can be related to QST of various input states, to which a good deal of the previously
discussed framework of Sec. 3.1.1 and 3.1.2 applies.

Let us quantify the number of tomography settings consisting of input and measurement
states that allow the reconstruction of the process map. The number of parameters in the
χ-matrix from Eq. (3.9) is d4 [18]. Crucially, the TP constraints from a complete set of d2

input states immediately restricts the free parameters in the χ-matrix down to d4 − d2.
Standard QPT considers once more the Pauli basis. In that case, we can show that four
input states together with six Pauli measurement states per qubit provide 4N × 6N = 24N

independent parameters for the N-qubit system and thereby suffice to describe all free
parameters in the χ-matrix.

Considering measurement outcomes along both directions of each Pauli observable,
the N-qubit case requires 12N tomography settings, i.e., four input states and three mea-
surements per qubit. While in Ch. 1.2.1 we stated four hours of data acquisition for an
eight-qubit standard Pauli QST on a state-of-the-art trapped-ion device, QPT on the same
register required 33 years of data acquisition [40]. Schemes to relax this discouraging re-
quirement, e.g. ancilla-assisted QPT, yield a reduced 4N settings covering the different input
states at the cost of a significant experimental overhead when relaying the measurement
information to the ancilla qubits [160]. These hard requirements realistically restrict QPT to
only few qubits.

To reconstruct arbitrary quantum channels from the observed frequencies of an, at least,
tomographically complete set of input and measurement states, we can in part build on
the QST framework presented above. The connection between QST and QPT can be made
by utilizing a useful bijection between linear maps and linear operators, referred to as
Choi-Jamiolkowsi isomorphism [161]. Specifically, the so-called Choi operator Λε can fully
describe any CP map E while being isomorphic to a bipartite quantum state ρε ∈ L(X⊗Y),
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where ρε = Λε/dx. The isomorphism between Choi operator Λε and channel map E is
given by

E(ρ) = trX[(ρT ⊗ 1Y)Λε] with Λε =

d−1∑
k,l

|k⟩⟨l|⊗ E(|k⟩⟨l|), (3.10)

with an explicit form for the Choi operator Λε on the right hand side, decomposed into the
basis {|k⟩}d−1

k=0 of Hilbert space dimension d. Here, we follow notations in Ref. [162]. The
frequencies p̂i,j for observing the outcome state ρj from initial state ρi under the channel
Λε can be expressed by

p̂ij = tr
[
ρ
†
j trX[(ρTi ⊗ 1Y)Λε]

]
= tr

[
(ρTi ⊗ ρ†j)Λε

]
. (3.11)

Let us define the projector Πij ≡ ρ∗i ⊗ ρj considering pure states ρi and ρj alongside the
vectorized operator |Λε⟩⟩ =

∑d−1
i,j Λi,j |j⟩ ⊗ |i⟩. We can then identify the trace in Eq. (3.11)

with an inner product of the vectorized operators and formulate the frequencies as

p̂ij = ⟨⟨Πij|Λε⟩⟩. (3.12)

From this, we can express the vector of observed frequencies |f⟩ as well as the superoperator
S as follows

|f⟩ =
∑
i,j

fij |i, j⟩ S =
∑
i,j

|i, j⟩
〈〈
Πij

∣∣. (3.13)

Apart from the quantum measurements to be performed on the given set of input
states, process reconstruction is a crucial part of QST. LI process reconstruction stays prone
to unphysicalities under finite statistics and noisy quantum devices [152]. We therefore
mention here only the possibility of LI reconstruction and refer to Ref. [162]. Due to a
discouraging 12N tomography settings, standard QPT mostly targets one or two qubits, a
regime, where MLE reconstruction remains efficiently computable.

In analogy to Eq. (3.7), QPT MLE can be defined as follows [162]

minimize ||WS|Λε⟩⟩−W |f⟩ ||2
subject to: Λε ⩾ 0, tr(Λε) = d

(3.14)

with W, a weight matrix, that considers the observed frequencies to follow a multinomial
distribution. With regards of classical data analysis, the very same algorithms as for QST

reliably solve the convex optimization problem from Eq. (3.14) and allow for process
reconstruction [158]. For further details about QPT MLE, we guide the reader to Ref. [153].

Experimental QPT will be part of Ch. 5, where we extend the system dimension and
experimentally demonstrate combined qubit-qutrit QPT to study leakage dynamics beyond
the computational subspace. In particular, this will focus on the various constraints in the
reconstruction process of MLE.

3.3 sic povm quantum state tomography

Although QST enables the prediction of all possible system properties, the number of
measurement settings to be performed grows exponentially with the system size N. This
follows the classical data analysis part based on methods from Secs. 3.1.1-3.2 dealing
with exponentially large matrices. Playing tricks like parallelization or linewise LI trade
space for time complexity which cannot counteract the exponential growth in Hilbert
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space towards larger systems. Other characterization methods build in assumptions about
the system to characterize or sacrifice the information gain in favour of better scalability,
thoroughly discussed in Ch. 1.2.1. However, such relaxed approaches are often unable to
predict universal functional properties of the density matrix—especially non-linear ones.

Alternative tomography techniques that try to circumvent the exponential growth in
the number of settings, for instance adaptive tomography [163], iteratively seek out the ideal
measurements to perform on the given system by building on VQE techniques. While ideal
measurements promise better statistical accuracy with significantly fewer measurement
settings and samples, their implementation often encompasses similar complexity as state
preparation itself. The additional time cost required for the iterative search routine limits
the methods applicability further.

Given the wide reaching applicability of QST for system characterizations, we now
attempt to resolve critical scalability bottlenecks of the method by pursuing the three
challenges initially posed in Fig. 1.3.

The first challenge tackles the number of measurement settings for doing tomography. To
resolve this issue, we move away from the standard Pauli basis and incorporate the tomo-
graphically complete set of SIC POVMs instead. The four non-orthogonal SIC POVM elements
from Fig. 1.1(b) are symmetrically aligned and maximized for intervector spacing [164].
Beyond providing tomographically complete information in a single measurement setting
(see below), the SIC alignement provides a higher information gain as its non-orthogonal
POVM elements almost always have finite overlap with arbitrary states and thereby more
likely contribute to the statistical accuracy under realistic sample number constraints.

Accessing non-orthogonal SIC POVMs from projective measurements, however, can be
tedious. In a brute force method one would simply rotate the Bloch sphere of every experi-
mental sample such that the target POVM element overlaps with the Z basis, whereafter it
can be read out by projective measurement—similar to accessing Pauli X or Y in standard
QST. Repeating this for all combinations of SIC POVM elements provides the complete
tomographic information. In our ion trap setup this results in four settings per qubit and
is notably more complex than extracting the overcomplete six Pauli measurement states
from only three projective measurements along X, Y and Z. The situation might differ for
photonic platforms that need six projective measurements for the Paulis, where SIC POVMs

indeed offer to reduce the number of tomography settings [165]. A smarter but more costly
way employs ancilla-assisted measurement strategies [166] to relay measurement relevant
information from data to ancilla qubits. This can provide access to the entire measurement
information of the SIC POVM elements from a single experimental sample. Getting rid of
different measurement settings comes at the price of engaging additional ancilla qubits and
costly entangling operations to couple tomography relevant information to them. Because
of such practicality issues and outside of photonic systems, SIC POVMs have thus far mostly
been avoided in experimental realizations.

We now follow a novel path and attempt to access the SIC POVM elements of a multi-
qubit system from a single experimental sample, while avoiding the need of extra ancilla
qubits. To this extent, we make use of Naimark’s dilation theorem [28] stating that every
POVM emerges as a projective measurement in a higher-dimensional Hilbert space. Let
us recall that our trapped 40Ca+-ions allow encoding of qudits with up to seven levels
per ion, out of which already four levels suffice to store the measurement information of
the four SIC POVM elements. Together with our recently developed qudit toolbox [140],
we then extend the qubit Hilbert space by two additional levels and locally map the
non-orthogonal four SIC POVM elements from the qubit to orthogonal ququart states.
Each individual ion-ququart thereafter stores the complete tomographic information of
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a qubit. This information is experimentally accessible by means of a four-outcome readout,
notably within the same sample. Such a readout is realized by three sequential in-sequence
measurements. Specifically, after the first detection, the population between state |0⟩ and
|1⟩ is flipped and likewise before the final and third detection the states |0⟩ and |2⟩ are
flipped, illustrated in Fig. 2.6. From the resulting three binary outcomes the ququart state
probabilities can be inferred—more details are given in Ch. 2.5. The ion-internal mapping
unitary following Naimark’s theorem reads

M̂ =




1√
2

0 0 1√
2

1√
6

1√
3
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6
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3

− 1√
6

1√
6

(−1)4/3√
3
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3

− 1√
6




. (3.15)

The corresponding gate sequence realizing this unitary, specifically tailored and optimized
for our trapped-ion device results in five local operations
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π
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√
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2
) · R(−π

6
,π), (3.16)

that must be applied to each qubit. Mapping can be done collectively, i.e., on all qubits
at once, or individually using addressed gates, see Ch. 2.4. Subjecting more qubits to the
tomography process therefore keeps the resource requirement constant since all the local
operations can be parallelized. With this purely local sequence and absent the need of
ancilla qubits to store extra information, SIC QST adds only moderate complexity to the
underlying experimental implementation, while it provides the complete tomographic
information with every experimental sample. Because of this compelling feature, we
synonymously refer to SIC QST as single-setting QST, resolving the first challenge in Fig. 1.3.

Single-setting QST appears very practical from an experimental point of view as one
repeatedly performs the same experiment over and over to gain statistical accuracy. This
can be advantageous as changing measurement settings is typically associated with big
efforts. Avoiding changes of measurement settings further saves time in classical sequence
compiling. For example, the control hardware of our ion trap device requires all sequences
to be precompiled before the first experiment begins [145]. As such, in terms of practicality,
SIC QST provides benefits over existing tomography approaches. In statistical terms, system
properties might converge to a certain accuracy in less samples than necessary for the
minimal Pauli QST implementation, i.e, below 3N samples. Linear observables are good
candidates for this, for instance fidelity [167]. Although techniques such as direct fidelity
estimation [41] enable the prediction of individual linear properties without reconstructing
the density matrix, those incorporate preknowledge about the system. Moreover, it is
common that numerous observables need to be questioned simultaneously which becomes
likewise hard for existing methods that circumvent the density matrix reconstruction. Yet,
this is not the case for SIC QST offering all necessary information of a multi-qubit system
from a single measurement setting. With a complete set of measurements at hand, one
can even pick the properties to analyze after the experiments have been completed. In this
case and for linear observables SIC QST already holds the potential to outperform existing
tomography methods.

For classical data analysis the same procedures discussed in Secs. 3.1.1-3.1.2 apply to
the density matrix reconstruction in SIC QST. While with standard Pauli basis one handles
matrices of dimension 4N × 6N, SIC QST only accounts for 4N × 4N, being still exponential,
but denoting a relevant improvement in view of current NISQ hardware. Beyond state
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reconstruction, SIC QST can be applied to the measurement part of QPT, leaving only 4N

settings for the state preparation part. The method has thus the potential to outrun ancilla-
assisted QPT, in that it saves the need for extra qubits and costly entangling operations to
couple to them [160].

Besides trapped ions many architectures successfully employ higher-dimensional sys-
tems to which SIC QST seamlessly applied. These cover atomic and molecular systems [104,
105], photonic platforms [109], Rydberg-ions [106], superconducting devices [108] and
solid-states [107].

SIC QST fixes the exponential growth in the number of measurement settings to be
performed. Accurate estimates of large and, in particular, non-linear system properties
rely on at least the reduced K-qubit density matrix, where the operators of interest act
on [47]. Note that the number of independent parameters in the reduced density matrix
d2 − 1 = 4K − 1 scales exponentially with the size of the subsystem K. Fortunately, many
quantities of interest are local, which keeps this scaling manageable in a large class of
problems. The prediction of non-linear quantities in highly correlated systems, however,
remains generally non-scalable. Examples are the entanglement measures from Eq. (1.11)
and Eq. (1.12). It is likely that the number of experimental samples needed to reach high
accuracy will grow faster than the number of measurement settings. Thus, the specific
selection of a tomographic measurement set no longer limits the total time required for the
tomography process.

In the upcoming section, we present a novel data analysis method that naturally applies
to the SIC QST, revealing interesting scaling properties.

3.4 system characterization via classical shadows

Accurately reconstructing the (reduced) density matrix requires a number of samples that
scales exponentially with the (sub)system size [48]. This holds for the general case of
highly correlated quantum states, which are randomly aligned with respect to the chosen
tomography measurement set. Exceptions arise from special choices of states, such as
eigenstates of the given measurement set. The GHZ-state from Eq. (1.10) characterized by
the standard Pauli basis provides such an example, resulting in boosted convergence [40],
whose full extent is still not entirely explored. Special cases aside, the number of samples
on an accurate description of the (reduced) density matrix remains mostly independent of
the QST method and its particular measurement set.

To counteract this daunting bottleneck, Aaronson proposed so-called shadow tomography
in Ref. [167] to predict multiple system properties in parallel and notably directly from the
subset of qubits that the operators act on. His work successfully shows that a polynomial
number of state samples can be sufficient to estimate exponentially many properties of the
underlying system. Besides being very efficient in terms of the required sample sizes and
conceptually interesting, an actual experimental implementation of shadow tomography
is very hardware-demanding as it scales to exponentially deep and highly correlated
quantum circuits. Even if shadow tomography is feasible, the resulting overhead of gate
operations for the characterization procedure likely obscures the quality of the underlying
implementation.

Huang, Kueng and Preskill continued this search and consolidated ideas of shadow
tomography [167] with rigorous statistical convergence guarantees of QST [157] and an
efficient implementation of the stabilizer formalism [82]. Their work establishes a protocol
that offers to accurately predict L different function properties of the density matrix ρ, while
relying on only O(log(L)) experimental samples. Analogous to the ideas of Aaronson, the
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protocol offers the direct reconstruction of the reduced density matrix from measurements
on just the involved subset of the qubits. The technique is named classical shadows [48,
168]. Importantly, the authors prove that the stated guarantees are not limited by the system
size. So far, the practicality of classical shadows was overshadowed by the requirement
of performing random measurement samples drawn from the exponentially large set
of tomography measurements [47]. Nonetheless, this is now a technical, rather than a
fundamental limitation.

There is a way to overcome this technical limitation by moving from Pauli to SIC QST,
where random sampling is built in, since each experimental sample contains the complete
tomographic information, see Sec. 3.3. In fact, randomization is naturally integrated into
the destructive measurement process. In view of this potential, we attempt to combine
SIC QST with classical shadow data analysis in order to overcome the random sampling
problem of existing methods and to efficiently access the reduced density matrix.

3.4.1 Classical shadow tomography

As a first step, we formulate an alternative reconstruction procedure for ρ using SIC-based
classical shadows, which immediately yields promising scaling properties.

The starting point of QST is the estimation of measurement frequencies for a tomograph-
ically complete or overcomplete set of measurements that enable the reconstruction of the
density matrix ρ, see Sec. 3.1. So let us consider a projective measurement on an N-qubit
system using the tomographically complete SIC QST. On sample-by-sample basis, every
qubit is projected onto one of the four SIC POVM elements {12 |ψi⟩⟨ψi| : i = 1, 2, 3, 4} living in
the two-dimensional Hilbert space H2, illustrated by Fig. 1.1(b). Hence, results on N-qubits
can be identified by a string (i1, . . . , iN) with i ∈ {1, 2, 3, 4} referring to a specific POVM

element. Multiple samples yield the corresponding frequencies Pr [i1, . . . , iN|ρ] from which
the density matrix ρ can be reconstructed.

We begin the reconstrution process with a single qubit and weigh each SIC projector
|ψi⟩⟨ψi| with the corresponding frequency Pr [i|ρ] of observing this outcome. Hereby,
explanations in Ref. [40] show that

∑4
i=1 Pr [i|ρ] |ψi⟩⟨ψi| =

1
3
(tr(ρ)I + ρ) results in a linear

map related to a depolarizing channel as in Eq. (1.22) with parameter p = 1/3. Fortunately,
this linear map has a uniquely defined inverse

∑4
i=1 Pr [i|ρ] (3|ψi⟩⟨ψi|− I) = ρ that exactly

reproduces the quested single-qubit density matrix ρ. Note that this inverse is not a
physical operation, but mathematically possible [40].

Each individual measurement outcome, for instance sample m, contributes to the
above reconstruction of ρ and therefore denotes a so-called Monte Carlo estimator σ̂m =

(3|ψin⟩⟨ψin |− I) ∈ H2 [40]. Crucially, this sample-based term obeys a tensor structure that
readily extends to the multi-qubit case given by

(i1, . . . , iN) 7→ σ̂m =

N⊗

n=1

(3|ψin⟩⟨ψin |− I) ∈ H⊗N
2 . (3.17)

The Monte Carlo estimator σ̂m yields a sample-based approximation of ρ, called a classical
shadow—which we proceed to explain. The tensor product of all N single-qubit contri-
butions yields a random 2N × 2N matrix. Since each tensor factor in Eq. (3.17) obeys the
trace norm, its eigenvalues are −1 or 2. The eigenvalues of the N-qubit tensor product
therefore result in values between −(2N − 1) and +2N, designating highly unphysical
matrices. Crucially, upon averaging over M samples of classical shadow estimators σ̂m, the
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unphysical properties quickly average out [168], where the true density matrix ρ is found
in the asymptotic limit with respect to the sample number

ρ̂ =
1

M

M∑
m=1

σ̂m
M→∞−→ ρ, (3.18)

referred to as classical shadow tomography. A more stringent derivation can be found in
Ref. [40].

From Eq. (3.18) some useful properties immediately follow. Namely, that the state
reconstruction is processed at the smallest possible dimension for full tomography given by
the N-qubit density matrix of dim(ρ) = 2N × 2N and that individual experimental samples
are simply accumulated in approximating ρ. The method thereby avoids any costly matrix
inversion or convex optimization. This is a huge gain over existing LI, where Pauli and SIC

bases require processing much larger matrix dimensions given by 4N × 6N and 4N × 4N,
respectively.

Furthermore, the accumulation of individual experimental samples enables so-called
live updates or online analysis of the quantum state. The reconstruction process can start
after receiving the first measurement sample, while the experiment continues to run.
Once ρ is reconstructed with sufficient accuracy, being the case when the estimators
under investigation have converged, the experiment can be terminated. In performing
measurements and data analysis in parallel, almost no additional time overhead is created
by the state reconstruction procedure. In addition to the smaller matrix dimensions to
handle, stated in the previous paragraph, our SIC QST based classical shadow density matrix
reconstruction offers more speed-up over existing reconstruction methods the more qubits
are involved. In particular, our experimental analysis of a six qubit system in Ref. [40]
shows that linear inversion state reconstruction with SIC shadows from Eq. (3.18) is already
two times faster than Pauli linear inversion from Eq. (3.5), where the time consumption
for SIC shadows grows much more slowly. A comparison with MLE from Eq. (3.7) was
only feasible up to five qubits on our desktop hardware, with the SIC reconstruction being
already 37 times faster than the Pauli. SIC shadows thereby resolves the second challenge
from Fig. 1.3. However, the method still provides a complete reconstruction of the density
matrix, with the number of free parameters increasing exponentially as the size of the
system is increased. While certain system properties [48] might converge in fewer samples
than required for a minimal standard Pauli or SIC based tomography implementation, the
specific sample sizes critically depend on the quested estimator, which we thoroughly
discuss in the upcoming sections.

3.4.2 Efficiently estimating linear system properties

The tensor structure in Eq. (3.18) offers yet another advantage of classical shadows, namely
that the estimation of system observables becomes notably simpler than with existing
methods.
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Consider an observable O, acting on K out of N qubits, then the expectation value of
this observable can be estimated via classical shadows as [40]

ô = tr (Oρ̂) =
1

M

M∑
m=1

tr
(
Oσ̂Nm

)
=

=
1

M

M∑
m=1

tr

(
O

N⊗

n=1

(3|ψin⟩⟨ψin |− I)

)
=

=
1

M

M∑
m=1

tr
(
Oσ̂Km

)

(3.19)

where the shadow estimator allows us to pull the trace into the average, which would
not be possible when working with the density matrix. Note that the trace over all N−K

qubits in the second line, on which O acts trivially, evaluates to 1. Hence, in the final line of
Eq. (3.19) only K qubits remain present to the classical shadow estimator. Moreover, since
each experimental sample in SIC QST is tomographically complete, one can estimate many
observables in parallel and even choose which properties to analyze after the experiments
are complete. Especially for K≪ N, the data analysis simplifies significantly in contrast to
existing methods.

At this stage, it is important to quantify the number of measurement samples required to
predict multiple linear observables in parallel with a given precision. Along those lines we
prove in Ref. [40] that estimating L≫ 1 subsystem observables Ol each acting on K ⩽ N
qubits requires

M ⩾ 8
36

K log(2L/δ)/ϵ2 (3.20)

measurement samples to collectively approximate every observable to accuracy ϵ with
at least the probability 1 − δ. While decreasing ϵ for more precise estimates leads to
a quadratic increase in the sample size, estimating more observables L in parallel or
increasing the success probability 1− δ leads only to a logarithmic growth. We note that in
a real experiment the lower bound for ϵ is determined by the respective error-rates. The
number of measurement samples M scales exponentially only in the subsystem size K.
Hence, classical shadows become most efficient in situations where K ≪ N. We remark
that this is a rigorous a priori bound utilizing minimal assumptions—more details are given
in Ref. [40]. While the presence of such a bound is of conceptual interest, the properties
will converge (much) sooner with respect to experiments or numerical simulations, as will
be demonstrated in Sec. 3.5.

Predicting multiple linear observables in parallel is necessary in many situations, as for
instance in VQE applications [37, 169].

3.4.3 Efficiently estimating non-linear system properties

Estimation of non-linear system properties, such as the Rényi entropy from Eq. (1.12),
requires at least the reduced density matrix covering the qubit subsets of interest. Standard
QST approaches retrieve the reduced density matrix after partial tracing over qubits not part
of the reduced subsystem. The accuracy of the reduced subsystem is therefore naturally
bounded by the accuracy of the total system. This represents a dauntling bottleneck when
estimating non-linear system properties with standard tomography approaches.

For classical shadow analysis, however, we find partial tracing [18] as a linear operation
to match the tensor structure of our estimators in Eq. (3.18) well. We remark that each
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tensor factor has unit trace tr(ρ) = 1. The shadow estimator therefore allows us to pull
the partial trace into the average and to independently extract the subset classical shadow
estimator σ̂K for a given subsystem of size K < N. This enables the reconstruction of the
reduced density matrix ρK as follows [40]

ρK = tr(N−K)(ρN) =
1

M

M∑
m=1

σ̂Km, (3.21)

imparting only K qubits, while neglecting N− K ones. Classical shadows thus offer the
possibility to predict non-linear system properties by direct reconstruction of the reduced
density matrix.

Let us illustrate this by the example of the simplest non-linear system property given by
the quadratic purity estimator tr (ρ2) from Eq. (1.3). Recall that the purity ranges from 1

for a pure state to 1/d for a completely mixed one. The trace of ρ2 can be interpreted as
the trace of the product of two copies of ρ. While for classical shadows, the latter converge
independently to the true state according to Eq. (3.18), we conclude that the trace of their
product converges to the trace of the true state ρ2. To derive the corresponding quadratic
classical shadow estimator, we use the fact that two distinct classical shadows σ̂m and
σ̂m ′ , originating from different samples m ̸= m ′, remain statistically independent [48].
Hence, any pair of classical shadow estimators approximates true purity values tr (σ̂mσ̂m ′).
Accounting for all

(
M
2

)
combinations of independent sample-pairs yields the desired

estimator [40]

p̂(M) =

(
M

2

)−1 ∑
m<m ′

tr (σ̂mσ̂m ′) . (3.22)

Note that there are quadratically more pairs than single estimators, so one naively expects
a quadratic improvement in convergence. A proof that this is indeed statistically most
efficient can be found in Ref. [48]. While the purity estimator on large-scale systems will
remain hard to estimate even for classical shadows, the situation becomes again favorable
for comparably small qubit subset purities K≪ N—analogous to the estimation of linear
observables above.

Subset purity estimators feature prominently in bipartition Rényi-entropies given by the
negative logarithm of the reduced density matrix purities S(2)(ρA) = − log2 tr (ρ2A), intro-
duced in Ch. 1.1.2. Because the Rényi-entropy is symmetric with respect of its bipartitions
(A,B), only the lower weight subsystem needs to be considered, increasing the resulting
statistical accuracy.

We follow up on a measurement budget for the classical shadow purity estimators and
quantify the number of measurement samples required to predict multiple estimators in
parallel with a given accuracy. A rigorous a priori bound can be derived as [40]

M ⩾ 6L3K/(ϵ2δ), (3.23)

where M measurements suffice to ϵ-approximate L subsystem purities of weight K with at
least the probability 1− δ. While, we find a quadratic scaling in accuracy ϵ analogous to Eq.
(3.20), observing more purity estimators L in parallel or increasing the success probability
1− δ leads to a linearly, no longer logarithmically, growing sample size. This is because the
individual contributions to the subset purity estimator are not statistically independent.
The number of measurements M scales exponentially in the subsystem size K, where an
efficient prediction once more requires a comparably small subsystem size K≪ N.

The result in Eq. (3.23) reproduces the existing state-of-the-art, which was given by Pauli
shadows [48]. However, Pauli shadows have limited applicability because the technique
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requires random measurement samples from the exponentially large set of tomography
measurements. A technical limitation that the SIC-based classical shadows discussed here
overcome, as each outcome samples the full Hilbert space and randomization comes
natural from the quantum measurement at the end of each shot. Finally, it should be noted
that the properties converge (much) faster in experimental or numerical simulations than
given by the scaling of Eq. (3.23). For example, in our experimental analysis of an absolute
maximally entangled five qubit state [170, 171] in Ref. [40] the quadratic purity estimator
from Eq. (3.22) converges at around 6000 shots, where the purity from SIC linear inversion
in Eq. (3.18) is still highly unphysical.

Moreover, for a comparably high number of experimental samples M, accounting for all
pairs

(
M
2

)
can become computationally demanding. To soften this computationally heavy

requirement, one can average bunches of S samples to reduce the number of combinations
{m,m ′} down to

(
M/S
2

)
in favour of accumulating fewer, but more accurate classical shadow

estimators σ̂. This becomes particularly useful in actual experiments [40], where a suitable
batch size S needs to be evaluated on a case basis. In particular, the batch-size depends on
the polynomial order of the quested estimators as well as their (sub)system sizes relative
to the size of the analyzed quantum state. In the example of the five qubit state mentioned
in the previous paragraph a batch-size of 100 shots each shadow estimator kept the data
analysis most efficient in regards of both time consumption and convergence.

Beyond the exemplified linear and quadratic properties, arbitrary polynomial functions
of the density matrix can in principle be derived with the same guidelines discussed here.
See Ref. [40] on further notes. Higher order terms can be interesting for even more in-depth
characterization studies.

The classical shadow framework uniquely circumvents the full density matrix recon-
struction for predicting non-linear system properties, while it importantly does not rely on
any preknowledge or assumptions on the state of the analyzed system. Combined with
SIC QST, the randomization, typically limiting classical shadow applications, is no longer
required. Measurement budgets from Eq. (3.20) and Eq. (3.23) denote that the capabilities
of SIC-based classical shadows lie notably beyond existing characterization methods and
suffice to resolve the third challenge from Fig. 1.3 on reducing the sample sizes.

Finally, Fig. 3.1 illustratively combines single-setting QST with classical shadows man-
ifesting our scalable approach for characterizing large-scale systems. Further technical
insights as well as experimental demonstrations are covered by the first publication of this
thesis, presented in the upcoming Sec. 3.5.
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Figure 3.1: System characterization via classical shadows based single-setting QST. We introduce
a scalable and efficient characterization method for arbitrary quantum systems. Our ap-
proach features single-setting QST from Sec. 3.3 based on the SIC POVM which samples the
full Hilbert space in every experimental sample through the use of higher-dimensional
states. The technique is based on an ion-internal mapping sequence and works indepen-
dently of the system size. Data analysis is realized via classical shadows, which enables
the efficient estimation of non-linear system properties by reconstructing only relevant
subsets of qubits and thereby significantly speeds up analysis. Importantly, no pre-
knowledge or assumptions about the system to be analyzed are required. Single-setting
QST and classical shadows match well as random measurement samples, necessary for
classical shadows, are inherent to SIC POVMs. Our approach further processes data at the
minimum dimension of the (reduced) density matrix and allows live update analysis in
real-time, see text for details.
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Quantum computers solve ever more complex tasks using steadily growing system sizes. Character-
izing these quantum systems is vital, yet becoming increasingly challenging. The gold-standard method
for this task is quantum state tomography (QST), capable of fully reconstructing a quantum state with-
out prior knowledge. The measurement and classical computing costs, however, increase exponentially
with the number of constituents (e.g., qubits)—a daunting bottleneck given the scale of existing and near-
term quantum devices. Here, we demonstrate a scalable and practical QST approach that only uses a
single measurement setting, namely symmetric informationally complete (SIC) positive operator-valued
measures (POVMs). We implement these nonorthogonal measurements on an ion trap quantum pro-
cessor by utilizing additional energy levels within each ion—without requiring ancillary ions to assist
in measurements. More precisely, we locally map the SIC POVM to orthogonal states embedded in a
higher-dimensional system, which we read out using repeated in-sequence detections, thereby providing
full tomographic information in every shot. Combining this SIC tomography with the recently devel-
oped randomized measurement toolbox (“classical shadows”) proves to be a powerful combination. SIC
tomography alleviates the need for choosing measurement settings at random (“derandomization”), while
classical shadows enable the estimation of arbitrary polynomial functions of the density matrix orders
of magnitudes faster than standard methods. The latter enables in-depth entanglement characterization,
which we experimentally showcase on a five-qubit absolutely maximally entangled state. Moreover, the
fact that the full tomography information is available in every shot enables online QST in real time
(i.e., while the experiment is running). We demonstrate this on an eight-qubit entangled state (which has
28 · 28 − 1 = 65 535 degrees of freedom), as well as for fast state identification. All in all, these features
single out SIC-based classical shadow estimation as a highly scalable and convenient tool for quantum
state characterization.

DOI: 10.1103/PRXQuantum.3.040310

Quantum systems are prepared in laboratories and in
engineered devices such that their state delicately encodes
quantum information essential for achieving goals in both
science and technology. Any small adjustments, changes
in the environment, or active control all change the state.
Yet, an accurate mathematical description of the state
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is a necessary component for most higher-level tasks. A
crucial requirement for ensuring the performance of quan-
tum devices is thus having methods for accurately deter-
mining the quantum states that have been prepared. The
gold-standard approach for this fundamental task is quan-
tum state tomography (QST) or simply tomography [1].
QST enables the full reconstruction of the system’s quan-
tum state from an exponential number of measurements.
Often, however, we are not even interested in the full
quantum state, but rather certain features, like entangle-
ment across a particular bipartition. However, it is not clear
a priori how to access such nonlinear properties without
resorting to full QST.

Formally, QST methods use an informationally
complete set of measurements to reconstruct the complete
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FIG. 1. Schematic illustration of Pauli and SIC tomography.
Pauli tomography (a) uses three basis measurements per qubit
to obtain tomographic information about an unknown N -qubit
system; see (c). Each basis measurement is contingent on one
of three possible unitary rotations—red boxes in (a). This pro-
duces a total of 3N different measurement settings that need
to be accessed. SIC tomography (b), on the other hand, uses
the same measurement setting for each qubit; see (d). This
nonorthogonal measurement is achieved by isometrically embed-
ding each two-level system (qubit) into a larger four-level system
(ququart)—blue boxes in (b)—and subsequently measuring this
larger system. The experimental realization of this embedding
within each ion is shown in Fig. 2.

description of the quantum state. The optimal measure-
ment for collecting the necessary tomography data has
long been known to be the so-called symmetric informa-
tionally complete positive operator-valued measures (SIC
POVMs) [2,3]. SIC POVMs are constructed from the min-
imal number of d2 measurements for a d-dimensional
system, which are arranged in a way that maximizes the
pairwise distance in Hilbert space. SIC POVMs are known
to exist for several low-dimensional systems [4,5], and
for qubits, take the form of four nonorthogonal vectors
arranged as a tetrahedron in the Bloch sphere; see Fig. 1(d).
While SIC POVMs uniquely offer access to complete
tomographic information in every single experimental
run (shot), implementing these measurements in practice
is very challenging, requiring purpose-built setups [6,7],
sequential measurement [8,9], or ancilla-assisted schemes
[10,11]. Hence, tomography remains almost exclusively
performed using the simpler, but overcomplete Pauli basis,
requiring 3N orthogonal measurement settings, each with
2N outcomes for an N -qubit system. The resulting over-
head effectively limits full tomography to system sizes of
only a few qubits.

From a conceptual point of view, the qubit SIC POVM
is favorable, as a single experimental shot already contains
complete tomographic information. This distinct advan-
tage has also been recognized in recent theoretical work
on adaptive tomography for linear cost functions [11], as
well as neural network quantum state tomography [12,13].
Experimentally, it is also much cheaper to repeat the same
measurement setting many times than to switch settings
an exponential number of times as the system size grows
with Pauli tomography. So, this feature can have a signif-
icant impact in practice. Moreover, since full tomographic
information is contained in every shot, the experimenter
is free to stop the tomography at any point, e.g., when
certain quantities of interest have converged. In contrast,
other QST approaches would require at least one shot
for each measurement setting to collect sufficient infor-
mation in the first place. This discrepancy is particularly
relevant when we are not interested in the full density
matrix, but only in certain (nonlinear) properties, which
often require far fewer shots than the 3N minimum in Pauli
tomography [14,15]. Finally, for randomized measurement
schemes [16], where ideally a different measurement set-
ting is required in each shot, the SIC approach obviates
this requirement completely (“derandomization”), making
these schemes even more practical. Hence, in most situ-
ations, SIC tomography has the potential to substantially
outperform standard methods for tomography or for the
direct estimation of state properties.

Here, we describe our realization of SIC POVMs in
a trapped-ion quantum processor and their use for char-
acterizing unknown quantum states. We put an emphasis
on demonstrating the speed and robustness obtained from
reducing the number of measurement settings in con-
junction with new data processing techniques that come
with rigorous accuracy guarantees. With our approach, we
are able to comfortably reconstruct the full eight-qubit
quantum state encoded in the electronic energy levels of
calcium ions in real time using a standard laboratory com-
puter. Moreover, we demonstrate the simultaneous real-
time estimation of Rényi entropies across all bipartitions
using a sampling-free classical shadow method [14]. This
enables full entanglement characterization of arbitrary (but
close to pure) quantum states with orders of magnitude
fewer experimental shots than standard QST methods.

I. SIC TOMOGRAPHY

QST aims at reconstructing an unknown quantum state
ρ from an informationally complete set of measurements,
which spans the entire Hilbert space of the quantum sys-
tem. The minimal number of measurement outcomes to
reconstruct an arbitrary d-dimensional quantum state then
is d2. An experimenter performs these measurements on
many copies of ρ referred to as experimental shots, and
attempts to reconstruct ρ from the observed measurement
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counts. The standard approach to QST of N -qubit systems
combines tomographic measurements of each individual
qubit. The overcomplete Pauli basis is a particularly promi-
nent choice; see Fig. 1(c). Three distinct measurement
settings are required to evenly cover the Bloch sphere and
obtain tomographic single-qubit information. Extending
this to N -qubit systems produces 3N distinct measurement
settings that need to be explored; see Fig. 1(a).

In contrast to (single-qubit) Pauli basis measurements,
(single-qubit) SIC POVMs provide access to a complete
set of tomographic data from a single experimental shot.
No change in measurement settings is required. This desir-
able feature extends to N -qubit measurements: a single
measurement setting per qubit suffices to obtain tomo-
graphically complete data; see Fig. 1(b). SIC tomography
utilizes (tensor products of) the single-qubit SIC POVM
depicted in Fig. 1(d) (or a local rotation thereof). Following
Naimark’s dilation theorem [18], every POVM can be real-
ized as a projective measurement on a higher-dimensional
Hilbert space. Using this result, together with a qudit quan-
tum processor [17], we realize the qubit SIC POVM as a
projective measurement on a four-level system (ququart)
employing two more states within each calcium ion. For
this purpose, we map each qubit locally to a ququart using
the unitary

M̂ =

⎛
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Here, the four two-dimensional vectors contained in the
first two columns represent the measurement vectors of the
qubit basis given in Fig. 1(d). The optimized gate sequence
for locally mapping the measurement states from qubit to
ququart is shown in Fig. 2(b). It consists of five single-
qubit rotations, sequentially applied to each qubit, which
we optimize such that local phase shifts are absorbed
into the rotation angles of the single-qubit operations; see
Appendix A 1. Therefore, our single-setting SIC tomogra-
phy implementation remains the very same, independent of
the qubit number. Our approach is particularly well suited
to other quantum architectures, since many of today’s
information carriers manifest multilevel systems. Higher-
dimensional systems have been demonstrated, frequently
featuring in Rydberg ions [19], atomic and molecular sys-
tems [20,21], photonic systems [22], solid states [23], and
superconducting platforms [24].

II. RECONSTRUCTION METHODS AND
CLASSICAL SHADOWS

Even with a complete set of measurements, reconstruct-
ing ρ is computationally demanding, especially if one

(a)

(b)

(c)

FIG. 2. Experimental implementation of SIC tomography
from Figs. 1(b) and 1(d). (a) Level scheme of a 40Ca+ ion
representing a qubit or ququart with important transitions
marked: (blue) dipole transition for cooling and detection,
(red) metastable quadrupole transition for encoding qubits and
ququarts within the Zeeman submanifold, and (brown) additional
transitions for repumping. (b) Gate sequence for locally map-
ping the SIC POVM from Fig. 1(d) from qubit level to four
orthogonal basis states of a ququart denoted in (a). This enables
full readout of the SIC POVM in a single experimental shot by
means of a four-outcome projective measurement. (c) Experi-
mental realization of SIC tomography composed of cooling (DC,
doppler cooling; PGC, polarization gradient cooling; SBC, side-
band cooling), preparation of the state to be analyzed, mapping
from qubit to ququart according to the SIC POVM, and finally
the four-outcome projective measurement. For the latter, three
sequential fluorescence detections (DETs) are required [17]; see
Appendix A 1 for details.

insists on enforcing physicality constraints. Two standard
QST methods in the field are linear inversion (LI) and
maximum likelihood estimation (MLE) [25], which can be
readily applied to both Pauli and SIC data. LI provides
an analytical approach to estimating ρ from a complete
set of projectors �j that span the entire Hilbert space.
Access to (approximations of) the associated probabilities
p̂j ≈ tr(�j ρ) allows us to reconstruct the underlying state:

|ρ̂〉〉 =
∑

j

p̂j · S−1
p |�j 〉〉 (2)

with |�j 〉〉 the vectorized projector, obtained by stacking
the columns of �j . Furthermore, S−1

p denotes the Moore-
Penrose pseudoinverse of the measurement superoperator
Sp = ∑

j |�j 〉〉〈〈�j | [26], and p̂j = nj /Nj is the observed
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frequency of outcome j after averaging over Nj experi-
mental shots. As an unconstrained method, the LI version
bears the risk of producing unphysical estimators for ρ
featuring negative eigenvalues. This is particularly pro-
nounced when few experimental shots are used and is very
problematic for estimating nonlinear observables. Physi-
cal constraints are thus typically introduced through MLE,
which, following Ref. [26], can be approximated by a
convex optimization problem

minimize ||W(S|ρ̂〉〉 − |f 〉)||2
subject to ρ̂ ≥ 0, tr(ρ̂) = 1.

(3)

Here, S = ∑
j | j 〉〈〈�j | denotes a change of basis opera-

tor, |f 〉 = ∑
j nj /Nj |j 〉 a column vector of the observed

frequencies, and W a diagonal matrix of statistical weights
W. Optimization is performed under the constraints that
the estimator for ρ is positive semidefinite (ρ ≥ 0) with
unit trace [tr(ρ) = 1], i.e., it must be a valid quantum
state. The convex optimization in Eq. (3) is computation-
ally more efficient than full MLE and recovers the latter
in the limit of large sample sizes. Nonetheless, the com-
putational complexity remains intractable for anything but
very small systems. LI is much more efficient by com-
parison. Nonetheless, inverting the superoperator Sp also
becomes more challenging as the system size increases.
Viewed as a matrix, every tomographically complete N -
qubit superoperator Sp must have (at least) 4N rows and (at
least) 4N columns. Performing the inversion row by row
can offer some relief in terms of memory load, but the
exponential number of multiplications remains challeng-
ing. Finally, physical constraints [ρ ≥ 0 and tr(ρ) = 1] can
be incorporated into LI by truncating negative eigenval-
ues to obtain the closest quantum state under the Frobenius
norm [27–29], referred to as projected least squares (PLS).
It should be noted that more principled, yet ever more
computationally challenging, approaches exist [30,31].

So far, we have considered full QST, i.e., experimentally
extracting a complete description of ρ, which is tradition-
ally required for predicting certain properties of complex
quantum systems, especially nonlinear functions, most
prominently purity or entanglement. In large-scale sys-
tems, however, predicting such properties becomes very
costly independent of the data acquisition (SIC, Pauli)
and reconstruction (LI, MLE) method, both in regards
to the number of required shots and in regards to the
computational power required to analyze the data.

A promising alternative comes in the form of classical
shadows [14,15] as a general-purpose method to construct
classical descriptions of quantum states using very few
experimental shots. Consequently, the classical shadow
framework allows for the prediction of L different func-
tions of the state with high accuracy, using order log(L)
experimental shots. Importantly, the number of shots is

independent of the system size and saturates information-
theoretic lower bounds. Moreover, target properties can
be selected after the measurements are completed. A big
drawback of existing classical shadow methods, however,
is that they require a different measurement to be sam-
pled randomly for each shot [16], which is demanding
and slows down data acquisition. We show in the fol-
lowing that SIC POVMs naturally alleviate this sampling
requirement (“derandomization”). SIC POVMs are thus an
ideal choice for unlocking the full potential of the clas-
sical shadow framework. This has, in parts, been already
pointed out in Ref. [11], which explores adaptive SIC
tomography for linear cost functions inspired by varia-
tional quantum eigensolver (VQE). Instead, we are here
interested in a general framework for efficiently predict-
ing general linear and nonlinear properties of the quantum
state.

Formally, classical shadows provide an alternative
approach for a linear-inversion estimator deduced from
SIC measurements on an N -qubit state ρ. Each experi-
mental shot m, containing complete tomographic informa-
tion, can be assigned to a size-N string îm,1, . . . , îm,N ∈
{1, 2, 3, 4}×N , where each quartic value keeps track
of the SIC POVM outcome observed. For each shot
m, an N -qubit estimator for the density matrix σ̂m =⊗N

n=1(3|ψîm,n
〉〈ψîm,n

| − I) is obtained, referred to as a clas-
sical shadow. A total of M such estimators can be experi-
mentally inferred and accumulated to approximate ρ as

ρ̂ = 1
M

M∑
m=1

N⊗
n=1

(
3|ψîm,n

〉〈ψîm,n
| − I

) M→∞−→ ρ. (4)

It is worthwhile to emphasize that each term in this average
is highly unphysical, because each contains many negative
eigenvalues that also become exponentially large. The cru-
cial insight from Ref. [14] was that these unphysicalities
quickly average out. In fact, empirical averages of such
unbiased single-shot estimators converge much quicker
than physical density matrix estimators that necessarily
contain a bias. In the following, we present rigorous con-
vergence guarantees that underscore this claim and refer
to Appendix A 8 for additional context and exposition.
Another crucial observation is that, compared to standard
linear inversion in Eq. (2), the processing of classical
shadows is performed in the dimension of the quantum
state 2N · 2N , which is the minimal possible dimension
for full tomography; see Appendix A 9 b. Moreover, pre-
dicting linear observables using classical shadows is even
more efficient as it suffices to reconstruct a subset of
ρ solely where operators act on. In Appendix A 10, we
show how we can formalize these considerations to derive
a measurement budget for estimating linear observables.
Suppose that we are interested in estimating a total of
L 
 1 subsystem observables tr(Olρ), where each Ol only
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acts nontrivially on (at most) K ≤ N qubits. Then,

M ≥ 8
3 6K log(2L/δ)/ε2 (5)

measurements suffice to jointly ε-approximate all observ-
ables with probability (at least) 1 − δ. We emphasize that
this is a novel, rigorous a priori bound based on mini-
mal assumptions. In practice, convergence sets in (much)
earlier. A full derivation and additional context is pro-
vided in the Appendix. For now, we merely point out that
improvements of order 2K are possible for the exponen-
tial scaling in case the observables in question have small
Hilbert-Schmidt norm, as is the case for fidelities. Apart
from linear observables, classical shadows also promise
to allow for efficient estimation of nonlinear functions;
see Appendix A 11. Whereas the full scope of nonlinear
functions is covered in the Appendix, here we focus on a
quadratic estimator in form of the (subsystem) purity

p̂(M ) =
(

M
2

)−1 ∑
m<m′

tr(σ̂mσ̂m′), (6)

as purity generally obeys hard convergence properties and
also provides a means to measuring entanglement via
Rényi entropies (see below). The latter are given by the
negative logarithm of subsystem purities, corresponding to
certain bipartitions of the state. Similar to before we can
derive a measurement budget, where

M ≥ 6L3K/(ε2δ) (7)

measurements allow for ε-approximating L subsystem
purities of size (at most) K with probability (at least)
1 − δ. We emphasize that this is again a novel, rigorous
a priori bound based on minimal assumptions; actual con-
vergence sets in much quicker. However, this bound still
marks an improvement over the best available results for
purity estimation with randomized single-qubit measure-
ments [32,33]. The improvement follows from exploiting
the geometric structure of SIC POVMs.

At this point it is also worthwhile to note that the proof
techniques behind Eqs. (5) and (7) are novel. The origi-
nal proof techniques from Ref. [14] do not extend to SIC
POVM measurements, because they rely on a powerful
structural property—a so-called 3-design [34–37]—that
Pauli measurements have, but SIC POVMs do not. We
refer the reader to Appendix A 11 for additional context
and complete proofs. These results demonstrate that clas-
sical shadows in combination with SIC measurements offer
a powerful tool set for measuring entanglement in a scal-
able fashion [32,33]. Whereas our experimental studies
primarily focus on quadratic estimators of Rényi entropy
[Eq. (9)], classical shadows can be extended to higher-
order estimators following the same principles: (i) rewrite
a degree-d polynomial as tr(Oρ⊗d), (ii) replace each ρ with

an independent classical shadow σ̂m, and (iii) average over
all different subselections of distinct classical shadows. We
refer the reader to Refs. [14,32,33] for details. Finally, we
remark that classical shadow estimators from Pauli basis
measurements can in principle be obtained by randomly
sampling over the measurement settings from shot to shot.
Although experimentally feasible, this is highly impracti-
cal. Remarkably, Pauli basis measurements also appear to
lead to slower convergence than SIC measurements.

III. EXPERIMENTAL SETUP AND SIC
IMPLEMENTATION

Experimental results in this work are obtained on
a trapped-ion quantum processor based on a linear
string of 40Ca+ ions, each encoding a single qubit
in the (meta)stable electronic states {S1/2(m = −1/2) =
|0〉 , D5/2(m = −1/2) = |1〉} [38]. A universal set of quan-
tum gate operations is realized upon coherent laser-
ion interaction and comprises arbitrary local single-qubit
rotations together with two-qubit entangling operations,
enabling all-to-all connectivity. A binary qubit measure-
ment is implemented by scattering on the dipole tran-
sition, where fluorescence is only observed if the ion
is in the |0〉 state, thereby separating the computational
basis states {S1/2(m = −1/2) = |0〉 , D5/2(m = −1/2) =
|1〉}; see Fig. 2(a). Equivalent control over the entire S- and
D-state Zeeman manifolds allows for encoding a higher-
dimensional quantum decimal digit (qudit) with up to eight
levels in each ion, combined with full fluorescence readout
of the whole qudit space [17]; see Appendix A 1.

The present work builds on this capability by utilizing
up to four levels per ion to implement SIC POVMs. To
this extent, two additional levels D5/2(m = −3/2) = |2〉
and D5/2(m = +1/2) = |3〉 are taken into account; see
Fig. 2(a). Upon applying the mapping sequence depicted
in Fig. 2(b), each qubit is locally extended to a ququart
where each basis state encodes one SIC vector. A four-
outcome projective measurement is implemented by three
sequential fluorescence detections, where before the sec-
ond detection the population between states |0〉 and |1〉 is
flipped and likewise before the final detection the states
|0〉 and |2〉 are flipped. This enables us to evaluate the full
ququart state probabilities from three binary outcomes. The
entire experimental sequence comprising cooling, state
preparation, mapping the SIC POVM to the ququart, and
four-outcome readout is shown in Fig. 2(c), which we
refer to as a single experimental shot. We remark that this
SIC tomography procedure works independently on each
qubit and that such a single experimental shot delivers the
complete tomographic information of the N -qubit system.

IV. RECONSTRUCTION TIME

While SIC POVMs can significantly speed up data
acquisition, the classical resources needed for
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reconstructing and storing the quantum state ρ is typi-
cally an additional bottleneck in QST [see Eqs. (2) and
(3)]. In the following, we compare the computational
time for reconstructing ρ following various tomography
approaches. For the moment, we solely focus on the classi-
cal reconstruction time, which is dominated by the size of
the involved matrices, and discuss the convergence prop-
erties of the various methods later and in Figs. 7, 12, and
14 in the Appendix. For a system of N qubits, we con-
sider tomography data composed of M = 100 · 3N shots.
This corresponds to 100 shots for each measurement set-
ting used in Pauli tomography, which, on the trapped-ion
platform, has proven to be a good trade-off accounting for
statistics, systematic drifts, and measurement time.

Figure 3 illustrates the classical reconstruction time ver-
sus the number of qubits N for experimental data used
throughout this manuscript. Whereas absolute time reflects
a laboratory desktop computer, relative scaling between
methods remains generally valid. Note that the plot is
double logarithmic in the number of shots M = 100 · 3N .
While MLE methods always obey physical constraints,
solving the convex optimization problems is costly and
only feasible for small system sizes. We find MLE with
SIC measurements to be more efficient, due to handling
matrices of maximum size 4N · 4N , in contrast to 6N · 4N

for the overcomplete Pauli basis. However, MLE quickly
becomes infeasible as the number of qubits increases. SIC
LI suffers an initial offset to Pauli LI due to comput-
ing ququart instead of qubit state probabilities, which, for
the MLE approaches, is masked in the overhead of con-
vex optimization from Eq. (3). As the number of qubits
increases, SIC makes up for this, as the computations are
performed in a smaller dimension. Although computation-
ally much cheaper than MLE, even LI becomes increas-
ingly costly due to the memory requirements of processing
the inverse superoperator Sp from Eq. (2). Already for six
qubits this requires 268.4 and 3100 MB for SIC and Pauli
measurements, respectively. Scaled up further, this will
rapidly exceed the memory of today’s computers. Alterna-
tively, inversion of Sp could be done row by row to reduce
memory load, but this would be more time consuming than
precalculating the inverse S−1

p as we have done here. While
linear observables under LI are proven to quickly converge
(see Appendix A 10), nonlinear functions suffer from non-
physical properties in the form of negative eigenvalues;
see Fig. 4(b). Furthermore, PLS adds negligible computa-
tional overhead over LI and is thus neglected in this com-
parison. PLS does, however, affect the convergence and
accuracy of the estimators, as shown and discussed further
below.

Finally, we find the best scaling for the SIC-based clas-
sical shadows from Eq. (4), where data are processed at the
dimension of the density matrix, 2N · 2N , avoiding matrix
inversion or optimization altogether. Instead, individual
experimental shots are accumulated, offering convenient
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FIG. 3. Classical run time comparison for tomographic recon-
struction methods. Comparison of the computational run time
for state reconstruction using LI [Eq. (2)] or MLE [Eq. (3)] for
both Pauli [Fig. 1(c)] and SIC tomography [Fig. 1(d)], as well
as SIC-based classical shadows [Eq. (4)] as a function of the
system size. For each qubit number N , the reconstruction con-
siders M = 100 · 3N experimental shots (i.e., 100 shots per Pauli
basis; see the text). The analysis is conducted on a standard desk-
top computer and plotted double logarithmically in the number
of experimental shots. We find that both MLE methods require
the highest computational resources, with SIC MLE significantly
faster as the processed dimension is lower with 4N · 4N compared
to 6N · 4N for Pauli tomography. LI with SIC measurements
shows an initial time offset to Pauli tomography arising from han-
dling ququart (dim = 4N ) instead of qubit data (dim = 2N ), but
grows much more slowly with system size. Among the LI meth-
ods, we find the classical shadow reconstruction to be the fastest
for an increasing number of qubits, as it accumulates each indi-
vidual shot in dimension 2N · 2N [see Eq. (4)], avoiding the costly
matrix inversion in dimension 4N · 4N or 6N · 4N as required for
SIC and Pauli tomography, respectively.

updates of ρ for every new set of data. As a consequence
of this individual accounting for every shot, the computa-
tional complexity of this method grows linearly with the
total number of shots. While this linear overhead leads
to slightly worse performance for very small systems, it
is more than compensated by the improved exponential
scaling with qubit number (2N · 2N versus at least 4N · 4N )
for large systems. Hence, the SIC-based classical shadows
clearly outperform all other methods for six or more qubits.
Note that, for large-scale systems, the gap between classi-
cal shadows and standard LI becomes even larger as row
by row LI becomes requisite.

V. ESTIMATING PROPERTIES OF THE STATE

Here we shift our attention towards convergence of the
different tomography estimators. In particular, we show-
case the classical shadows’ unique feature of efficiently
predicting nonlinear properties of even large-scale quan-
tum systems. To this end, we experimentally perform
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(a) (b) (c)
LI

LI
LI LI

FIG. 4. SIC-based classical shadow tomography of a five-qubit absolutely maximally entangled (AME) state. We compare the
convergence of LI [Eq. (2)] and classical shadow tomography using SIC measurements [Eqs. (4)–(6)]. We additionally use PLS
following Refs. [27–29], explained in the text. (a) In terms of convergence, we find both SIC LI from Eq. (2) and SIC shadows
LI from Eq. (4) to overlap, which is expected due to their similarity. We remark that in terms of reconstruction SIC shadows LI
is computationally more efficient; see Fig. 3. PLS incorporates physical constraints [tr (ρ) = 1 and ρ > 0], but underestimates the
fidelity for a small number of shots and converges very slowly, requiring at least an order of magnitude more shots (indeed slower
than MLE, additionally confirmed by experiments in Appendix A 2 and numerical simulations in Appendix A 6). Here, connected
data points represent an individual experimental run, while shaded regions represent 1 standard deviation around the mean value
of multiple batches of experimental data at identical shot numbers. (b) When estimating purity, LI shows highly unphysical behavior
under insufficient statistics and does not converge in the plot. Physical constraints can be corrected by PLS, although at the cost of much
slower convergence. On the other hand, classical shadow purity estimators [Eq. (6)] display very quick convergence. The dash-dot line
indicates the ideal value. (c) Estimated Rényi entropies [Eq. (9)] from subset purities across all bipartitions converge very quickly for
all methods. The lack of difference between the methods is likely due to the small system sizes, and for increasing bipartition sizes, we
expect similar behavior as in (b). Note that bipartitions are denoted by tuples (2, 3) qubits and (1, 4) qubits, referring to the number of
qubits in each part.

tomography on a five-qubit AME state [39]

2
√

2 |�5,2〉 = |00000〉 + |00011〉 + |01100〉
− |01111〉 + |11010〉 + |11001〉
+ |10110〉 − |10101〉 . (8)

AME states are the most entangled states in the sense
that they are maximally entangled in all bipartitions [40].
This makes them interesting for applications in quan-
tum error correction [41], quantum teleportation, quantum
secret sharing, and superdense coding [42]. Alas, their gen-
eral existence remains unknown for all but the smallest
systems.

We characterize the five-qubit AME state from Eq. (8)
using SIC tomography data. The results in Fig. 4(a) indi-
cate that both LI methods converge very quickly in fidelity,
as is likewise expected for all linear observables; see
Appendix A 10. In terms of convergence SIC LI from Eq.
(2) and SIC shadows LI from Eq. (4) expectantly over-
lap due to their similarity, whereas the latter is found to
be more efficient in terms of reconstruction; see Fig. 3.
In contrast, incorporating physical constraints with PLS
drastically slows convergence [29], because truncation of
negative eigenvalues produces a bias [43]; see also Fig. 12
in Appendix A 6. We repeatedly confirm this bias by
experiments in Appendix A 2 as well as numerical simu-
lations in Appendix A 6. We further estimate the state’s

purity, as an example of an archetypal nonlinear func-
tion of the full state. Here LI shows highly unphysical
results under insufficient statistics that do not converge in
the plot, while the classical shadow purity estimators from
Eq. (6) converge rapidly after only about 3000 shots; see
Fig. 4(b). Finally, most inspired by applications, we probe
the state’s entanglement by estimating all second-order
Rényi entropies

S(2)(ρA) = − log2 tr (ρ2
A) (9)

with the reduced density matrix ρA for part A of a biparti-
tion (A, Ā) together forming ρ [44]. In Fig. 4(c), we present
results on Rényi entropies following Eq. (6) and particu-
larly cover all bipartitions denoted by tuples (1, 4) qubits
and (2, 3) qubits, referring to the number of qubits in each
part. Note that, for classical shadow prediction, only the
subset qubits in the smaller partition need to be taken into
account. This leads to a drastic speedup of the analysis
for larger scale systems. Moreover, all predictions can be
analyzed after the data have been acquired.

For comparison, we also analyze the AME state with
Pauli tomography; see Fig. 7 in Appendix A 2. Slowest
convergence is consistently found for PLS, which is also
notably slower than regular MLE. We additionally con-
firm this by numerical simulations, considering only shot
noise, i.e., statistical noise; see Appendix A 6). Given only
a few experimental shots, SIC tomography outperforms
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Pauli tomography in the case of MLE reconstruction, likely
because the SIC POVM provides the optimal information
gain per shot. Curiously, however, for large shot num-
bers, Pauli MLE starts to outperform SIC MLE in terms
of convergence. We suspect this to be a result of the over-
completeness of the Pauli basis, where very large shot
numbers may lead to improved accuracy for each orthog-
onal direction. Note that all methods converge to the same
point, as verified in numerical simulations; see Fig. 12 in
Appendix A 6.

In conclusion, we find SIC tomography to be preferable
over Pauli tomography in regards to both classical com-
putation time and convergence speed. At the same time,
the underlying classical shadow formalism provides the
potential for scaling to large quantum systems. We empha-
size that the moderately lower quantitative performance
of SIC tomography observed in our data is not inher-
ent to the method, but due to experimental imperfections,
i.e., the additional overhead in mapping SIC POVMs to
ququarts, and the four-outcome readout; see Appendix A 1.
These technical imperfections can be overcome in future
devices.

VI. LIVE-UPDATE TOMOGRAPHY

Since the SIC POVM contains full tomographic infor-
mation within each shot, it provides a unique way to
speedup QST. Combined with classical shadows, which
work by accumulating estimates in each shot according to
Eq. (4), SIC tomography can be performed in real time
(or “online”), i.e., a live update is performed for every
new set of experimental shots. Apart from reducing time
overheads by performing experiment and analysis at the
same time, this approach has the big advantage that the
experiment can be stopped as soon as all properties of
interest are (believed to be) accurately estimated. Based
on these ideas, we demonstrate a live reconstruction of
a maximally entangled eight-qubit state. Specifically, we
use a Greenberger-Horne-Zeilinger (GHZ) state with an
additional local π/4 rotation of all qubits as a proxy for a
generic maximally entangled state that is not aligned with
any of the tomography bases to provide a fair compari-
son.

Figure 5(a) presents results on the estimation of fidelity,
purity, and Rényi entropies [Eq. (9)], the latter for all pos-
sible (2, 6)-qubit bipartitions. Purity of the full eight-qubit
state is found to converge the slowest, after around 1000 s.
This is still a drastic speedup compared to LI, which, after
an order of magnitude longer averaging time still produces
unphysical results. We qualitatively conclude that an esti-
mated property has converged by the time the observed
values no longer change significantly with additional data,
while neglecting slow experimental drifts. Fidelity con-
verges after less than 500 s and Rényi entropies saturate
almost immediately on the presented timescale. We remark

that both curves for SIC shadows LI and SIC shadows
quadratic overlap as a consequence of the fast converging
two-qubit subsets. Figure 8 in Appendix A 3 additionally
characterizes data on the eight-qubit state in postprocess-
ing to deliver both uncertainty estimates as well as results
on all bipartitions. In Fig. 5(a), live updates are tracked
up to 2500 s, which is the limit beyond where the anal-
ysis starts to take longer than the data acquisition [due
to the quadratic scaling in the number of shots for purity
estimation; see Eq. (6)]. We extend the discussion about
the time relation between data acquisition and data pro-
cessing in Fig. 5(b), where we acquire 100 experimental
shots in about 2.4 s and show the entire 12 500 s of data
taking. Over this time, we observe that the computational
time nicely follows the expected quadratic growth with
shot number, relating to the number of approximated ρ
to compare in Eq. (6). When focusing on entanglement
properties, the full-system purity can be excluded from the
analysis. We then find that all bipartition Rényi entropies
can be estimated in real time throughout the entire time
of data acquisition. On top, simulations suggest that even
on an 18-qubit state all bipartition Rényi entropies can be
estimated live for around 1000 s.

VII. DISCUSSION AND OUTLOOK

We have demonstrated that real-time SIC tomography
enables the prediction of Rényi entropies in less experi-
mental shots than required for a minimal Pauli tomography
implementation (see Fig. 5). Depending on the state and
estimator, SIC tomography has the potential to signifi-
cantly speed up the prediction of many more properties of
quantum states. Beyond Rényi entropies, we challenge SIC
tomography in a state identification game partly inspired
by Ref. [45]. We show that it excels over other state-of-
the-art methods (see Fig. 10 in Appendix A 5). For the
challenge in question, SIC tomography required less than
20 shots to correctly identify a randomly chosen four-qubit
linear cluster state among 16 orthogonal state possibilities,
clearly outperforming any Pauli QST method. Note that
such a speedup in favor of SIC tomography will become
even more pronounced on up-scaled systems.

In practice, we accumulate 100 shots for each classi-
cal shadow approximating ρ following Eq. (6) that we
refer to as batching, which in this particular case allows
us to analyze the data in real time until all properties
of interest converge. This postprocessing trick enables
a trade-off between computational time and convergence
speed, which is studied thoroughly through numerical sim-
ulations in Fig. 9 in Appendix A 4. A suitable batch size
must be decided on a case-by-case basis. From a practi-
cal point of view, the experimental noise might also fall
into consideration as it affects the targeted accuracy. Thus,
batching experimental shots for the analysis comes as a
handy tool for reducing analysis time with a limited effect
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(a) (b)

LI

18q: all bipartitions
(simulation)

FIG. 5. Live-update SIC tomography of a maximally entangled eight-qubit state. We prepare a locally rotated GHZ state and probe
the state via live-update SIC tomography. The local π/4 rotation ensures that the state is not aligned with any tomography basis and can
serve as a proxy for an arbitrary entangled state. Data analysis is performed in parallel to data acquisition to get the quickest possible
feedback. Shot-by-shot reconstruction is realized via classical shadows [Eqs. (4)–(A20)]. (a) Experimental results on purity (left),
fidelity (middle top), and all (2, 6)-qubit bipartition Rényi entropies (middle bottom) obtained live in a time regime where the data
acquisition time dominates. We find the purity from classical shadows to have converged after less than 1000 s, with the other measures
converging significantly faster. Fidelity converges very fast below 500 s and Rényi entropies saturate almost immediately. Note that,
for the latter, the curves for SIC shadows LI and SIC shadows quadratic overlap due to the fast convergence for small subsystem
sizes. The dash-dot line indicates the ideal value. (b) Comparison of the time for data acquisition (left-pointing triangles) following the
expected linear curve along times curves for data analysis utilizing different methods and metrics covering the entire 12 500 s of data
taking. When analyzing fidelity, purity, and all (2, 6)-qubit bipartition Rényi entropies (circles) as shown in the experimental results
of (a), live update is possible for around 2500 s. This is expected, since the shot-by-shot data analysis scales quadratically with the
total shot number; see Eq. (6). Estimating only Rényi entropies for all bipartitions (diamonds), on the other hand, remains feasible
for the entire time as it overlaps with data acquisition (left-pointing triangles) following the linear curve. Additionally, we simulate
the estimation of all Rényi entropies of an 18-qubit (18q) state (crosses) by considering the data acquisition overhead (left-pointing
triangles), demonstrating that this in principle also remains feasible to perform live.

on convergence and thereby extends the window for doing
real-time analysis.

Though SIC POVMs are optimal for tomography [4],
they are not known to exist in every dimension. Indeed,
just resolving this issue would have far-reaching conse-
quences for the foundations of mathematics [46]. For a
given Hilbert space of dimension d = 2N , a SIC con-
structed in that space is referred to as a global SIC, whereas
a measurement composed of N two-dimensional SICs is
referred to as a local SIC. If they indeed exist, global SIC
tomography would be sample optimal in the sense that it
saturates fundamental lower bounds from information the-
ory [29,47] (joint measurements across many state copies
could still yield further improvements [47,48]). Global
SIC measurements would, however, be challenging to real-
ize on quantum hardware. Quadratic circuit sizes (in the
number of qubits) may be necessary, because the associ-
ated SIC states form a 2-design—a concept closely related
to chaos and information scrambling [49]. And recent
works provide lower bounds on the minimum circuit depth
required to achieve information scrambling [50]. We con-
clude that, although local SICs may be less efficient than
global SICs in terms of measurement complexity [29,51],
they are much cheaper to implement. In addition, they are
informationally complete and optimal amongst all possible
local measurements [51].

To further improve system predictions, one might want
to adapt the measurement basis depending on the state to
analyze, potentially reducing quantum shot noise and offer-
ing a speedup in convergence. The concept of adaptive
tomography follows those means, where the measurement
setting is adjusted based on the outcomes of prior measure-
ments [11,52–56]. In the most extreme cases, the measure-
ment settings are changed after each shot. Although this
has been demonstrated in some settings [57–61], it requires
both additional classical computation and physical setting
adjustments, rendering it potentially very time consuming.

In contrast, the SIC POVM representation from Fig. 1(d)
turns out to be very efficient and practical. Moreover,
we studied convergence properties of states with different
overlap to either SIC POVM or Pauli basis; see Appendix
A 7. Interestingly, purely local states analyzed by SIC sig-
nificantly increase convergence when a component along
one of the nonorthogonal SIC POVMs vanishes, obeying
the concept of unambiguous state discrimination [62]. For
randomly aligned, or correlated states, however, the effect
vanishes, making the local rotation of the SIC POVM
irrelevant. However, for estimating Pauli observables, the
rotation does matter, with the optimal alignment given
such that the overlap with the Pauli basis is symmetric;
see Fig. 15(b) in Appendix A 7. This rotated SIC will
be notably useful for VQE applications, as those rely on
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efficient Pauli observable measurements. Moreover, inves-
tigating state dependencies more comprehensively holds
the potential for interesting future research.

Finally, we emphasize that the combination of SIC-
POVM measurements with the classical shadow formalism
is well suited for directly estimating higher-order polyno-
mials of an unknown density matrix ρ. As discussed in
Appendix A 12 and following ideas from Refs. [32,33],
this opens the door for mixed-state entanglement char-
acterization of large-scale systems in real time, a likely
requirement in the development of scalable quantum tech-
nology.

DATA AVAILABILITY

The data underlying the findings of this work is available
at [63].
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APPENDIX: EXPERIMENTAL SINGLE-SETTING
QUANTUM STATE TOMOGRAPHY

1. Experimental toolbox

Experimental implementations here and in the main text
are performed on a trapped-ion quantum computer, which
is schematically shown in Fig. 6(a). The device operates
on a string of 40Ca+ ions stored in ultrahigh vacuum using
a linear Paul trap. Each ion acts as a qubit encoded in
the electronic levels S1/2(m = −1/2) = |0〉 and D5/2(m =
−1/2) = |1〉 denoting the computational subspace [38].

Quantum state manipulation is realized upon coher-
ent laser-ion interaction. A universal gate set comprises
addressed single-qubit rotations with an angle θ around
the rotation angle φ in the equatorial plane of the
form Rj (θ ,φ) = exp(−iθ(cosφσ x

j + sinφσ y
j )/2) with the

Pauli operators σ x
j = Xj or σ y

j = Yj acting on the j th

(a) (b)

FIG. 6. Schematic of the trapped-ion quantum processor using 40Ca+. (a) Each ion within the linear string encodes a qubit (|0〉,
|1〉) or ququart (|0〉, |1〉, |2〉, |3〉). A universal gate set is realized upon coherent laser-ion interaction using tightly focused beams,
addressing single ions for local gates (bright red) and pairwise ions for entangling gates (dark red). Alternatively, we can globally
address all ions simultaneously. Readout is performed via collective fluorescence detection (DET); see the text for details. (b) 40Ca+

level scheme with a dipole transition (397 nm) for cooling and detection, a metastable quadrupole transition (729 nm) for encoding
qubits and ququarts within the Zeemann submanifold as well as transitions for repumping at 854 and 866 nm. The labeled transitions
(1, 2, 3) provide coherent connection between all ququart states.
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FIG. 7. Comparison between SIC and Pauli tomography for a standard set of reconstruction methods. Using the five-qubit AME
state from Fig. 4 in the main text, we analyze fidelity, purity, and negativity from Eq. (A1). Because of the increased experimental
complexity, we observe that SIC methods generally converge to slightly lower values than Pauli; however, this is not inherent to the
method, but rather the implementation. (a) Fidelity converges quickest for LI approaches, as expected for general linear functions; see
Appendix A 10. Convergence of PLS, however, is very slow compared to all other methods. SIC MLE at low shot numbers performs
better than Pauli MLE as SIC measurements provide the maximum information gain. (b) SIC-based classical shadows (“SIC shadows
quadratic”) demonstrate the best convergence for purity. MLE methods converge similarly to (a), but LI methods show very slow
convergence with highly unphysical results, making their use problematic in practice. (c) As a commonly used entanglement measure,
we evaluate the negativity of the reconstructed states; see the text for details. As expected, this property converges the slowest, since
it is a global property of the density matrix (making this nonscalable), with LI again showing highly unphysical results. Bright shaded
regions represent 1 standard deviation around the mean value when averaging multiple sets at the given shot number. Black horizontal
lines denote ideal values.

qubit, together with two-qubit Mølmer-Sørenson entan-
gling gate operations MSi,j (θ) = exp(−iθXiXj /2) [65].
Multiple addressed laser beams, coherent among them-
selves, allow for arbitrary two-qubit connectivity across
the entire ion string [17]. Optionally, all ions can be
addressed simultaneously using a global beam to enable
both collective local operations as well as collective
entangling operations MS(θ) = exp(−iθ

∑
j<� Xj X�/2).

We choose whatever is more efficient for the underlying
experiment. Initial state preparation in |0〉 is reached after
a series of Doppler cooling, polarization-gradient cooling,
and sideband cooling. Readout is realized by exciting a
dipole transition coupled to the lower qubit level |0〉 and
collecting its scattered photons, from which the computa-
tional basis states |0〉 and |1〉 can be identified. Thereby, a
qubit’s state is revealed by accumulating probabilities from
multiple experimental runs. The dipole laser collectively
covers the entire ion string, which enables a complete
readout in a single measurement round. Additional pump
lasers support efficient state preparation as well as cooling
and prevent the occupation of unwanted metastable states
outside the computational subspace {|0〉 , |1〉}. Beyond the
qubit level, we hold equivalent control over the entire S-
and D-state Zeeman manifolds with up to eight levels
in each ion, allowing us to encode a higher-dimensional
quantum decimal digit (qudit); see Fig. 6(b). In this
work we make use of up to four levels, denoting a
ququart via additionally employing D5/2(m = −3/2) =
|2〉 and D5/2(m = +1/2) = |3〉 alongside both qubit states.
Ququart readout can be performed via three consecutive

fluorescence detections, where before the second detec-
tion the population between |0〉 and |1〉 is switched and
before the third and final detection the population between
|0〉 and |2〉 is switched; see Fig. 2(c) in the main text.
Combining these three binary outcomes enables us to
evaluate the ququart state probability within a single exper-
imental run. Note that fluorescence detection in the case
of measuring a bright state, even on only a single ion,
heats up the entire ion string due to photon scattering as
the qubits motion is coupled through the coulomb interac-
tion. This is counteracted by a sequence of Doppler and
polarization-gradient cooling after each individual detec-
tion, independent of its outcome, to keep the quality
of postmeasurement bit-flip operations high and thereby
suppress detection errors.

The last paragraph of this experimental setup section
is dedicated to technical errors limiting our tomography
experiments. Performance on SIC tomography is gener-
ally found to be moderately lower compared to Pauli
tomography; see Fig. 4 in the main text. Evidently, this per-
formance decrease is not inherent to the method, but rather
owed to technical errors for two main reasons. (1) The SIC
tomography implementation generates an overhead of five
local pulses per qubit used for mapping qubit to ququart,
depicted in Fig. 2(b), as well as two additional bit flips real-
izing the four-outcome readout; see Fig. 2(c). In contrast
each Pauli setting requires just one local pulse per qubit,
yet requires three orthogonal measurements per qubit to
extract full tomography information. Our trapped-ion setup
has a single-qubit gate fidelity of 0.9994(3) estimated from
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randomized benchmarking as well as a two-qubit gate
infidelity of roughly 0.98(1) estimated from a decay of
fully entangling MS gates [17]. The latter two-qubit gate
fidelity might slightly fluctuate from pair to pair. Moreover
crosstalk to adjacent ions have an influence. (2) After each
insequence detection the CCD camera demands for a 3-ms
pause to process the data, before the upcoming sequence
continues. However, we utilize this time for recooling
the ion string via Doppler and polarization-gradient cool-
ing. During this pause the ions are exposed to amplitude
damping due to spontaneous decay from the upper D-state
states, having a lifetime of about 1 s. Accounting for all
this throughout measurement taking, we observe a loss of
fidelity per qubit between Pauli and SIC tomography of
less than 1%. Thus, extracting complete tomography infor-
mation in a single experimental run, i.e., shot, comes at the
expense of a more complex experiment, which is however
of a technical nature and can be overcome in future devices
with reduced single-qubit error rates as well as with faster
processing CCD cameras, which nowadays already exist.
More importantly, only SIC tomography offers the unique
potential to predict nonlinear properties in large-scale sys-
tems, as pointed out here further below and in the main
text.

2. Comparing tomography methods

We start off by presenting complementary experimen-
tal data covering the five-qubit AME state from Fig. 4 in
the main text. Whereas in the main text the focus was on
scalable approaches, especially SIC-based classical shad-
ows, here we compare these results to Pauli tomography
according to Figs. 1(a) and 1(c) using linear inversion and
MLE reconstruction following Eq. (3). Generally, linearly
reconstructed density matrices exhibit negative eigenval-
ues in the case of insufficient statistics, which manifest
themselves particularly in unphysical values for nonlin-
ear functions of the density matrix, as indicated by purity
values above 1. Physical constraints can be imposed on
LI, through truncation of negative eigenvalues following
Refs. [27–29], which we refer to as PLS. Importantly, PLS
adds only a negligible computational overhead to LI. Con-
sequently, the covered set of tomography approaches is
representative in the field of quantum computation and
quantum information. Figure 7 depicts results on fidelity,
purity, and negativity, with the latter being a common
measure of entanglement, albeit one that is challenging to
access with experiments.

Note that, for five-qubit Pauli tomography, 35 = 243
settings are required, where for this particular case, each
setting is repeated 100 times, leading to the stated maxi-
mum shot number of 24 300. A hundred shots per setting
proves to be a good trade-off in the trapped-ion platform,
accounting for both statistics and systematic drifts in the
experiment. The moderately lower performance (in terms

of the numerical values) of SIC tomography is not inherent
to the method, but comes from technical imperfections due
to experimental overhead. In particular, the mapping of the
SIC POVM to ququart states as well as the four-outcome
readout, both essential for single-setting tomography, add
experimental complexity; see Appendix A 1.

Figure 7(a) shows that the fidelity converges very
quickly for LI approaches, as is expected for general lin-
ear operators; see Appendix A 10. Interestingly, Pauli MLE
performs worse than all other methods at very few shots,
while SIC-based methods perform very well, even for low
shot numbers, since this measurement extracts the maxi-
mal amount of information for a generic state. PLS, on the
other hand, despite the computational efficiency, converges
much slower than the other methods, even including MLE
[29]. For quadratic measures in Fig. 7(b), it becomes clear
that LI methods produce highly unphysical results that take
a long time to converge, limiting the usefulness of these
methods in practice. PLS solves this problem, but again
shows very slow convergence. Both problems are solved
by the SIC-based classical shadow purity estimator from
Eq. (A20), which demonstrates both fast convergence and
accurate (physical) estimates. Finally, we study negativ-
ity as a commonly used measure of quantum entanglement
[66]:

N (ρ) = ||ρ
A ||1 − 1
2

. (A1)

Here ρ
A represents the partial transpose with respect to
subsystem A of a bipartition (A, B) together forming ρ.
The 1-norm in Eq. (A1) denotes the absolute sum of all
negative eigenvalues given by ρ
A . By construction, the
partial transpose of a separable state cannot have negative
eigenvalues, such that the negativity vanishes. Quantum
negativity is an entanglement monotone: if it is positive
then the underlying state must be entangled. The converse,
however, need not be true in general [67].

As in the main text, we consider the bipartition (2, 3) for
the five-qubit system. We find a significantly slower con-
vergence than for Rényi entropy (see Fig. 4). This is due to
the requirement for processing the entire density matrix ρ
for quantum negativity as opposed to the classical shadow
subsystem purity estimator, which is only evaluated on
the smaller partition. The same convergence behavior is
confirmed by numerical simulations discussed in Fig. 12
below. Classical shadows, on the other hand, allow for
tighter classifications of entanglement [32,33]. The key
idea is to probe the presence of negative eigenvalues in
the partial transpose by comparing degree-d polynomials
in the underlying density matrices. As d increases, these
tests become tighter and eventually recover the negativity
condition for entanglement [N (ρ) > 0]. Classical shad-
ows allow the estimation of all polynomials involved, but
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the classical postprocessing cost becomes less and less
favorable as the polynomial degree d increases [33].

We emphasize that, from the given set of tomography
schemes, SIC-based classical shadow estimators deliver
the best results in terms of both convergence as well as
practicability. MLE reconstruction typically fails due to a
lack of computational power and LI neglects physical con-
straints—a shortcoming that becomes very pronounced for
nonlinear observables. Incorporating physical constraints
by projection (PLS) remains computationally efficient,
but leads to considerably poorer convergence behavior.
Finally, classical shadows are the only approach for effi-
ciently predicting nonlinear functions, such as mixed-state
entanglement [32,33] of large-scale systems.

3. Complementary results on the rotated eight-qubit
GHZ state

In the live-update discussion of Fig. 5 in the main text
all two-qubit bipartitions were evaluated on top of fidelity
and purity. Here we analyze the same data in postpro-
cessing to present results on all bipartitions ((1, 7) qubits,
(2, 6) qubits, (3, 5) qubits, and (4, 4) qubits). This eval-
uation for all possible pairs is not possible in real time
on a standard desktop computer. We average until 50 000
shots (roughly 1200 s of data taking), where the SIC-
based classical shadow purity estimator [Eq. (A20)] of the
eight-qubit state, representing the most demanding prop-
erty, has converged. Data are taken for a total of 12 500
s. Note that at around 40 000 shots almost no change is
visible in the classical shadow purity as well as the respec-
tive standard deviation. The latter is due to systematic
experimental drifts over the course of the long time mea-
surement. Here we batch 100 shots for each approximate

ρ following Eq. (4), which speeds up the analysis without
significant loss in accuracy; see Appendix A 4 for a thor-
ough study of batch sizes considering both analysis time
and accuracy. We also observe that the convergence of
bipartitions from LI become significantly slower than clas-
sical shadows as the subsets get larger. For PLS, individual
bipartitions even visually separate [see Fig. 8(c)], indicat-
ing very slow convergence behavior, confirming similar
observations throughout the main text and Appendix.

Pauli tomography is neglected here as all bipartition
Rényi entropies from SIC-based classical shadows con-
verge faster than the time it takes to obtain just a sin-
gle measurement per Pauli setting. Moreover, there is no
efficient way of adding physical constraints to the recon-
structed state ρ as MLE for an eight-qubit state is unfeasi-
ble on standard desktop computers, and PLS delivers sig-
nificantly worse convergence. The findings here agree with
those of the five-qubit AME state, previously discussed.
SIC-based classical shadow estimators demonstrated to be
most suitable for predicting nonlinear functions towards
larger system sizes. Apart from the exemplified quadratic
measures utilized in purity and Rényi entropy, classical
shadow estimators support higher polynomial functions
following the same principles [32].

4. Classical shadow convergence and practicability

In the live-update studies from Fig. 5(b) in the main
text, we demonstrated real-time analysis of ongoing SIC
tomography experiments, until all properties of interest
were accurately estimated. How long the analysis can be
performed in real time, however, depends on the size of
the subsystems to be analyzed, as well as the type and num-
ber of functions to be estimated in parallel. Whereas time

(a) (b) (c)

LI

FIG. 8. Detailed postprocessing analysis of the rotated eight-qubit GHZ state from Fig. 5 in the main text. Results now cover all
bipartitions, which is not feasible in real time on a desktop computer. Shaded regions represent 1 standard deviation around the mean
value when averaging over multiple sets of a total of 12 500 s of data. (a) We find fidelity from LI to converge before 20 000 shots,
i.e., 500 s of data taking. (b) Classical shadow purity as converges well by 40 000 shots, or about 1000 s of data taking, which in
the postprocessing analysis here is also confirmed by the saturation of the standard deviation towards more shots. The remaining
fluctuations arise from systematic drifts in the experiment over the course of the measurements. (c) SIC-based classical shadows
converge even quicker than the time it takes to measure just one shot per Pauli basis. On the other hand, LI and PLS are significantly
slower, with PLS even showing a distinct separation between the individual bipartitions [(1, 7) qubits, (2, 6) qubits, (3, 5) qubits, (4, 4)
qubits]. Dash-dot horizontal lines denote ideal values.
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FIG. 9. Numerical simulations of batching SIC-based classi-
cal shadow purities. We plot the purity’s standard deviation from
100 repetitions of each point in the 2D grid using a logarithmic
color scheme. A three-qubit linear cluster state is utilized in these
numerical simulations, although the particular state and qubit
number does not effect the qualitative picture. Regions of similar
accuracy are found to have a certain almost vertical extension,
indicating that bunching does not significantly degrade accu-
racy, while greatly reducing computation complexity. The ideal
batch size must be evaluated on a case-by-case basis, weighing
convergence against analysis time.

consumption for linear observables by means of SIC
classical shadows remains constant over the course
of data acquisition—individual experimental shots are
simply processed and accumulated according to Eq.
(A15)—nonlinear functions generally require higher-order
products of all combinations from the given set of shots;
see Eq. (A20). The resulting scaling is governed by the
maximum polynomial order of the function in question
minus one. For quadratic functions, in particular, the com-
putation time for every new shot grows linearly with the
number of already accumulated shots M . Hence, over
the course of the data acquisition, this can eventually
become computationally demanding, especially for large
problem sizes where a large number of shots must be
accumulated. Thus, to perform nonlinear function anal-
ysis in real time, one either keeps subsystems (and by
that shot requirements) relatively small or uses a so-called
batching approach, where multiple shots are bundled to
estimate a more accurate ρ and thereby reduce the num-
ber of costly higher-order product combinations. In this
section, we discuss the potential, as well as limits, of
increasing the batch size in contrast to comparing single
shots. To develop a quantitative statement, we perform

FIG. 10. Decision game. A quiz master constructs a quantum
game where she provides us experimenters, having access to a
quantum computer, with a circuit to prepare a state and perform
measurements. After the measurement stage, we must report a
certain property. Importantly, the property is only revealed after
the experiment has been completed, preventing us from simply
measuring the property in question. The aim is to win this chal-
lenge with as few experimental shots as possible. In the present
case a single state from a fixed set is randomly chosen and
implemented, which we then have to identify in as few shots as
possible. SIC tomography delivers a reward in less than 20 shots,
whereas the smallest Pauli tomography instance requires 34 = 81
shots. Distance refers to the minimum fidelity difference between
the target state and all others; see Fig. 11(b).

simulations on a three-qubit linear cluster state consider-
ing only statistical quantum projection noise. Along those
lines, simulated tomography data are sampled from a
multinomial distribution considering different sample sizes
to mimic experimental shots. Each noisy set of tomography
data is then reconstructed by means of SIC-based classi-
cal shadows, in particular, focusing on the quadratic purity
estimator from Eq. (A20). Since we are only interested in
changes in convergence behavior, the choice of state does
not affect the qualitative statement of these numerical sim-
ulations. We compare 100 different shot numbers for 100
different batch sizes in a practical regime for three-qubit
states. On the one extreme we compare all combinations
of shadows obtained from a single shot each, which is
known to be statistically optimal [see also the discussions
around Eq. (A20)]. On the other extreme we compare just
two shadows, each linearly more accurate, since they are
obtained from averaging half the shots. In between we
can trade-off the quality of the individual estimators versus
the number of comparisons between estimators. By addi-
tionally accounting for analysis time, a sweet spot can be
determined on a case-by-case basis.

We analyze the convergence behavior of these differ-
ent strategies in Fig. 9 by means of the standard deviation
of the classical shadow purity estimator, when repeating
every point in the two-dimensional (2D) grid 100 times.
We plot “shots” against “batch size” using a logarithmic
color coding. Darker regions refer to a more accurate purity
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estimate for the underlying state. A region at a specific
color always shows a certain almost vertical extension,
indicating that batching has a very small effect on accu-
racy. At the same time, however, it offers to speedup the
data analysis significantly. We note that the observed pat-
tern qualitatively remains the same for larger system sizes
and accordingly more shots. Especially for larger subsys-
tems, where a lot of statistics is required, batching has the
potential to significantly speedup analysis. We made use
of this method in Fig. 5 in the main text, where 100 exper-
imental shots were used for each classical shadow. This
turned out to be sufficient to estimate all relevant target
properties in real time.

5. Fast state identification with classical shadows

We now consider a quantum game, where a quiz mas-
ter targets us experimenters, having access to a quantum
computer with a state to prepare and a question about a
certain property. Importantly, the question is only revealed
after performing the experiment. Such a setup is partly
inspired by recent works on quantum-enhanced learning
[45]. Here, we follow a game where the goal is to prepare
a random target state from a fixed set of 16 states and then
pinpoint this target state in as few experimental shots as
possible. Figure 10 depicts the results, where SIC tomog-
raphy allows us to receive a reward in less than 20 shots.
In stark contrast, the minimum number of shots for the
same task using Pauli tomography is 34 = 81. The figure
of merit for this game is the estimated distance between
the states as the minimum difference in fidelity between
the target state and all others. A reward is obtained as soon
as that minimum distance remains positive.

Specifically, in the decision game of Fig. 10, we ran-
domly prepare 1 out of 16 orthogonal four-qubit linear
cluster states. These states correspond to all combinations
of input states |±〉 on the four qubits. The target state is
then identified by comparing the linear-inversion fideli-
ties between the prepared state and all 16 possible targets.
Note that fidelity is a good option for state identifica-
tions as linear observables generally converge quickest
under LI, as we showed experimentally (see Figs. 4 and
5) and also formally derived in Appendix A 10. Figure
11(a) depicts fidelities with respect to all 16 states for
SIC and Pauli tomography against the number of exper-
imental shots. As expected, only one of the curves is
close to fidelity 1, indicating the target state, whereas
all others approach 0 within experimental uncertainties.
We remark that, for the minimal Pauli implementation
given at 81 shots, the state fidelities bunch at two val-
ues distinguishable in the figure due to the limited data.
Going to the next higher settings at 162 and 243 shots,
errors start to distribute indicated by more traces popping
up. The distinguishing performance is even better visu-
alized by plotting the difference between the target state

fidelity and all others in Fig. 11(b). The minimum of these
distances (i.e., the worst case) is also shown in the back-
ground of Fig. 10 and used as our state distinguishability
criterion. Surprisingly, less than 20 experimental shots are
required to pinpoint the state, clearly undercutting the min-
imum for Pauli tomography. This argument can in princi-
ple be extended to larger systems, where we have seen that
properties such as linear observables or Rényi entropies
(see Fig. 5) converge much faster than the 3N experimental
shots required for the smallest instance of Pauli tomog-
raphy. Fast state identification represents another fruit-
ful example where SIC-based classical shadows not only
appear more practical but also impart quicker convergence
for certain tasks than Pauli tomography. The difference in
performance between the tomography approaches origi-
nates from SIC’s bigger experimental overhead (Appendix
A 1) as well as the fact that the analyzed states are stabi-
lizer states in the Pauli basis. Hence, they favor the analysis
using Pauli measurements in terms of convergence; see
Appendix. A 7.

6. Numerical simulations comparing tomography
approaches

This section aims to support previous experimental find-
ings through numerical simulations of convergence under
statistical quantum shot noise. For this purpose, simulated
tomography data are generated by sampling from a multi-
nomial distribution, where the sample size is given by the
number of shots. For the sake of comparability, we per-
form these numerical convergence simulations using the
five-qubit AME state from Fig. 4 in the main text and
Eq. (8). We study both SIC and Pauli tomography and
cover all reconstruction methods as experimentally studied
in Appendix A 2, i.e., LI, PLS, MLE, and, for quadratic
functions, also SIC-based classical shadows. Numerical
results are presented in Fig. 12 on a double-logarithmic
scale, covering infidelity (to better illustrate convergence),
and trace distance as another commonly used property for
state distinguishability:

T(ρ, σ) = 1
2

tr
[√

[(ρ − σ)†(ρ − σ)
]
. (A2)

LI approaches are again found to converge significantly
faster than all other methods in terms of infidelity, while
trace distance shows the opposite behavior due to being
much more complicated to estimate. This is indicative of
the unphysical nature of LI estimates. We further note
that linear-inversion infidelities more often produce neg-
ative eigenvalues in the case of SIC tomography, since
the five-qubit AME state is aligned with the Pauli basis
and thus favors this basis for the estimation of lin-
ear observables; see Appendix A 7. In contrast, MLE
approaches respect those physical boundaries, which result
in valid values on all estimators at the cost of a slower
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(a) (b)

LI
LI

FIG. 11. Fast state identification from SIC tomography. Complementary analysis of the quantum game from Fig. 10. (a) Estimated
fidelity with each of the 16 possible states. Via SIC tomography, we manage to identify the state with less than 20 shots, clearly under-
cutting the smallest Pauli implementation using 34 = 81 shots. (b) For illustration purposes, we plot the fidelity difference between the
generated state and all possible states as individual curves, which provides a distance measure. The minimum of these differences is
used as a state distinguishability criterion to gain a reward; see the text for details.

convergence. Here we also confirm previous experimen-
tal observations (see Fig. 7) that SIC MLE performs better
for small shot numbers than Pauli MLE. This is likely
due to the fact that SIC POVMs provide the optimal
information gain in each shot. Curiously, however, for
larger numbers of shots, Pauli MLE eventually converges
faster. This might be due to the overcompleteness of the

Pauli basis, but remains to be fully understood. While not
specifically presented in this manuscript, we find the very
same behavior for other states having different overlaps
with the Pauli basis and SIC POVM; hence, this effect
does not seem to be due to the choice of state. PLS again
produces the slowest converges as we have already seen
across our experimental studies.

LI

LI

FIG. 12. Numerical simulations incorporating statistical noise covering all tomography approaches. To this extent, quantum shot
noise is incorporated via sampling ideal tomography data from a multinomial distribution, with sample sizes corresponding to the
number of shots. We additionally present infidelity (1-fidelity) and complementary trace distance following Eq. (A2) and plot in
double-logarithmic scale to more clearly visualize several orders of magnitudes. Note that infidelity estimation with LI sometimes
delivers unphysical results, indicated by values out of range of the plot. Note that the smaller number of data points for SIC LI comes
from ignoring unphysical results, which are more likely when the target state is misaligned with the measurement basis; see Appendix
A 7 for details.
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(a) (b)

(c) (d)

FIG. 13. Experimental convergence investigation of local states with different orientation, i.e., basis overlap. The given states are
collectively prepared on eight qubits and partially traced to study multiple subsets. (a) The |0〉 state perfectly aligned with the first SIC
vector. (b) The |1〉 state orthogonal to the first SIC vector, whose component completely vanishes. Convergence in (b) is significantly
faster than in (a) as only three of the nonorthogonal SIC vectors take part. Boosted convergence is related to unambiguous state
discrimination [62], limiting nonorthogonal measurements. (c) Superposition state with maximized overlap with one of the SIC vectors.
(d) Superposition state with minimum overlap with the SIC vectors. Here, convergence of the state in (d) is better than (a) as the state’s
information is more regularly distributed over the SIC vectors, not favoring one, resulting in a higher information gain. Also, note that
the achievable fidelity generally drops with higher qubit number due to experimental imperfections.

Overall, quantum negativity exhibits the slowest conver-
gence, which confirms what we experimentally observed
in Fig. 8. We note that the negativity calculation always
requires the full density matrix independent of the bipar-
tition. This is in stark contrast to Rényi-entropy-based
measures and general nonlinear functions supported on a
subset of the system, which can be estimated efficiently
using SIC-based classical shadows. The latter again show
the fastest convergence for purity according to Eq. (A20),
which will generally be true for classical shadows by con-
struction. To keep simulations efficient, the batch size for
the purity estimator is chosen as a constant fraction (0.01)
of the total number of shots, which has a negligible effect
on convergence; see Appendix A 4. Finally, these numer-
ical simulations could reproduce all features and findings
from the experimental studies, thus indicating that there
are no principal limitations to our experimental imple-
mentation of both SIC and Pauli tomography. Moreover,
all reconstruction methods converge to the same val-
ues, indicating no principle draw back across the various
methods.

7. Overlap with tomography basis in experiment and
simulation

Our experimental studies covered by Figs. 4 and 5
focus on maximally entangled states that are differently
aligned with respect to Pauli basis and SIC POVM in
order to not particularly favor either of them. We resume
this discussion in more detail by investigating states
of varying orientation, with respect to the measurement

states, to study its effect on both experiments and numer-
ical simulations. To this extent, convergence behavior of
first purely local states followed by entangled states is
demonstrated.

We start off by presenting experimental results on SIC
tomography of local states up to eight qubits having differ-
ent overlap with the Pauli basis and SIC POVM, depicted
in Fig. 13. Analyzed metrics include fidelity and purity
using LI and classical shadows as those scale more favor-
ably in the number of qubits than MLE and PLS. While
MLE becomes computationally too demanding for mod-
erate systems sizes, PLS shows extremely slow conver-
gence behavior, notably demanding more experimental
shots. The given states are collectively prepared and subse-
quently partial traced to study multiple qubit numbers; see
Appendix A 1. Brighter colors denote higher qubit num-
bers. Among the Pauli basis states |0〉 and |1〉, the latter
performs significantly better under the SIC POVM. This
reflects a general theme, where in using nonorthogonal
bases it is preferable if one component vanishes, which is
related to the concept of unambiguous state discrimination
[62]. In the example of |1〉 this is indeed true for the first
SIC vector aligned with |0〉 [see Fig. 15(a)]. For superpo-
sition states, we find that states that maximize the overlap
with one SIC vector [Fig. 13(c)] perform worse than
those that feature more even overlap with all SIC vectors
[Fig. 13(d)]. Generally, higher qubit number states result
in lower fidelities, due to experimental imperfections. We
again emphasize the particularly fast convergence of the
SIC-based classical shadow purity estimator, being here
only moderately slower than fidelity.
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FIG. 14. Convergence of SIC and Pauli tomography in numerical simulations for noisy states with different basis overlap. To incor-
porate noise, a depolarizing channel is applied to the ideal density matrices; see the text for details. Complementary, insets represent
numerical results on projection noise only to more distinctively illustrate convergence behavior. (a)–(d) Local states that align with a
SIC vector (a),(c) show slower convergence for SIC tomography than those orthogonal to a SIC vector (b),(d), confirming the experi-
mental observations of Fig. 13. Pauli tomography, on the other hand, generally performs best for states aligned with the basis (a),(b).
(e)–(h) The differences in convergence performance vanish for SIC tomography when considering entangled states. In the case of the
Pauli basis, however, some improved convergence can still be observed for specific states, such as the GHZ state (g), which is aligned
with the Pauli basis and thus performs better. Overall, the fast converging situations (more pronounced in the insets) for SIC (b),(d)
and Pauli (a),(b),(g) tomography do beyond a certain shot number that depends on the noise, no longer carry unphysical components
in the resulting infidelities.

To confirm these results for purely local states and to
extend the discussion to entangled states of different ori-
entation, we perform numerical simulations on four qubit
states under quantum shot noise as previously explained
within Appendix A 6. Figure 14 contains results for SIC
tomography as well as now for Pauli tomography for
predicting infidelity via LI, which scales more efficiently
than MLE, that however would not change the essence

of the statements. On top, we numerically simulate noisy
states by applying a depolarizing channel (1 − pdepol)ρ +
pdepol1/d with pdepol = 0.02 to the ideal density matrix ρ
to perform the study under more realistic conditions. This
enables us to observe the influence of unphysical proper-
ties, especially in regards of LI. Figures 14(a)–14(d) cover
local states both along a SIC vector (a),(c) as well as
orthogonal to it (b),(d), i.e., in the opposite direction of the
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(a) (b)

FIG. 15. Various representations of SIC POVM for maximizing information gain. (a) Standard representation of SIC POVM as used
throughout this manuscript in both experiments and numerical simulations. (b) Rotated SIC optimized for predicting Pauli observables.

Bloch sphere. These simulations reproduce the effects seen
experimentally in Fig. 13, where states aligned with a SIC
vector (a),(c) converge more slowly than those orthogonal
to it (b),(d). In contrast for Pauli tomography, representing
an orthogonal basis, best results are obtained for states that
are aligned with the basis, as seen in Figs. 14(a) and 14(b).

In the case of local states, measurements are uncor-
related and the above state-dependent convergence is to
be expected. The situation might change when moving
to entangled states. In Figs. 14(e) and 14(f) we apply
controlled-phase gate states along the SIC vectors from
Figs. 14(c) and 14(d) to generate an entangled state that
is still (in a sense) aligned with the SIC basis. The result-
ing convergence is similar for both tomography methods.
Curiously, SIC tomography performs equally well as for
special states like a GHZ state [Fig. 14(g)] or a more
generic rotated GHZ state [Fig. 14(h)]. In contrast, Pauli
tomography, which also shows little dependence on the
state once entanglement is involved, does outperform for
the GHZ state [Fig. 14(g)], which is perfectly aligned with
the Pauli basis. Importantly, the rotated GHZ state, which
is somewhat randomly aligned with both the SIC POVM
and Pauli basis [Fig. 14(h)] shows no difference between
the tomography methods. The same rotated state, yet on
eight qubits, is utilized for the real-time analysis in Fig. 5
in the main text to make sure that the comparison does not
favor any approach. In the case of fast converging situa-
tions (see the insets of Fig. 14 without depolarizing noise)
negative infidelities, influenced by unphysical properties
of LI, disappear beyond a certain shot number depend-
ing on the amount of noise. This effect is illustrated by
both tomography methods, particularly in Figs. 14(b) and
14(d) for SIC and in Figs. 14(a), 14(b), and 14(g) for Pauli
tomography.

Inspired by these findings, it can be beneficial to rotate
the SIC POVM used throughout this manuscript from
Fig. 15(a) to favor the particular state or application that
it is used for. In particular, the alignment depicted in
Fig. 15(b), which has equal overlap with every Pauli basis
vector, leads to improved prediction of Pauli observables.

Intuitively, this alignment ensures that each shot contains
equal information about every Pauli observable. Geomet-
rically, imagine a triangle spanned by the three Pauli basis
vectors in the positive direction. Then, the orthogonal state
to the first SIC vector ({−1/

√
3, −1/

√
3, −1/

√
3}) perpen-

dicularly intersects this triangle area through its center. The
front area of the SIC tetrahedron orientates parallel with
the triangle, thus favoring Pauli eigenstates or stabilizer
states, for which we find plenty of applications across the
entire field of quantum computation and quantum infor-
mation. In particular, VQE applications, which rely on
the efficient estimation of many Pauli observables, could
benefit from this choice of SIC POVM.

Note that experiments on rotated SICs can be straight-
forwardly realized by changing the local mapping
sequence from Fig. 2(b), and do not add further complexity
to the implementation.

8. SIC-POVM-based classical shadow framework

Renes et al. [2] discovered SIC POVMs, because of
their exceptional tomographic capabilities. Ever since,
both (tensor products of N ) single-qubit SIC POVMs and
global 2N -dimensional SIC POVMs have served as ideal-
ized measurements for state reconstruction tasks. Single-
qubit SIC POVMs, also known as tetrahedral POVMs,
have also been used to acquire training data for neural
network quantum state tomography [12,13].

Geometrically speaking, SIC POVMs [2] and the over-
complete Pauli basis [68] both form complex projective
2-designs (the single-qubit Pauli basis is actually a 3-
design [35–37]). Roughly speaking, this means that the
first two (three) moments exactly reproduce the moments
of uniformly (Haar) random states. As detailed below,
closed-form expressions for Haar-random moments can
then be used to compute measurement operators and esti-
mators analytically. For Pauli basis measurements, this
observation culminated in efficient PLS estimators for full
state tomography [29], as well as the classical shadow for-
malism for directly predicting (non)linear properties of the

040310-19

70 a scalable approach to characterization



ROMAN STRICKER et al. PRX QUANTUM 3, 040310 (2022)

underlying state [14,32]. Subsequently, some of these ideas
have been extended to (single-qubit) SIC POVM measure-
ments. García-Pérez et al. [11], in particular, highlighted
that SIC POVM measurements can outperform Pauli basis
measurements in VQE-type energy measurements and,
more generally, for predicting linear state properties.

Here, we build on all these ideas and provide a self-
contained derivation of classical shadows from (single-
qubit) SIC POVM measurements, as well as rigorous
sample complexity bounds for general linear and quadratic
property estimation. The actual definition of SIC POVM
shadows is virtually identical to existing (Pauli basis)
classical shadows, because both form complex projective
2-designs. Sample complexity bounds, on the other hand,
require novel proof techniques. They require computing
variances that correspond to third-order polynomials in
the measurement ensemble. This is comparatively easy for
Pauli basis measurements, which form a 3-design. But for
SIC POVMs—which only form a 2-design—these existing
techniques do not apply. We overcome this drawback with
new proof methods that directly use the symmetries within
a SIC POVM rather than an abstract 3-design property. To
our knowledge, these theoretical arguments are novel and
may be of independent interest.

9. Classical shadows from SIC POVM measurements

a. The single-qubit case

Single-qubit density matrices live in the (real-valued)
vector space of Hermitian 2 × 2 matrices that we denote
by H2. On this space, single-qubit SIC POVMs are known
to form so-called projective 2-designs [2]. Mathematically,
this means that discrete averages over (outer products of)
SIC vectors reproduce uniform averages over all possible
pure states up to second moments [34]. This is captured by
the two averaging formulas

1
4

4∑
i=1

|ψi〉〈ψi| =
∫

|v〉〈v|dv = 1
2
I ∈ H2, (A3)

1
4

4∑
i=1

(|ψi〉〈ψi|)⊗2 =
∫
(|v〉〈v|)⊗2dv = 1

6
(I ⊗ I + F).

(A4)

Here, dv denotes the unique pure state measure (nor-
malized to

∫
dv = 1) that assigns the same infinitesimal

weight to each state (dv = dw). The two-qubit Slashed
Down operator F|v〉 ⊗ |w〉 = |w〉 ⊗ |v〉 acts by permuting
tensor factors.

The first averaging formula (A3) confirms that the col-
lection { 1

2 |ψi〉〈ψi| : i = 1, 2, 3, 4} ⊂ H2 forms a valid quan-
tum measurement for single-qubit systems (POVM). Let

ρ ∈ H2 be a density matrix, i.e., a Hermitian matrix with
unit trace whose eigenvalues are non-negative. Then,

Pr[i|ρ] = tr
(

1
2
|ψi〉〈ψi|ρ

)
= 1

2
〈ψi|ρ|ψi〉 for i = 1, 2, 3, 4

is the probability of obtaining POVM outcome i upon
measuring state ρ, obeying Pr[i|ρ] ≥ 0, because density
matrices do not have negative eigenvalues (〈ψi|ρ|ψi〉 ≥ 0).
Moreover, Eq. (A3) ensures proper normalization:

4∑
i=1

Pr[i|ρ] = tr
(

2
(

1
4

4∑
i=1

|ψi〉〈ψi|
)
ρ

)

= tr(Iρ) = tr(ρ) = 1.

The second averaging property (A4) is more interesting.
It ensures that SIC POVM measurements are information-
ally complete, i.e., we can reconstruct every density matrix
ρ based on outcome probabilities. This may not directly
be obvious from the display itself, but it follows from the
following chain of arguments. If we weigh SIC projectors
|ψi〉〈ψi| with the probability Pr[i|ρ] of observing this out-
come, Eq. (A4) allows us to compute the resulting average.
Let tr1(·) denote the partial trace over the first of two qubits
[tr1(A ⊗ B) = tr(A)B and linearly extended to all of H⊗2

2 ].
Then,

4∑
i=1

Pr[i|ρ]|ψi〉〈ψi| =
4∑

i=1

1
2
〈ψi|ρ|ψi〉|ψi〉〈ψi|

= 2tr1

((
1
4

4∑
i=1

(|ψi〉〈ψi|)⊗2
)
ρ ⊗ I

)

= 1
3

tr1((I ⊗ I + F)I ⊗ ρ)

= 1
3
(tr(ρ)I + ρ), (A5)

where the last equation follows from the interplay between
the partial trace and SWAP operator. The final expres-
sion is equivalent to applying a depolarizing channel with
parameter p = 1/3 to the quantum state in question:

D1/3(ρ) = 1
3
ρ +

(
1 − 1

3

)
tr(ρ)

2
I ∈ H2.

Viewed as a linear map on H2, this channel has a uniquely
defined inverse:

D−1
1/3(A) = 3A − tr(A)I for all A ∈ H2. (A6)

Although a linear map, this is not a physical operation. We
can, however, use it in the classical postprocessing stage to
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counterbalance the effect of averaging over SIC elements.
Indeed, linearity and Eq. (A5) ensure that

4∑
i=1

Pr[i|ρ](3|ψi〉〈ψi| − I) =
4∑

i=1

Pr[i|ρ]D−1
1/3(|ψi〉〈ψi|)

= D−1
1/3

( 4∑
i=1

Pr[i|ρ]|ψi〉〈ψi|
)

= D−1
1/3(D1/3(ρ))

= ρ. (A7)

The left-hand side of this display features a linear combi-
nation involving SIC outcome probabilities Pr[i|ρ], while
the right-hand side exactly reproduces the underlying state
ρ. This equips us with a concrete state reconstruction
formula—the so-called linear inversion estimator. But,
at least at first sight, this formula is only useful if we
have precise knowledge of the SIC outcome probabili-
ties Pr[i|ρ]. And, with current quantum technology, these
probabilities must be estimated from repeatedly perform-
ing SIC POVM measurements on independent copies of ρ
and approximating these probabilities by frequencies.

The classical shadow formalism provides an alternative
perspective on this estimation process. Suppose that we
perform a single SIC POVM measurement of an unknown
quantum state ρ (single shot). Then, we obtain a ran-
dom measurement outcome î ∈ {1, 2, 3, 4} with probability
Pr[î|ρ] each. Inspired by the left-hand side of Eq. (A7), we
can use this outcome î to construct a Monte Carlo estimator
of ρ:

î �→ σ̂ = (3|ψî〉〈ψ̂î| − I) = D−1
1/3(|ψî〉〈ψî|) ∈ H2.

This is a random 2 × 2 matrix that can assume four differ-
ent forms—one for each possible outcome î ∈ {1, 2, 3, 4}.
It does exactly reproduce the underlying quantum state ρ
in expectation over the observed single-shot outcome:

E[σ̂ ] =
4∑

i=1

Pr[i|ρ](3|ψi〉〈ψi| − I) = ρ. (A8)

Here, we have used the definition of the expectation value
(sum of outcomes weighed by their probability), as well as
Eq. (A7). It is worthwhile to emphasize that each σ̂ has the
same eigenvalue structure: λ+ = 2 and λ− = −1. In turn,
these random matrices all have unit trace [tr(σ̂ ) = 2 − 1 =
1], but are unphysical in the sense that one eigenvalue
is always negative. Equation (A8) represents a physical
density matrix ρ as the expectation of four unphysical
estimators. This desired expectation value can be approx-
imated by empirically averaging M independently gener-
ated Monte Carlo estimators. Suppose that σ̂1, . . . , σ̂M are

M independently and identically distributed (IID) Monte
Carlo estimators. Then, their empirical average obeys

ρ̂ = 1
M

M∑
m=1

σ̂m
M→∞−→ E[σ̂ ] = ρ,

and the rate of convergence can be controlled with argu-
ments from probability theory. This will be the content of
the next two subsections.

b. Extension to multiqubit systems

The formalism and ideas presented above readily extend
to quantum systems composed of multiple qubits. Let ρ ∈
H⊗N

2 � H2N
be an N -qubit density matrix. We can per-

form a single-qubit SIC POVM measurement on each of
the N qubits. As in the single-qubit case, each such mea-
surement yields one out of four possible outcomes. In total,
a single-shot measurement produces a string (i1, . . . , iN ) of
outcomes. There are 4N such outcomes and the probability
of obtaining any one of them is given by

Pr[i1, . . . , iN |ρ] = tr
( N⊗

n=1

(
1
2
|ψin〉〈ψin |

)
ρ

)

= 1
2N 〈ψi1 , . . . ,ψiN |ρ|ψi1 , . . . ,ψiN 〉

for each i1, . . . , iN ∈ {1, 2, 3, 4}. (A9)

Here, we have introduced the shorthand notation
|ψi1 , . . . ,ψiN 〉 = ⊗N

n=1 |ψin〉 ∈ (C2)⊗N � C2N
. These

expressions are non-negative, because the N -qubit density
matrix does not have negative eigenvalues. Equation (A3),
applied to each qubit separately, moreover ensures proper
normalization:

4∑
i1,...,iN =1

Pr[i1, . . . , iN |ρ] = tr
( N⊗

n=1

( 4∑
in=1

1
2
|ψin〉〈ψin |

)
ρ

)

= tr(I⊗Nρ) = tr(ρ) = 1.

Again, the second averaging property is more interesting:
for single-qubit density matrices ρ̃ ∈ H2, we already know
that Eq. (A4) implies that

∑4
i=1

1
2 〈ψi|ρ|ψi〉 = D1/3(ρ),

where D1/3 : H2 → H2 is the depolarizing channel from
Eq. (A6). It is now easy to check that this equation extends
to general Hermitian 2 × 2 matrices:

4∑
i=1

1
4
〈ψi|A|ψi〉|ψi〉〈ψi| = D1/3(A) for all A ∈ H2.

(A10)

We can use this observation to show that N single-qubit
SIC POVM measurements are tomographically complete.
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To achieve this, it is helpful to first decompose ρ ∈ H⊗N
2

into a sum of elementary tensor products:

ρ =
∑

W1,...,WN

r(W1, . . . , WN )

N⊗
n=1

Wn, where

r(W1, . . . , WN ) = tr
( N⊗

n=1

Wnρ

)
∈ [−1, 1]

and the summation goes over all four single-qubit Pauli
matrices Wn = I, X , Y, Z. Combine this with Eq. (A10) to
compute

4∑
i1,...,iN =1

Pr[i1, . . . , iN |ρ]
N⊗

n=1

|ψin〉〈ψin |

=
∑

W1,...,WN

r(W1, . . . , WN )

N⊗
n=1

×
(

1
2

4∑
in=1

〈ψin |Wn|ψin〉|ψin〉〈ψin |
)

=
∑

W1,...,WN

r(W1, . . . , WN )

N⊗
n=1

D1/3(Wn)

= D⊗N
1/3 (ρ), (A11)

where the last equality follows from linearity of depolariz-
ing channels. The final expression is equivalent to applying
N -independent, single-qubit depolarizing channels to the
N -qubit quantum state ρ. Viewed as a linear map on H⊗N

2 ,
this tensor product channel has a uniquely defined inverse
D−⊗N

1/3 : H⊗N
2 → H⊗N

2 . For elementary tensor products,
this tensor product of inverse depolarizing channels fac-
torizes nicely into tensor products. In particular,

D−⊗N
1/3

( N⊗
n=1

|ψin〉〈ψin |
)

=
N⊗

n=1

D−1
1/3(|ψin〉〈ψin |)

=
N⊗

n=1

(3|ψin〉〈ψin | − I).

Again, this is not a physical operation, because it produces
matrices with negative eigenvalues. However, we can
nonetheless use it in the classical postprocessing stage to
counterbalance the N -qubit averaging effect encountered

in Eq. (A11):

4∑
i1,...,iN =1

Pr[i1, . . . , iN |ρ]
N⊗

n=1

(3|ψin〉〈ψin | − I)

= D−⊗N
1/3

( 4∑
i1,...,iN =1

Pr[i1, . . . , iN |ρ]
N⊗

n=1

|ψin〉〈ψin |
)

= D−⊗N
1/3 (D⊗N

1/3 (ρ))

= ρ. (A12)

The left-hand side of this display features a linear com-
bination involving single-qubit SIC outcome probabilities
Pr[i1, . . . , iN |ρ], while the right-hand side exactly repro-
duces the underlying N -qubit density matrix. This provides
us with a concrete reconstruction formula for arbitrary
N -qubit states. In fact, it is a natural and relatively straight-
forward extension of the single-qubit linear inversion
estimator (A7) to N qubits.

As was the case for single qubits, the classical shadow
formalism provides an alternative perspective on such a
linear-inversion estimation process. Suppose that we per-
form N single-qubit SIC POVM measurements of an
unknown N -qubit state ρ (single shot). Then, we obtain
a random outcome string (î1, . . . , îN ) ∈ {1, 2, 3, 4}×N with
probability Pr[î1, . . . , îN |ρ] each. Inspired by the left-hand
side of Eq. (A12), we can use this random outcome string
to construct a Monte Carlo estimator of ρ:

(î1, . . . , îN ) �→ σ̂ =
N⊗

n=1

(3|ψîn〉〈ψîn | − I) ∈ H⊗N
2 . (A13)

This is a random 2N × 2N matrix that decomposes nicely
into tensor products of single-qubit contributions. Each
tensor factor contributes a matrix with eigenvalues λn,+ =
+2 and λn,− = −1. The eigenvalues of the tensor product
σ̂ then correspond to N -fold products of these two possi-
ble numbers. The largest eigenvalue is +2N , the smallest is
−2N−1, so σ̂ is a very unphysical random matrix. The ran-
domness stems from an actual quantum measurement and
depends on the underlying quantum state. This ensures that
σ̂ reproduces ρ in expectation, i.e.,

E[σ̂ ] =
4∑

i1,...,iN =1

Pr[i1, . . . , iN |ρ]
N⊗

n=1

(3|ψin〉〈ψin | − I) = ρ,

(A14)

courtesy of Eq. (A12). This expectation value can now be
approximated by empirically averaging M independently
generated Monte Carlo estimators, so-called classical
shadows. Let σ̂1, . . . , σ̂M ∈ H⊗N

2 be estimators generated
from repeatedly preparing ρ and performing single-qubit
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SIC POVM measurements (IID). Then, their empirical
average obeys

ρ̂ := 1
M

M∑
m=1

σ̂m
M→∞−→ ρ, (A15)

in full analogy to the single-qubit case. As detailed in
the next section, the rate of convergence will depend on
the number of qubits N . The larger the space, the longer
it takes for convergence to kick in, and this scaling can
become unfavorable. It is therefore worthwhile to empha-
size another distinct advantage of the tensor product struc-
ture of estimators (A13): marginalization to subsystem
density operators is straightforward. Let ρ be an N -qubit
state, but suppose that we are only interested in a sub-
system K ⊂ [N ] = {1, . . . , N } composed of only |K| ≤ N
qubits. Such a subsystem is fully described by the reduced
|K|-qubit density matrix ρK = tr¬K(ρ) ∈ H⊗K

2 that results
from tracing out all qubits not in K. This partial trace is a
linear operation that plays nicely with the tensor product
structure in Eq. (A13). Each tensor product factor has unit
trace, which ensures that

σ̂K = tr¬K(σ̂ ) =
⊗
k∈K

(3|ψîk
〉〈ψîk

| − I) ∈ H⊗|K|
2 obeys

E[σ̂K] = tr¬K(E[σ̂ ]) = tr¬K(ρ) = ρK.

The object at the very left is a random 2|K| × 2|K|
matrix that can be generated from performing a com-
plete N -qubit SIC POVM measurement to obtain out-
comes (î1, . . . , îN ) ∈ {1, . . . , 4}×N . Subsequently, we only
use outcomes that correspond to qubits in K to directly
construct an estimator for the subsystem density matrix
ρK in question. This trick reduces the question of con-
vergence to a problem that only involves |K| qubits, not
N . This can be highly advantageous if |K| � N . What
is more, we can use the same N -qubit measurement out-
come (î1, . . . , îN )×N to construct estimators for multiple
subsystems K1, . . . , KL ⊂ [N ] at once. This allows us to
use the same N -qubit measurement statistics to estimate
many subsystem properties in parallel.

10. Convergence for predicting linear observables

Suppose that we have access to M -independent Monte
Carlo approximations σ̂1, . . . , σ̂M of an unknown N -qubit
state ρ. Each of them arises from measuring N single-qubit
SIC POVMs on an independent copy of ρ. We can then use
these approximations to estimate observable expectation
values tr(Oρ) with O ∈ H⊗N

2 :

ô = tr(Oρ̂) = 1
M

M∑
m=1

tr(Oσ̂m).

This is an empirical average of M IID random num-
bers X1, . . . , XM

IID∼ X = tr(Oσ̂ ) that converges to the true
expectation E[X ] = tr(OE[σ̂m]) = tr(Oρ) as M increases.
The rate of convergence is controlled by the variance
Var[X ].

Lemma 1. Fix an N-qubit observable O and let σ̂ ∈ H⊗N
2

be a (SIC POVM) classical shadow as defined in Eq. (A13).
Then,

Var[tr(Oσ̂ )] ≤ 3N tr(O2) for any underlying

N-qubit state ρ.

This bound is reminiscent of existing variance bounds
for randomized single-qubit Pauli measurements [14], but
slightly weaker [random Pauli basis measurements achieve
Var[tr(Oσ̂ )] ≤ 2N tr(O2)]. The proof exploits the 2-design
property of SIC POVM measurements and will be sup-
plied in Appendix A 14 below. For now, we use this
variance bound to conclude strong convergence guarantees
for observable estimation with SIC POVM measurements.
The key ingredient is a strong tail bound for sums of IID
random variables with known variance and bounded mag-
nitude. The Bernstein inequality is a stronger version of
the better known Hoeffding inequality; see, e.g., Ref. [69,
Corollary 7.31] or [70, Theorem 2.8.4].

Let X1, . . . , XM
IID∼ X ∈ R be IID random variables with

expectation μ = E[X ] and variance σ 2 = E[(X − μ)2]
that also obey |Xm| ≤ R (with probability 1). Then, for
ε > 0,

Pr
[∣∣∣∣

1
M

M∑
m=1

Xm − μ

∣∣∣∣ ≥ ε

]

≤ 2 exp
(

− Mε2/2
σ 2 + Rε/3

)

≤
{

2 exp
( − 3

8 Mε2/σ 2
)

if ε ≤ σ 2/R,
2 exp

( − 3
8 Mε/R

)
if ε ≥ σ 2/R.

(A16)

For the task at hand, we write ô = (1/M )
∑M

m=1 tr(Oσ̂m) =
(1/M )

∑M
m=1 Xm, where Xm = tr(Oσ̂m)

IID∼ X = tr(Oσ̂ ).
For technical reasons, we also assume that tr(O2) ≥
(5/9)N > 2−N . Note that this is achieved by (i) physi-
cal observables [tr(O2) ≥ ‖O‖2

∞ = 1], as well as quan-
tum states [O = ρ obeys tr(ρ2) ≥ tr[(I/2N )2] = 2−N ]. The
random variable X obeys

μ = tr(OE[σ̂ ]) = tr(Oρ), Var[tr(Oσ̂ )] ≤ 3N tr(O2)

=: σ 2, and |tr(Oσ̂ )| ≤ 5N/2
√

tr(O2) ≤ 3N tr(O2) =: R.

The first equality is Eq. (A14), the second bound is
Lemma 1, and the last bound is a consequence of the
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Cauchy-Schwarz inequality: |tr(Oσ̂ )| ≤
√

tr(O2)
√

tr(σ̂ 2).
Since classical shadows are tensor products of single-qubit
blocks with eigenvalues λ+ = 2, λ− = −1, we can read-
ily conclude that tr(σ̂ 2) = (λ2

+ + λ2
−)

N = 5N . The final
bound is rather loose and follows from the assumption that
tr(O2) ≥ (5/9)N . Inserting these bounds into Eq. (A16)
now ensures that

Pr[|ô − tr(Oρ)| ≥ ε] = Pr[|ô − tr(Oρ)| ≥ ε] ≤ 2 exp

×
(

− 3Mε2

8 × 3N tr(O2)

)
for all 0 < ε ≤ 1. (A17)

This is a bound on the probability of an ε-deviation
(or more) that diminishes exponentially in the number
of Monte Carlo samples (measurements) M . For a fixed
confidence δ ∈ (0, 1), setting

M ≥ 8
3 3N tr(O2) log(1/δ)/ε2

ensures that

|ô − tr(Oρ)| ≤ ε with probability (at least) 1 − δ.

Note that the required measurement budget M scales expo-
nentially in the number N of involved qubits. At this
point it is helpful to remember the marginalization prop-
erty of classical shadows. Suppose that O is localized in
the sense that it only affects a subsystem K ⊂ [N ] com-
posed of |K| ≤ N qubits. Then, tr(Oρ) = tr(OKρK), where
ρK = tr¬K(ρ) is the reduced |K|-qubit density matrix and
OK is the nontrivial part of O. In turn, we can use appro-
priately marginalized classical shadows σ̂m,K = tr¬K(ρ) to
directly approximate this subsystem property:

ô = 1
M

M∑
m=1

tr(Oσ̂m) = 1
M

M∑
m=1

tr(OKσ̂m,K).

The reformulation on the right-hand side now involves
only the |K| < N relevant qubits. We can now can redo
the argument from above to obtain a measurement budget
that only scales exponentially in |K|:

Pr[|ô − tr(Oρ)| ≥ ε] ≤ 2 exp
(

− 3Mε2

8 × 3|K|tr(O2
K)

)

for ε ∈ (0, 1). (A18)

This refinement asserts that the probability of an ε-
deviation for a single observable estimation diminishes
exponentially in the number of measurements. We can
use this exponential concentration to bound the probability
of a single deviation among many. This allows us to use
the same measurement data to predict many observables
tr(O1ρ), . . . , tr(OLρ) in parallel.

Theorem 1. Let O1, . . . , OL be N-qubit observables that
are all localized to (at most) K qubits and fix ε, δ ∈ (0, 1).
Then,

M ≥ 8
3 3K max

1≤l≤L
tr(O2

l,Kl
) log(2L/δ)/ε2 (A19)

N-qubit SIC POVM measurements of an unknown state ρ
are very likely to ε-approximate all observables simulta-
neously. More precisely, the resulting classical shadows
σ̂1, . . . , σ̂M obey

max
1≤l≤L

∣∣∣∣
1
M

M∑
m=1

tr(Olσ̂m)− tr(Olρ)

∣∣∣∣ ≤ ε

with probability (at least) 1 − δ.

The convergence bound given in Eq. (5) of the main
text is a simplified consequence of this result. Note that,
by and large, physical observables are normalized in the
operator norm: ‖Ol‖∞ = ‖Ol,K‖∞ = 1. Equation (A19)
features squared Hilbert-Schmidt norms ‖Ol,K‖2

2 = tr(O2
lK)

on the |K|-qubit subsystems in question. These Hilbert-
Schmidt norms can be related to the operator norm, which
is bounded:

tr(O2
l,K) = ‖Ol,K‖2

2 ≤ 2|K|‖Ol,K‖2
∞ = 2|K| for all 1 ≤ l ≤ L.

Here, we have used the fact that each Ol,K is a matrix
of size (at most) 2|K| · 2|K|. This implies the bound
max1≤l≤L tr(O2

l,K) ≤ 2|K|, which can be very pessimistic.
Inserting it into Eq. (A19) yields Eq. (5) in the main text.

Proof of Theorem 1. A maximum deviation larger than ε
occurs if at least one individual prediction ôl is further than
ε off from the actual target tr(Olρ). The union bound, also
known as Boole’s inequality, tells us that the probability of
such a maximum deviation is upper bounded by the sum
of individual deviation probabilities. These, in turn, can be
controlled via the tail bound from Eq. (A18):

Pr
[

max
1≤l≤L

∣∣∣∣
1
M

M∑
m=1

tr(Olσ̂m)− tr(Olρ)

∣∣∣∣ ≥ ε

]

≤
L∑

l=1

Pr
[∣∣∣∣

1
M

M∑
m=1

tr(Olσ̂m)− tr(Olρ)

∣∣∣∣ ≥ ε

]

≤
L∑

l=1

2 exp
(

− 3Mε2

8 × 3|Kl|tr(O2
l,Kl
)

)
.

We see that each of these summands diminishes exponen-
tially in the measurement budget M . The right-hand side
of Eq. (A19) ensures that each term contributes at most
δ/L to this sum. Since there are L summands in total,
we conclude that Pr[max1≤l≤L |(1/M )

∑M
m=1 tr(Olσ̂m)−
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tr(Oρ)| ≥ ε] ≤ δ. This is equivalent to the advertised dis-
play. �

11. Convergence for predicting (subsystem) purities

Classical shadows can also be used to predict nonlin-
ear quantum state properties; see, e.g., Refs. [14,32]. A
prototypical example is the purity of an N -qubit density
matrix ρ:

p(ρ) = tr(ρ2) = tr(ρρ) ∈ (0, 1].

The purity equals one if and only if ρ describes a pure
quantum state |φ〉〈φ|. Conversely, it achieves its minimum
value for the maximally mixed state: ρ = ( 1

2I)⊗N achieves
p(ρ) = 1/2N � 1. We now describe how to obtain a
purity estimator based on classical shadows σ̂1, . . . , σ̂M
that arise from measuring N single-qubit SIC POVMs on
(independent copies of) ρ. By construction, each σ̂m is
a Monte Carlo estimator of ρ. Indeed, Eq. (A14) asserts
that E[σ̂m] = ρ for all 1 ≤ m ≤ M . What is more, dis-
tinct Monte Carlo estimators σ̂m and σ̂m′ with m �= m′
are statistically independent. The expectation over statisti-
cally independent random matrices factorizes. This ensures
that the trace of the product of any two distinct classical
shadows reproduces the purity in expectation:

tr(σ̂mσ̂m′) obeys E[tr(σ̂mσ̂m′)] = tr(E[σ̂m]E[σ̂m′])

= tr(ρρ) = p(ρ)

whenever m �= m′. To boost convergence to this desired
expectation, we can form the empirical average over all
distinct pairs:

p̂ = 1
M (M − 1)

∑
m �=m′

tr(σ̂mσ̂m′) =
(

M
2

)−1 ∑
m<m′

tr(σ̂mσ̂m′).

(A20)

This formula describes an empirical average of
(M

2

)
ran-

dom variables with the correct expectation value p(ρ).
This, in turn, ensures that E[p̂] = p2(ρ). However, in con-
trast to before, the individual random variables are not
necessarily statistically independent. The first two terms
tr(σ̂1σ̂2) and tr(σ̂1σ̂3), for instance, both depend on σ̂1.
This prevents us from reusing exponential concentration
inequalities, like the Bernstein inequality, to establish rapid
convergence to this desired expectation value. More gen-
eral, albeit weaker, concentration arguments still apply.
Chebyshev’s inequality, for instance, implies that

Pr[|p̂ − p(ρ)| ≥ ε] = Pr[|p̂ − E[p̂]| ≥ ε] ≤ Var[p̂]
ε2

for any ε > 0. (A21)

In words, the probability of an ε-deviation (or larger) is
bounded by the variance Var[p̂] of our estimator divided

by ε2. This variance can be decomposed into individual
contributions:

Var[p̂] = E[p̂2] − E[p̂]2

= E[p̂2] − tr(ρ2)2

=
(

M
2

)−2 ∑
m1<m′

1

∑
m2<m′

2

(tr(σ̂m1 σ̂m′
1
)tr(σ̂m2 σ̂m′

2
)

− tr(ρ2)tr(ρ2)).

Now, note that E[σ̂m1 ] = E[σ̂m′
1
] = E[σ̂m2 ] = E[σ̂m′

2
] = ρ

implies that these summands vanish unless either two or all
four summation indices coincide. A careful case-by-case
analysis yields

Var[p̂] =
(

M
2

)−1

2(M − 2)Var[tr(ρσ̂ )]

+
(

M
2

)−1

Var[tr(σ̂ σ̂ ′)]

= 4(M − 2)
M (M − 1)

Var[tr(ρσ̂ )]

+ 2
M (M − 1)

Var[tr(σ̂ σ̂ ′)], (A22)

and we refer the reader to [32, Supplemental Material] for
details. Here, ρ is the underlying state and σ̂ , σ̂ ′ denote
independent instances of a classical shadow approxima-
tion. This reformulation contains two variance terms that
depend on one (linear contribution) and two independent
classical shadows (quadratic contribution), respectively.
We can use Lemma 1 to control the first term. Set O = ρ

to conclude that

Var[tr(ρρ̂)] ≤ 3N tr(ρ2) ≤ 3N , (A23)

because tr(ρ2) ≤ 1 for any underlying quantum state.
Bounding the quadratic variance term requires more work.
The following statement is a consequence of the geomet-
ric structure of SIC POVM measurements and substitutes
existing arguments that rely on 3-design properties that do
not apply here.

Lemma 2. Let σ̂ , σ̂ ′ be independent classical shadows of
an underlying N-qubit state ρ. Then,

Var[tr(σ̂ σ̂ ′)] = E[tr(σ̂ σ̂ ′)2] − E[tr(σ̂ σ̂ ′)]2 ≤ 9N .

We provide a detailed argument in Appendix A 15
below. For now, we insert both bounds into Eq. (A22) to
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obtain

Var[p̂] ≤ 4(M − 2)
M (M − 1)

3N + 2
M (M − 1)

9N ≤ 4 × 3N

M − 1

+
(√

2 × 3N

M − 1

)2

.

This variance bound diminishes as M increases. For
fixed ε ∈ (0, 1) and δ ∈ (0, 1), a measurement budget
of M ≥ (5 × 3N + 1)/(δε2) ensures that Var[p̂] ≤ 4

5ε
2δ +

2
25ε

4δ2 < ε2δ. We can insert this implication into the
Chebyshev bound (A21) to obtain a rigorous convergence
guarantee for purity estimation:

M ≥ (5 × 3N + 1)/(δε2) ensures that

Pr[|p̂ − tr(ρ2)| ≥ ε] ≤ δ.

In words, with probability (at least) 1 − δ, the purity esti-
mator p̂ is ε-close to the true purity. Again, the required
measurement budget M scales exponentially in the number
of qubits involved. For global purities, this exponentially
increasing measurement demand quickly becomes pro-
hibitively expensive—a situation that cannot be avoided
due to recent fundamental lower bounds [71]. However,
once more, the situation changes if we consider subsys-
tem purities instead. Let K ⊆ [N ] be a subsystem com-
posed of |K| qubits. The associated density matrix is ρK =
tr¬K(ρ) and we can estimate it by averaging appropriately
marginalized classical shadows:

p̂K =
(

M
2

) ∑
m �=m′

tr(tr¬K(σ̂m)tr¬K(σ̂
′
m)) obeys

E[p̂K] = tr(ρ2
K) = p(ρK). (A24)

Importantly, this estimation process now depends only on
the |K| < N qubits involved, such that

M ≥ (5 × 3|K| + 1)/(δε2) ensures that

Pr[|p̂K − p(ρK)| ≥ ε] ≤ δ.

This scaling is much more favorable, especially for small
subsystems (|K| � N ). Similar to linear observable esti-
mation, we can use this assertion to predict many subsys-
tem purities based on the same classical shadows. A union
bound argument, similar to the proof of Theorem 1 above,
readily implies the following statement.

Theorem 2. Suppose that we are interested in predict-
ing L subsystem purities p(ρKl) of an unknown N-qubit
state ρ. Let K = max1≤l≤L |Kl| be the largest subsystem

size involved and set ε, δ ∈ (0, 1). Then,

M ≥ 6L3K/(ε2δ) (A25)

N-qubit SIC POVM measurements on (independent copies
of) ρ are likely to ε-approximate all subsystem purities
simultaneously. More precisely, the resulting subsystem
purity estimators p̂K defined in Eq. (A24) obey

max
1≤l≤L

|p̂Kl − tr(ρ2
Kl
)| ≤ ε with probability (at least) 1 − δ.

The dependence on subsystem size K and accuracy ε
is virtually identical to convergence guarantees for lin-
ear observable prediction; see Theorem 1. However, the
dependence on the number of subsystem purities L and the
inverse confidence 1δ now enter linearly, not logarithmi-
cally. This is a consequence of the fact that the individual
contributions to p̂Kl are not statistically independent. In
turn, we have to resort to Chebyshev’s inequality instead
of stronger exponential tail bounds like the Bernstein
inequality.

It is possible to obtain a scaling proportional to
log(2L/δ) by using a more sophisticated estimation pro-
cedure known as median of means estimation; see, e.g.,
Ref. [14] for details. Practical tests with real data do, how-
ever, suggest that median of means estimation actually
reduces the approximation quality overall [32]. This is not
a contradiction, because statements like Theorem 2 are
conservative mathematical statements about the worst-case
rate of convergence. In practical applications, convergence
can—and usually does—set in much earlier.

12. Convergence for higher-order polynomials and
entanglement detection (outlook)

Quadratic estimation with classical shadows readily
extends to higher-order polynomials. Such higher-order
polynomials can be used, for instance, to probe entangle-
ment in mixed states [32,33]. This is important because
quadratic entanglement conditions—like subsystem Rényi
entropies (purities)—only apply to global states that are
reasonably pure [tr(ρ2) ≈ 1]. To see this, consider the
maximally mixed state τ = ( 1

2I)⊗N on N qubits. This state
is certainly not entangled, but nonetheless

R2(τ ) = − log2[tr(ρ2
K)]

= − log2[tr(( 1
2I)⊗|K|)]

= − log2(2
−|K|)

= |K| for all subsystems K ⊆ N .

In words, second Rényi entropy is maximal for all subsys-
tems simultaneously. This, however, is not a consequence
of entanglement, but a trivial consequence of the fact that
the state is very (maximally) mixed.
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Fortunately, there exist entanglement criteria that extend
to (very) mixed states. Chief among them is the positive
partial transpose (PPT) criterion [72–74]. Let ρ be an N -
qubit quantum state, and let (A, Ā) be a bipartition of the
qubits into two disjoint sets. Then, ρ is entangled (across
the bipartition) if the partial transpose density matrix is not
positive semidefinite (i.e., it has negative eigenvalues):

ρTA �≥ 0 implies that ρ is entangled

across the bipartition. (A26)

The partial transpose is defined by transposing tensor fac-
tors belonging to subsystem A, i.e., (ρ1 ⊗ · · · ⊗ ρN )

TA =⊗
a∈A ρ

T
a

⊗
ā∈Ā ρā and linearly extended to all N -qubit

density matrices. A quick sanity check confirms that the
maximally mixed state does not pass the PPT condition
(IT = I):

τ TA =
⊗
a∈A

(1/2I)T
⊗

ā∈Ā

(1/2I)T =
⊗
n∈[N ]

(1/2I) = τ ≥ 0.

Very entangled states, like the two-qubit Bell state |�〉 =
1/

√
2(|00〉 + |11〉) do, in contrast, have partial transposes

with negative eigenvalues:

(|�〉〈�|)T1 = (|�〉〈�|)T2 = 1/
√

2F ∈ H⊗2
2 ,

where F|x〉 ⊗ |y〉 = |y〉 ⊗ |x〉 denotes the SWAP operator
that has one negative eigenvalue [λmin(F) = −1]. We call
a state ρ with ρTA �≥ 0 a PPT-entangled state [with respect
to the bipartition (A, Ā)]. The PPT condition is a sufficient,
but not necessary, condition for entanglement. It is known
that there exist states that are entangled, but nonetheless
obey ρTA ≥ 0 [67]. So, it is fruitful to view the PPT crite-
rion as a one-sided test for entanglement: if ρTA �≥ 0, we
can be sure that the state is entangled. But, ρTA ≥ 0 does
not necessarily imply that the state is not entangled (i.e.,
separable).

The PPT criterion (A26) is conceptually appealing, but
it does require full and accurate knowledge of the density
matrix ρ. This, in turn, typically requires full state tomog-
raphy that quickly becomes prohibitively expensive. It is,
however, possible to test consequences of ρTA ≥ 0 by com-
paring moments of the partially transposed density matrix.
The simplest consistency check is the so-called p3 criterion
[32]:

ρTA ≥ 0 =⇒ tr((ρTA)3) ≥ tr((ρTA)2)2 = tr(ρ2)2.
(A27)

The final simplification follows from the fact that partial
transposition preserves the purity. The contrapositive of
this implication serves as a (one-sided) test for entangle-

ment: if tr((ρTA)3) < tr(ρ2)2 [for some bipartition (A, Ā)]
then the underlying state must be PPT entangled (across
this bipartition).

Classical shadows can be used to directly estimate
the trace moments involved in this test. Indeed, tr(ρ2)

is just the purity, while tr((ρTA)3) can be rewritten
as a linear function on three copies of the underlying
state:

tr((ρTA)3) = tr(Oρ ⊗ ρ ⊗ ρ).

We refer the reader to Ref. [32, Eq. (4)] for a precise refor-
mulation. Subsequently, we can approximate this func-
tion by averaging over triples of distinct (and therefore
independent) classical shadows:

tr(Oρ ⊗ ρ ⊗ ρ) ≈ 1
6

(
M
3

)−1 ∑
m �=m′ �=m′′

tr(Oσ̂m ⊗ σ̂m′ ⊗ σ̂m′′).

The convergence analysis from above can, in principle, be
extended to this form of cubic approximation. For ran-
domized Pauli basis measurements, this has been done
in the supplemental material of Ref. [32]. We leave a
parallel treatment of cubic estimation with SIC POVM
shadows for future work. The experimental and numer-
ical results from the present work indicate that a SIC-
POVM-based approach is expected to be both cheaper
and easier than existing approaches based on Pauli basis
measurements.

Finally, we point out that Ref. [33] extended the intu-
ition behind the p3 criterion (A27) to a complete family
of polynomial consistency checks that compare polynomi-
als of degree d with polynomials of degree (d − 1) and
lower. This produces a hierarchy of in total dmax = 2N con-
sistency checks that is complete in the sense that a state
ρ passes all of them if and only if ρTA ≥ 0. Although
polynomial estimation with classical shadows becomes
more and more challenging as the degree d increases, the
lower levels of this hierarchy may still be attainable with
(comparatively) modest experimental and postprocessing
effort.

13. Technical auxiliary results

14. Variance bounds for observable estimation

Here we prove Lemma 1, which we recall for conve-
nience.

Lemma 3. Fix an N-qubit observable O and let σ̂ ∈ H⊗N
2

be a (SIC POVM) classical shadow as defined in Eq. (A13).
Then,

Var[tr(Oσ̂ )] ≤ 3N tr(O2)

for any underlying N-qubit state ρ.
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Proof. The classical shadow σ̂ is constructed from performing single-qubit SIC POVM measurements on an underlying
N -qubit quantum state ρ. Recall from Eq. (A9) that each of the 4N possible outcome strings i1, . . . , iN ∈ {1, 2, 3, 4} occurs
with probability

Pr[i1 · · · iN |ρ] = 2−N 〈ψi1 , . . . ,ψiN |ρ|ψi1 , . . . , |ψiN 〉 ≤ 2−N .

In words, the probability of any particular outcome occurring is bounded by 2−N . This allows us to bound the dominating
part of the variance by

E[tr(Oσ̂ )2] =
4∑

i1,...,iN =1

Pr[i1 · · · iN |ρ]tr(O(3|ψi1〉〈ψi1 | − I)⊗ · · · ⊗ (3|ψiN 〉〈ψiN | − I))2

≤ 2−N
4∑

i1,...,iN =1

tr(O(3|ψi1〉〈ψi1 | − I)⊗ · · · ⊗ (3|ψiN 〉〈ψiN | − I))2.

Next, we expand the N -qubit observable O in terms of tensor products of single-qubit Pauli matrices W1, . . . , WN ∈
{I, X , Y, Z}:

O =
∑

W1,...,WN

o(W1, . . . , WN )W1 ⊗ · · · ⊗ WN

with o(W1, . . . , WN ) = 2−N tr(W1 ⊗ · · · ⊗ WN O) ∈ R.

Such a decomposition into tensor products allows us to factorize the above bound into a product of single-qubit
contributions:

E[tr(Oσ̂ )2] ≤ 2−N
4∑

i1,...,iN =1

( ∑
W1,...,WN

o(W1, . . . , WN )tr((3|ψi1〉〈ψi1 | − I)W1)× · · · × tr((3|ψiN 〉〈ψiN | − I)WN )

)2

=
∑

V1,...,VN

∑
W1,...,WN

o(V1, . . . , VN )o(W1, . . . , WN )

×
N∏

n=1

(
1
2

4∑
in=1

tr((3|ψin〉〈ψin | − I)Vn)tr((3|ψin〉〈ψin | − I)Wn)

)

︸ ︷︷ ︸
f (Vn,Wn)

.

These single-qubit averages can be computed individually. Using the 1-design property (A3) [i.e., 1
2

∑4
in=1

1
2 〈ψin |A|ψin〉 =

tr(A)], we obtain

f (Vn, Wn) = 1
2

4∑
in=1

tr((3|ψin〉〈ψin | − I)Vn)tr((3|ψin〉〈ψin | − I)Wn)

= 9
2

4∑
in=1

〈ψin |Vn|ψin〉〈ψin |Wn|ψin〉 − 3tr(Vn)
1
2

∑
in

〈ψin |Wn|ψin〉

− 3tr(Wn)
1
2

4∑
in=1

〈ψin |Vn|ψin〉 + 1
2

4∑
in=1

tr(Vn)tr(Wn)

= 9
2

4∑
in=1

〈ψin |Vk|ψin〉〈ψin |Wn|ψin〉 − 4tr(Vn)tr(Wn).
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Next, we use the 2-design property (A4) of single-qubit SIC POVMs to obtain

f (Vn, Wn) = 9
2

4∑
in=1

〈ψin |Vn|ψin〉〈ψin |Wn|ψik 〉 − 4tr(Vn)tr(Wn)

= 3(tr(VnWn)+ tr(Vn)tr(Wn))− 4tr(Vn)tr(Wn)

= 3tr(VnWn)− tr(Vn)tr(Wn).

For Pauli matrices Vn, Wn, this expression vanishes whenever Vn �= Wn. It equals 2 if Vn = Wn = I and 6 if Vn = Wn �= I.
That is,

f (Vn, Wn) = 2δ(Vn, Wn)31−δ(Wn,I).

Inserting this closed-form expression into the original expression yields

E[tr(Oσ̂ )2] ≤
∑

V1,...,VN

∑
W1,...,WN

o(V1, . . . , VN )o(W1, . . . , WN )

N∏
n=1

2δ(Vn, Wn)31−δ(Vn,I)

≤ 3N 2N
∑

W1,...,WN

o(W1, . . . , WN )
2

= 3N
∑

W1,...,WN

2−N tr(W1 ⊗ · · · ⊗ WN O)2

= 3N tr(O2),

where the last equation follows from the fact that normalized N -qubit Pauli matrices form an orthonormal basis of H⊗N
2

with respect to the Hilbert-Schmidt inner product (Parseval’s identity). This completes the proof. �

15. Variance bounds for purity estimation

Proposition 1 (Purity variance bound). Let σ̂ , σ̂ ′ ∈ H⊗N
2 be two independent classical shadows that arise from performing

single-qubit SIC POVM measurements on a K-qubit state ρ. Then,

Var[tr(σ̂ σ̂ ′)] = E[tr(σ̂ σ̂ ′)2] − E[tr(σ̂ σ̂ ′)]2 ≤ 9N .

The proof strategy behind this statement differs from existing arguments in the literature, most notably Refs. [14,32,33].
These use the fact that Pauli basis measurements form a 3-design, a structural property that does not apply to SIC POVMs.
The key idea behind this new proof technique is to note that trace inner products of SIC POVM shadows can only assume
very discrete values. Recall that

σ̂ =
N⊗

n=1

(3|ψin〉〈ψin | − I) and σ̂ ′ =
N⊗

n=1

(3|ψjn〉〈ψjn | − I),

where i1, . . . , iN ∈ {1, 2, 3, 4} and j1, . . . , jN ∈ {1, 2, 3, 4} record the outcomes of each single-qubit SIC POVM measure-
ment. This tensor product structure then implies that

tr(σ̂ σ̂ ′) =
N∏

n=1

tr((3|ψin〉〈ψin | − I)(3|ψjn〉〈ψjn | − I)) =
N∏

n=1

(9|〈ψin |ψjn〉|2 − 4),

and, because |ψin〉, |ψjn〉 ∈ C2 are SIC vectors, each contribution can only assume one of two discrete values:

9|〈ψin |ψjn〉|2 − 4 =
{

+5 if in = jn,
−1 else if in �= jn.

(A28)

So, the magnitude of tr(σ̂ σ̂ ′) scales exponentially in the number of coincidental measurement outcomes (in = jn). This
observation can be used to control the variance of this trace inner product. We first illustrate this for N = 2 qubits,
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which is enough to convey the main gist. The proof of Proposition 1 is then a straightforward, yet somewhat technical,
generalization to an arbitrary number of qubits.

In the two-qubit case, tr(σ̂ σ̂ ′)2 can only assume three values: 252 if all single-qubit outcomes coincide, 25 if exactly
one single-qubit outcome coincides, and 1 if no outcomes coincide. That is,

tr(σ̂ σ̂ ′)2 = 2521{i1 = j1 ∧ i2 = j2} + 251{i1 = j1 ∧ i2 �= j2}
+ 251{i1 �= j1 ∧ i2 = j2}1{i1 �= j1 ∧ i2 �= j2}, (A29)

where 1{E} denotes the indicator function of the event E. Next, we reexpress these indicator functions in terms of simpler
ones:

1{i1 = j1 ∧ i2 �= j2} = 1{i1 = j1} − 1{i1 = j1 ∧ i2 = j2},
1{i1 �= j2 ∧ i2 = j2} = 1{i2 = j2} − 1{i1 = j1 ∧ i2 = j2},
1{i1 �= j2 ∧ i2 �= j2} = 1 − 1{i1 = j1} − 1{i2 = j2} + 1{i1 = j1 ∧ i2 = j2}.

Inserting these reformulations into Eq. (A29) and rearranging terms yields

tr(σ̂ σ̂ ′)2 = (252 − 2 × 25 + 1)1{i1 = j1 ∧ i2 = j2} + (25 − 1)1{i1 = j1} + (25 − 1)1{i2 = j2} + 1

= (25 − 1)21{i1 = j1 ∧ i2 = j2} + (25 − 1)1{i1 = j1} + (25 − 1)11{i2 = j2} + 1

= 82 × 321{i1 = j1 ∧ i2 = j2} + 8 × 31{i1 = j1} + 8 × 31{i2 = j2} + 1,

where we have used the fact that (25 − 1) = 24 = 8 × 3. Now, we are ready to take expectation values. Recall that taking
the expectation of an indicator function produces the probability of the associated event:

E[tr(σ̂ σ̂ ′)2] = 82 × 32Pr[i1 = j1 ∧ i2 = j2] + 8 × 3Pr[i1 = j1] + 8 × 3Pr[i2 = j2] + 1. (A30)

These probabilities for coincidental measurement outcomes can be computed explicitly. This is the content of the
following auxiliary result.

Lemma 4. Suppose that we perform two N-qubit SIC POVM measurements on (distinct copies of) a quantum state ρ and
let K ⊆ [N ] = {1, . . . , N } be a subset of K = |K| qubits. Then, the probability that the obtained measurement outcomes
are equal (ik = jk) for all k ∈ K obeys

Pr
[ ∧

k∈K

{ik = jk}
]

= tr(ρKD⊗K
1/3 (ρK)) ≤ 3−K ,

where ρK = tr¬K(ρ) is the reduced density matrix supported on the relevant qubit subset and each D1/3 is a single-qubit
depolarizing channel.

The proof follows from exploiting the fact that the two SIC POVM measurements are statistically independent, as well
as the 2-design property of SIC POVMs. We defer it to the end of this section. For the task at hand, Lemma 3 bounds
all remaining probabilities in Eq. (A30). Doing so, conveniently cancels the existing powers of 3 and produces the bound
given in Proposition 1 for K = 2 qubits:

E[tr(σ̂ σ̂ ′)2] = 82 × 32Pr[i1 = j1 ∧ i2 = j2] + 8 × 3Pr[i1 = j1] + 8 × 3Pr[i2 = j2] + 1

≤ 82 + 2 × 8 + 1

= (8 + 1)2

= 92.

This argument can be readily extended to an arbitrary number of qubits.
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Proof of Proposition 1. The trace inner product between
two N -qubit SIC POVM shadows can only assume discrete
values. Indeed, Eq. (A28) states that tr(σ̂ σ̂ ′) = ±5c, where
c is the number of coincidental measurement outcomes.
We can use indicator functions to single out all possi-
bilities for coincidences and multiplying them with the
correct scaling factor provides a closed-form expression of
the trace inner product in terms of measurement outcomes
alone. In the following, we use K ⊆ [N ] to denote a sub-
set of coincidental indices. The complementary set (where
indices must not coincide) will be denoted by K̄ = [N ] \ K.
For the squared trace inner product, we then obtain

tr(σ̂ σ̂ ′)2 =
∑

K⊆[N ]

25|K|1
( ∧

k∈K

{ik = jk}
∧

k̄∈K̄

{ik̄ �= jk̄}
)

=
∑

K⊆[N ]

25|K|
( ∑

T⊆K̄

(−1)|T|1
( ∧

u∈K∪T

{iu = ju}
))

=
∑

U⊆[N ]

( ∑
T⊆U

(−1)|T|25|U|−|T|
)

1
( ∧

u∈U

{iu = ju}
)

.

In the second line, we have reexpressed conditions for
noncoincidence ({ik̄ �= jk̄}) as linear combinations of coin-
cidences on larger subsystems (K ∪ T with T ⊆ K̄). The
last line follows from introducing the union U = K ∪ T
and rewriting K as K \ T. The inner sum over subsets
T ⊆ U has no effect on the indicator function. The size
of such sets ranges from T = |T| = 0 up to T = |T| = |U|
and, for each T, there are

(|U|
T

)
subsets of that size. For a

fixed set U, we therefore obtain

∑
T⊆U

(−1)|T|25|U|−|T| =
|U|∑

T=0

(|U|
T

)
(−1)t25|U|−T

= (25 − 1)|U| = 8|U| × 3|U|,

which considerably simplifies the entire function. Taking
the expectation now produces

E[tr(σ̂ σ̂ ′)] =
∑

U⊆[N ]

8|U| × 3|U|E
[

1
( ∧

u∈U

{iu = ju}
)]

=
∑

U⊆[N ]

8|U| × 3|U|Pr
[ ∧

u∈U

{iu = ju}
]

,

and we can use Lemma 3 to complete the argument.
Indeed, Pr[

∧
u∈U{iu = ju}] ≤ 3−|U| ensures that

E[tr(σ̂ σ̂ ′)] ≤
∑

U⊆[N ]

8|U| =
N∑

U=0

(
N
U

)
8U = (8 + 1)N = 9N .

This is the advertised bound for the variance of N -qubit
purity estimators. �

Finally, we provide the proof for the bound on coinci-
dental SIC POVM measurement outcomes.

Proof of Lemma 3. For simplicity, we assume that the sub-
set K = {1, . . . , K} ⊆ [N ] encompasses the first K = |K|
qubits. The general case works analogously, but notation
becomes somewhat cumbersome. We perform two inde-
pendent single-qubit SIC POVM measurements on (two
copies of) an N -qubit quantum state ρ. The probability of
getting K = |K| particular outcomes depends only on the
reduced density matrix ρK = tr¬K(ρ) of the relevant qubit
subset:

Pr[i1 · · · . . . , iK |ρK] = 2−K〈ψi1 , . . . ,ψiK |ρK|ψi1 , . . . ,ψiK 〉
for i1, . . . , iK ∈ {1, 2, 3, 4}.

This observation allows us to rewrite the probability for K
coincidental measurement outcomes as

Pr
[ K∧

k=1

{ik = jk}
]

=
4∑

i1=1

· · ·
4∑

iK =1

Pr[i1 · · · iK |ρK]2

= 1
4K

4∑
i1=1

· · ·
4∑

iK =1

〈ψi1 , . . . ,ψiK |ρK|

× ψi1 , . . . ,ψiK 〉2.

At this point it is helpful to decompose (one) ρK into
a linear combination of tensor products, e.g., ρK =∑

W1,...,WK
r(W1, . . . , WK)W1 ⊗ · · · ⊗ WK . Doing so allows

us to rewrite

Pr
[ K∧

k=1

{ik = jk}
]

= 2−K tr
(
ρK

∑
W1,...,WK

r(W1, . . . , WK)

×
(

1
2

4∑
i1=1

|ψi1〉〈ψi1 |〈ψi1 |W1|ψi1〉
)

⊗ · · ·

⊗
(

1
2

4∑
iK =1

|ψiK 〉〈ψiK |〈ψiK |WK |ψiK 〉
))

= 2−K tr
(
ρK

∑
W1,...,WK

r(W1, . . . , WK)D1/3(W1)

⊗ · · · ⊗ D1/3(WK)

)
,

= 2−K tr(ρKD⊗K
1/3 (ρK)),

as advertised. Here, we have used the 2-design prop-
erty (A4) of SIC POVMs, more precisely,

∑4
i=1

1
2 |ψi〉

〈ψi|〈ψi|A|ψi〉 = D1/3(A). To get the state-independent
upper bound, we note that each depolarizing channel
is a linear combination between the identity channel
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[I(A) = A] and the projection onto the identity matrix
[T (A) = tr(A)I]: D1/3 = 1

3 (I + T ). We also drop the sub-
script K in ρ to declutter notation somewhat: ρK �→ ρ.
Then,

2−K tr(ρD⊗K
1/3 (ρ)) = 2−K tr(ρ3−K(I + T )⊗K(ρ))

= 1
3K 2−K

∑
T⊆{1,...,s}

tr(ρTT ⊗ IT̄(ρ))

= 3−K
(

2−K
∑

T⊆{1,...,K}
tr(ρρT ⊗ IT̄)

)

= 3−K
(

2−K
∑

T⊆{1,...,s}
tr(ρ2

T)

)
.

The remaining bracket averages over all subsystem purities
tr(ρ2

T). Each of them obeys tr(ρ2
T) ≤ 1 and there are a total

of 2K of them (a finite set of size K has 2K subsets). Upper
bounding each of them by 1 produces

2−K tr(ρD⊗K
1/3 (ρ)) = 3−K

(
2−K

∑
T⊆{1,...,s}

tr(ρ2
T)

)
≤ 3−K .

This completes the proof. �
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4
V E R I F Y I N G A N U N T R U S T E D Q UA N T U M D E V I C E

The developments in quantum devices over recent years have enabled a steady increase in
their system sizes [14, 15]. While these advanced systems offer significant new computa-
tional capabilities, we are now beginning to enter a regime where the devices can no longer
be fully simulated classically. The field of quantum verification fills this gap by developing
strategies for a computationally weak verifier (the user) to confirm the correctness of the
computational results of a much more powerful quantum prover (the quantum computer),
with as few additional resources as possible [56].

Existing quantum verification strategies typically build trust in devices by characterizing
a device thoroughly with techniques such as randomized benchmarking [49] or gate-set
tomography [50]. Some strategies cross-verify multiple, independent quantum devices
to verify a quantum computation [59] or even the quantum devices themselves [60].
Cross-verification stands out because it does not require additional overhead for the
verification procedure other than the use of multiple independent quantum devices.
Other strategies rely on additional quantum resources to allow the computation with
encrypted data [61], e.g., blind verification [62]. Blind verification requires limited quantum
resources on the verifier side, but demands a large operational overhead for implementing
a cryptographically secure verification protocol. These quantum verification approaches,
among others, have been discussed in detail in Ch. 1.2.2. However, additional quantum
resources or confidence in the quantum device or the person controlling it, are not always
available. For example, when running a quantum computer via cloud access. The most
powerful verification path therefore involves a completely untrusted quantum prover and
a verifier left with classical resources only. Such purely classical verification has long been
considered impossible.

Remarkably, Mahadev in Ref. [63] has recently developed a framework that indeed opens
an avenue to classical verification. In simple terms, her protocol is based on an interactive
exchange of messages in which a classical verifier first requests a commitment from the
quantum computer in the form of a measurement outcome on part of a quantum state.
Once received, the verifier randomly asks the prover to provide one of two incompatible
measurements on the rest of that state. One of these is used to verify the answer to the
computation, and the other is used to verify that the prover is not cheating. The key
component of this interactive protocol is a cryptographic technique that allows the verifier
to request two types of measurements in such a way that the quantum computer cannot
tell them apart.

Here we attempt to classically verify the output of a quantum computation. The relevant
building blocks are first discussed at the example of verifying classical computations in
Sec. 4.1. In this context, we introduce a verification procedure in Sec. 4.1.1, discuss the
problem classes that can be verified in such a way in Sec. 4.1.2, and emphasize their
interactive structure in Sec. 4.1.3 to learn that interaction is the basis to many promising
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verification approaches. In Secs. 4.1.4-4.1.5 we introduce functions that guarantee encrypted
interactions even against quantum computers. With this knowledge, we proceed to the
concepts of classical verification of quantum computation in Sec. 4.2. Key components of
the protocol are reformulating the quantum computation to be verified as an interactive
energy measurement, which is discussed in Secs. 4.2.1-4.2.3, and encoding the energy
measurements using the so-called learning with errors (LWE) problem which is hard for
classical as well as quantum computers, discussed in Sec. 4.2.2. We then present a step-by-
step classical verification protocol in Sec. 4.2.4, that is slightly modified from the original
proposal in Ref. [63] to make it practical for current NISQ-hardware [54]. The chapter
concludes with our publication on the first classical verification of a quantum computation,
presented in Sec. 4.3.

4.1 verifiable classical computation

Today’s classical computing tasks are increasingly outsourced from a comparatively weak
computational device, the client, to a much more powerful device, the worker. In this way,
the client gains access to the output of a task that exceeds its computational capabilities.
Instead of performing the actual task, a dishonest worker could give an answer, which the
client cannot check so the client must trust the worker. To fight this lack of security, many
strategies have been developed in which a client verifies the output of a stronger worker
with only limited computational resources, which is the realm of verifiable computation [172].

Interestingly, the concepts of verifiable classical computation [172] largely coincide with
those of classical verification of quantum computation [63]. This section aims to provide
the overlapping building blocks using classical computation as an example to form a
foundation for the upcoming quantum verification by purely classical means, discussed in
Sec. 4.2.

4.1.1 Arthur-Merlin protocol

Consider the following scenario between King Arthur and the wizard Merlin [173]. Al-
though Arthur rules over a large kingdom, he has limited computing power. Arthur’s
computer is able to manipulate bit strings according to certain rules and performs one
action at a time, which is called a deterministic Turing machine [53]. Arthur can solve prob-
lems whose time consumption grows polynomially with the size of the problem. The
all-powerful Merlin, on the other hand, has unlimited computational power. One day,
Arthur is confronted with a task that exceeds his computational abilities and seeks Merlin
for help. Crucially, The task is phrased as a “yes” or “no” question, known as a decision
problem. The wizard agrees and presents the king with the answer. After a while, the initial
satisfaction fades and Arthur wonders whether he can trust Merlin’s answer, as he himself
has no way of checking it directly. Arthur turns to Merlin again and requests evidence
to support the wizard’s claim. Crucially, the pieces of evidence Arthur asks for must be
comprehensible with the king’s computational capabilities, i.e. they must be verifiable
in polynomial runtime. In a series of such queries, Arthur proves Merlin’s answers and
accepts or rejects them. A problem is considered verifiable if Arthur accepts a valid proof
(e.g. the answer is yes and Merlin claims it is yes) in more than 2/3 of the cases and accepts
an invalid proof (e.g. the answer is yes and Merlin claims no) in no more than 1/3 of the
cases. In this case, the king is said to be convinced with some probability higher than 2/3,



4.1 verifiable classical computation 89

making him a so-called probabilistic polynomial-time verifier. This interactive verification
model was proposed by Babai in Ref. [174] and named the Arthur-Merlin (AM)-protocol.

Let us think of the smallest protocol instance involving a single message from Merlin
to Arthur, the so-called Merlin-Arthur (MA)-protocol. Examples of verifiable proofs with
MA can be found in number theory, e.g. factoring large integers, which is not known to be
feasible in polynomial runtime [175]. In a decision version of factoring Arthur might ask
Merlin whether the integer x has a factor y besides 1 that satisfies the condition 1 < y ⩽ k
for some constant k [176]. Computer scientists and mathematicians formally refer to this
decision problem as a language L = {⟨x,k⟩ : x has a factor less than k besides 1}. Crucially,
both the “yes” and “no” outcomes for this language L, formally denoted by x ∈ L or x /∈ L,
can be verified deterministically in polynomial time. This works in the following way. If
Merlin answers “yes”, Arthur requests such a factor y from the wizard and verifies the
claim by performing the multiplication x = y · (x/y) in polynomial time proving that x ∈ L.
If Merlin’s answer is “no”, Arthur requests a prime factor greater than k and tests its
primality using, for example, the Agrawal–Kayal–Saxena (AKS) protocol [177], which runs
in polynomial time. If AKS succeeds, Arthur can calculate the remaining prime factors
one-by-one and finally multiplies them to x and show that x /∈ L.

While this verification example terminates with a success probability of 1 it would by
definition suffice to have a success probability of larger than or equal to 2/3. The latter
condition allows more problems to be verified with MA, which will become clear in the
next section.

Let us note that decision problems are very important in the field of verification, since
any functional problem can be transformed into a decision problem while preserving
the time or space needed for the computation [178]. The factoring example gives an idea
of how this is done, so that Arthur gains a leverage over Merlin through the interactive
situation. In this respect, the MA-protocol is archetypal for a broad class of verifiable
classical computations, which we identify in the upcoming Sec. 4.1.2 based on their time
or space required for the computation.

4.1.2 Complexity classes

The resource-based complexity of a computational task, i.e. the way in which its time and
space requirements grow with the size of the problem, is denoted by so-called complexity
classes, an important scientific topic in both mathematics and computer science [178].
While the time complexity indicates the number of steps needed to reach the solution of a
given task, the space complexity characterizes the respective memory consumption. The
assignment of problems to a complexity class can be proved using abstract computational
models, typically based on Turing machines [53]. Some complexity classes overlap with
each other, while others are entirely contained in a parent class. In this regard, Fig. 4.1(a)
shows an inclusion diagram of the known relationships between the complexity classes
relevant to this chapter. The interested reader will find further insights in Ref. [179], on
which the following explanations are based on.

We encountered a complexity class without knowing it when we defined a deterministic
polynomial-time verifier for the MA-protocol. The respective definition suggests the set
of decision problems that can be solved on a deterministic Turing machine, where the
time required increases at most polynomially with the size of the input, and denotes the
complexity class polynomial time (P). Most problems of class P are called efficiently solvable
or tractable. P represents the starting point and centers the inclusion diagram in Fig. 4.1(a).
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(a) Complexity classes (b) Proof interactively

z1=V(x,r1,y1)
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zk=V(x,z1,r1,y1...,yk) ⇒  if zk=1, 

then x∈L
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Figure 4.1: Clever delegation of messages allows a computationally weak verifier to verify the
output of a much stronger prover and also enables the definition of complexity classes.
(a) Inclusion diagram of the time- or space-based computational resources (complexity
class) relevant for the verification procedures discussed in this chapter. The diagram
shows the relationships between the given classes, which are explained in the text of
Sec. 4.1.2. While certain complexity classes are completely contained in a parent class,
some classes only overlap with each other. The latter is illustrated by the red cross,
where a problem in NP is also contained in bounded-error quantum polynomial time (BQP),
but not in bounded-error probabilistic polynomial time (BPP), so that they can be solved with
a quantum computer but not with a classical computer. Further explanations of the
complexity classes can be found in Ref. [179]. (b) Several rounds of message exchange
between a verifier (V) and a computationally stronger prover (P) on the decision task or
language L, following notations in Ref. [173]. For a given input x, V attempts to confirm
that x agrees with the “yes”-outcome of the decision task L, formally labeled x ∈ L. In
this regard, V can make additional queries using its ability to randomly toss coins r,
which are kept private, and sends the queries to P. P computes a certificate y1 that
depends on {x, r1} as a proof of its claim and sends it back to V. V evaluates the proof in
polynomial runtime, formally denoted by z1 = V(x, r1,y1), whereupon this message
exchange continues round by round. V accepts if all tests succeed, where formally at
end of the last round V(x, r1, z1,y1, ...,yk) = 1 holds, and rejects otherwise. Such an
interactive proof is given by the graph non-isomorphism problem, which is discussed at
the bottom of Sec. 4.1.3.

Consider again the set of decision problems solvable in polynomial runtime, now based
on a Turing machine that can perform multiple actions in a single computational step,
called non-deterministic Turing machine. Problems defined in this way range from solvable
in polynomial to exponential runtime and denote the class non-deterministic polynomial time
(NP). Consequently, NP is a parent class of P, as shown in Fig. 4.1(a). It is assumed that
factoring a large number into prime factors belongs to NP [175]. As shown in the previous
section, factoring can be verified by multiplying prime factors, an efficient task in P. Due to
many similar examples, NP is alternatively defined by the set of decision problems that can
be verified on a deterministic Turing machine in P.

Let us extend the class P once more by modeling a Turing machine that guarantees
the right answer to a decision problem at least 2/3 of the time, called probabilistic Turing
machine. This defines the class of bounded-error probabilistic polynomial time (BPP) problems.
The computational outcomes of quantum computers are also probabilistic in nature.
Analogously, if we define the set of decision problems that can be solved on a quantum
computer in polynomial runtime with error probability less than 1/3, we obtain the class
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of bounded-error quantum polynomial time (BQP). BPP is thus a subclass of BQP. Factoring, for
instance, is solvable in BQP using Shor’s algorithm [9].

The computational modeling behind the definition of complexity classes often involves
verification procedures, as in the example of NP. Indeed, the MA-protocol in which Arthur
requests evidence about the claim Merlin made from a single communication step is no
exception. According to the probabilistic nature of the protocol, Arthur belongs to the
class BPP, while it is sufficient to consider Merlin in NP [173]. Thus, a problem L ∈ MA is
given whenever Arthur accepts a valid proof in more than 2/3 of the cases and accepts an
invalid proof in no more than 1/3 of the cases, denoting the complexity class Merlin-Arthur
(MA). Finally, if we extend the computational resources by introducing a quantum verifier
bounded by polynomial runtime and a quantum prover, we obtain the class quantum
Merlin-Arthur (QMA).

Switching from time complexity to memory complexity, the set of all decision problems
that can be solved by a Turing machine with a polynomial amount of memory is called
polynomial space (PSPACE). Note that the space complexity remains the same whether we
consider a deterministic or non-deterministic Turing machine [180]. PSPACE is parent to all
classes discussed so far, see Fig. 4.1(a).

In conclusion, let us note that the exemplary MA-protocol describes an interactive
play between Merlin and Arthur, in which the communication forces Merlin to present
comprehensible evidence for his claim, giving the king leverage. Analogous instances are
used in computational models to define complexity classes [174] and are also the subject to
many verification protocols [178, 181]. For example, blind verification of both classical and
quantum devices [62] and the approach to classical verification of quantum computation
discussed here [63]. In what follows, we generalize such interactive proof models.

4.1.3 Interactive proof system

Suppose a verifier (V) and the untrusted but computationally stronger prover (P) exchange
messages about a decision problem. In these messages, P tries to convince V that the answer
to the decision problem is indeed “yes” [178, 181]. Even if V is unable to verify the entire
statement at once, the conversation forces P to present pieces of comprehensible evidence,
and V continues to demand such evidence from P until every attempt to cheat can be
detected. This procedure is called interactive proof system [178]. The result of interactive
proofs is that V can show that P knows the answer, while it cannot solve the problem itself.

The MA-protocol from Sec. 4.1 is an example of an interactive proof system involving a
single message [173]. The example formally constitutes a shared input x that V tasks P to
prove that it is in the language L. As a proof of its claim, P generates a certificate y that the
verifier accepts if V(x,y) = 1 holds. Importantly, V must be able to deterministically proof
the certificate y by computing an algorithm V(x,y) in polynomial runtime. We remark that
in this scenario the specific power of P is irrelevant and it can be assumed all-powerful.

Let us introduce additional rounds of interaction, where we again follow the notation in
Ref. [173] and assume all variables to be strings of bits. This ends with several responses
y1,y2, ...,yk from P interleaved with several messages z1 = V(x,y1), z2 = V(x,y2), ..., zk =

V(x,yk) from V to repeatedly gather evidence. V accepts the certificates at the final round
k if and only if V(x,y1, z1,y2, z2, ...,yl) = 1. Crucially, in such a multi-round proof the
all-powerful P can calculate all of V’s responses in advance and thus provide the string
y1,y2, ...,yk in one go. However, this leads again to the definition of the complexity class
NP, so we have not yet gained much.
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To raise the complexity of problems that can be interactively verified, we additional
provide V with the ability to generate the messages based on random coin tosses. This
takes away the possibility for P to calculate everything in advance, which provides V

additional leverage, illustrated by Fig. 4.1(b). Let ri ∈ {0, 1} be the i-th string that Arthur
has chosen uniformly at random, and let (z1, r1,y1, ...,yk) be the string of communicated
sequences between Arthur and Merlin depending on the public input x. We further allow
a linear number of rounds |x|O(1) with respect to the length of the input string |x|. For the
interactive proof to succeed, the resulting probabilities Pr for V(x, z1, r1,y1, ...,yk) = 1 at
the end of the k-th round must be greater than or equal to 1− ϵ if x ∈ L and less than or
equal to ϵ if x /∈ L [173]. Let us express this with the equation below

Pr
r∈{0,1}|x|O(1)

[
(P,V(x, z1, r1,y1, ...,yk) = 1

]
⩾ 1− ϵ, if x ∈ L

Pr
r∈{0,1}|x|O(1)

[
(P∗,V(x, z1, r1,y1, ...,yk) = 1

]
⩽ ϵ, if x /∈ L for all provers P∗

, (4.1)

with some ϵ < 1/2 and all provers P∗ which potentially cheat by altering the protocol.
Interactive proof systems satisfy the following two conditions [178] separating the two
lines in Eq. (4.1). First, for every correct result, P is able to convince V of its correctness,
which is called completeness. Second, if the outcome is false, P has no way to convince V of
its correctness. This non-existence of a proof when the output is false is called soundness.

Due to the probabilistic nature of Eq. (4.1), V’s acceptance is BPP-like, and V is said
to be convinced. The complexity class of tasks verifiable in an interactive proof system
depends on both the computational boundaries and the capabilities given to V, e.g.,
additional randomness and security assumptions [178]. Using an interactive proof based
on a probabilistic verifier in P and public coins, where P could calculate all possible choices
in advance, we have previously defined the complexity class MA. Crucially, we can extend
the class MA by switching from public to private coins and allowing a polynomial number of
rounds in the input size |x|, yielding the complexity class interactive proof (IP). Interestingly,
Ref. [181] shows that IP is equal to PSPACE and contains all decision problems that can be
solved by a (non-)deterministic Turing machine in polynomial space.

To illustrate an interactive proof, consider two finite graphs G0 and G1, each represented
by n vertices. If the vertices of either graph can be permuted so that both become equal,
we say that the graphs are isomorphic. Let us do the opposite and ask whether there is no
such permutation σ ∈ Sn for the two graphs [173], yielding the language

L =

{
⟨G0,G1⟩

∣∣ G0 and G1 are encodings of graphs and ∀σ ∈ Sn,σ(G0) ̸= G1

}
, (4.2)

which are then called non-isomorphic. Let us construct an interactive proof of this task by
a Boolean function fL that outputs fL(⟨G0,G1⟩) = 1, if and only if the graphs are non-
isomorphic, and fL(⟨G0,G1⟩) = 0 otherwise, denoting the so-called graph non-isomorphism
problem [182]. Since we are allowed to guess which permutation to use, the problem lies in
NP and can be verified by definition in P, as described below. The upcoming verification
protocol aims to convince V of the output of P with high probability, while allowing both
access to G0 and G1 [173]. In this sense:

(1) V randomly chooses c ∈ {0, 1}

(2) V randomly chooses a permutation σ ∈ Sn and sends σ(Gc) to P

(3) P uses its infinite computational power and decides which of the two graphs the
given σ is isomorphic to. P responds by sending Gb for b ∈ {0, 1}
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(4) V accepts if and only if b = c which can be done effortlessly.

For ⟨G0,G1⟩ ∈ L which are non-isomorphic, any permutation of Gb determines b such
that P knows b with certainty and returns it. For ⟨G0,G1⟩ /∈ L isomorphic, on the contrary,
the graph sent by V has the same distribution for c = 0 and c = 1, where P can only
guess which one to choose. As such, V’s probability to accept is also bounded by 1/2. This
two-round protocol containing one message from both parties can therefore not convince
V. However, we can allow V to send k copies G1, ...,Gk in parallel to P, where each Gi is an
independent random selection according to the steps 1 and 2 above. Now V only accepts
if P answers correctly in all k cases, which results in a verification probability of 1− 2−k,
whereby the ability of P to cheat converges with 2−k towards 0.

Besides the graph non-isomorphism, factoring large integers lies outside the class P. As
shown in Sec. 4.1.1, the verification of prime numbers can be done in a single round of
interaction, whereas the interesting thing about factoring is the underlying functionality.
While the multiplication of prime factors is computationally efficient, the inverse of the
function, i.e., calculating the prime factors, is computationally hard on classical comput-
ers [175]. This prominently builds the security foundation of classical cryptography [183].
In cryptography, the prime factors represent the private key that is exchanged between some
users and gives them access to their shared secret. An eavesdropper’s access is restricted
to the large integer that is the product of the prime numbers, which is called the public
key. The eavesdropper’s only chance of cracking the code is to laboriously compute the
primes, which in a secure protocol, that usually relies on a 2048-bit number, takes longer
than the key is actually valid [184]. Yet, knowing a secret, e.g. one of the prime factors,
the problem becomes simple. Functions that are defined to be efficient to compute but
hard to invert unless someone knows a secret (private key) establish security in many
cryptography protocols and are called trapdoor functions. In the following, we will explain
the significance of trapdoor functions in verification applications.

4.1.4 Interactive proofs with trapdoor functions

The interactive proofs in both AM-protocol and graph non-isomorphism create leverage
over a computationally stronger prover by requesting comprehensible pieces of evidence
based through interaction or the verifiers’s ability to make random choices. Below, we
illustrate how trapdoor functions can be used to increase this leverage over the prover.

Consider a computationally weak verifier (V) tasking a much more powerful prover (P)
with counting the number of leafs in a tree, as illustrated in Fig. 4.2. Checking the result
by simply recounting the number of leafs is computationally far beyond the capabilities
of V. Instead, V repeats the query but removes a random number of leafs from the tree
beforehand. Importantly, V keeps this number secret from P, who is thus forced to repeat
the task entirely. Counting the difference in leafs, however, falls within the computational
capabilities of V and provides strong leverage over P, denoting the trapdoor information.
Many such iterations, where V removes leafs from the tree and P recounts them, will
eventually convince V that P is able to correctly solve the task of counting the leafs on the
tree.

The example intuitively shows how the difference in the number of leafs provides
V comprehensible pieces of evidence and how choosing this difference at random and
keeping it secret creates a trapdoor function which cleverly leverages P.

Finally, if we allow the computational entities to be based on quantum computers we end
up with a quantum interactive proof system [178]. Such a system considers P with unlimited
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Figure 4.2: An interactive proof system based on a trapdoor function, simply illustrated. Imagine
a verifier (V) with limited computational power who wants to solve a task that far
exceeds its computational capabilities. Let this task be counting the number of leafs
on a tree. A problem where a much more powerful prover (P) steps in and helps.
However, P’s trustworthiness is doubted. To assess its honesty, V repeats the query but
before removes a random number of leafs from the tree. A number, P is left in the dark
about, while it can be counted effortlessly by V. This leaves P no other chance than to
completely resolve the problem. By checking the difference in the number of leafs in
many iterations, V becomes convinced of the correctness of P’s original answer. The
essence of this example is that V gains leverage over P in that it keeps the random
number of leafs removed to itself, which is called the trapdoor information.

computational power and a quantum V that solves tasks in polynomial runtime based on
success probability of at least 2/3 and an error probability of at most 1/3. As such, V is in
BQP. This definition denotes the complexity class of quantum interactive proof (QIP). Note
that IP is similarly defined with a BPP-like verifier. Interestingly, the work of Watrous in
Ref. [185] and of Aaronson in Ref. [186], both published in 2010, showed that QIP is equal
to PSPACE, which was considered a breakthrough in complexity theory.

4.1.5 Learning with errors

For the above protocols to work, we need to ensure that the encryption in the form of
trapdoor functions is secure against attempts by the powerful prover to reverse engineer
them. Ref. [187] summarizes a hodgepodge of cryptography and security applications
such as verifiable computations that fall under the umbrella of interactive proof systems.
However, established ways of distributing keys in classical cryptography are threatened
by quantum computers using Shor’s algorithm [9]. At least someday, when scaled-up
quantum computers work in a fault-tolerant way this scenario may become a reality. To
compensate for this future lack of security, computational tasks have been investigated
that are hard for quantum computers to solve and that allow key distribution even in the
post-quantum era [188].

A promising idea to encrypt messages in cryptography or interactive proofs is based on
a set of linear equations with erroneous variables. With only the function outputs publicly
available, it would be the task of an eavesdropper to learn from which function domains
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the outputs were generated, becoming challenging for high-dimensional equations that are
subject to noise. The idea was proposed by Regev in Ref. [189] and is called learning with
errors (LWE).

Conceptually, LWE starts from Zm
q as the m-dimensional ring of integers modulo q [190]

and Zm×n
q as the m×n-dimensional ring of integers modulo q. Now imagine a function

f : v = M · t+ e that transforms an input matrix M ∈ Zm×n
q into an output matrix v ∈ Zm

q

depending on a private key t ∈ Zn
q and the influence of noise e ∈ Zm

q . Thus, a message of
length m can be encrypted with the public key {v,M} and the private key {t, e}.

Let us define the LWE procedure in more detail, and then illustrate how it can be used to
encrypt messages:

(1) choose a fixed vector t ∈ Zn
q uniformly at random

(2) choose M ∈ Zm×n
q at random from a uniform distribution over Zm×n

q

(3) sample an error e ∈ Zm
q from Gaussian distributions in all m dimensions truncated

by the norm ||e||1, which is small compared to the norm of the function output ||v||

(4) efficiently compute f : v = M · t+ e yielding v ∈ Zm
q

(5) distribute {v,M} as the public key and keep {t, e} secret as the private key

Let us run through this recipe in a one-dimensional example of sending message msg = 1

based on private key t = 5 with error e = 12. To generate the public key, we choose a
random sequence of numbers M = {12, 34, 6, 2, 45, 9, 16, 12, 31, 53} longer than the value of t
and calculate f : v = M · t+ e, which gives v = {72, 182, 42, 22, 237, 57, 92, 72, 167, 277}. Then
we encrypt the message msg from a randomly sampled subset vsub = {92, 167, 42, 72, 22} of
length t, accumulate its values, and add the message msg on top, giving msgenc =

∑
vsub +

msg = 396. This encrypted message msgenc = 396 can be used for secure communication. A
receiver knowing the private key can decrypt the message msg by computing the remainder
msg = msgenc (mod t) = 1.

An eavesdropper, on the other hand, can only learn about the message msg by finding
out the private key (or trapdoor) t based on the public key {M, v}. This is only possible by
inverting the function f. While the inversion is quite straightforward for the given number
strings, the task becomes computationally difficult with the Gaussian distributed error and
for high dimensions m ≫ n, where m and n are the dimensions of the function output
and the trapdoor respectively [189].

Geometrically, full-fledged LWE refers to the identification of noisy sites on a high-
dimensional lattice where each lattice site is blurred by the error e. Without the error e, the
lattice sites become discrete and the task simplifies to a linear equation. However, in the
presence of errors e, the only chance to find the trapdoor t is to check all lattice sites, which
becomes computationally hard for high dimensions m≫ n, more details in Sec. 4.2.2.

Interestingly, Regev proved in Ref. [189] that LWE is hard even for quantum comput-
ers [189], making the problem a so-called post-quantum secure trapdoor function. LWE is
widely used in public key cryptosystems that feature applications in both the current era
of classical and the future era of quantum computing, which is discussed in detail in the
review work of Ref. [191].

4.2 verfiable quantum computation by classical means

Mahadev’s framework for classical verification of quantum computations in Ref. [63]
uses an interactive type of measurement protocol that allows a classical verifier to use a
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quantum computer that no longer has the ability to cheat. The interactive proof (Sec. 4.1.3)
is based on the ability of the classical verifier to make random choices and the inability
of the quantum computer to efficiently solve the LWE problem (Sec. 4.1.5). This enables
encrypted interactions between verifier and prover. The existence of such a framework
represents a milestone in computer science, and testing its experimental capabilities is the
next logical step.

Following Mahadev’s protocol, recent work on non-interactive classical verification [192]
and an approach to polynomial-time verifiers with zero knowledge [193] have been
proposed. Moreover, the authors in Ref. [194] present a protocol on classical verfiable
quantum advantage.

Here, we attempt to verify the output of a quantum computer classically. Mahadev [63]
assumes that the classical verifier (V) is able to solve all decision problems that require
a polynomial runtime on a probabilistic Turing machine, i.e. acts in the class of BPP. The
quantum prover (P), on the other hand, can solve decision problems from the class BQP,
to which it efficiently provides an answer in polynomial runtime. BQP lies within PSPACE,
i.e., the class of (quantum) interactive proofs [185, 186]. Crucially, BQP contains problems
outside of NP, as illustrated by the red cross in Fig. 4.2(a). An example is simulations of
quantum many-body systems, whose countless degrees of freedom can become classically
intractable for as few as ten particles [54]. While the latter remain efficiently solvable for P,
for V it is no longer clear how they can be verified with the tools presented so far in Sec. 4.1
and therefore represent the relevant problems for the classical verification of quantum
computation.

Verifying the output of a quantum computer relates to verifying a quantum state, where
the verifier must decide whether or not that state has been correctly prepared by a quantum
computer prover, referring to a decision task with “yes”- or “no”-outcome. Since any
functional problem can be transformed into a decision task with the same computational
complexity [195], this reformulation does not make the verification process more difficult.
Mahadev proposes in Ref. [63] to rephrase this decision task as an energy measurement of
a specially designed quantum state that indicates the correct computational outcome of
the task by a low energy.

4.2.1 Phrasing a decision problem as an energy measurement

Suppose the verifier (V) wants to confirm a decision task L ∈ BQP given by the com-
putational outcome of applying an m-qubit quantum circuit C to the input state |0⟩⊗m.
Analogous to the verifiable classical computations from Sec. 4.1, there is a similar setting for
tasks or languages L ∈ BQP where the input x is a local Hamiltonian along its ground-state
|η⟩ and the certificate y of the prover (P) is the energy of this quantum state [63]. Thus, if
x ∈ L there exists a state |η⟩ with energy below a certain threshold, while for x /∈ L the
energy of all states remains above this threshold.

Crucially, there exists a quantum computer approach that is designed so that its problem
solution is encoded in the ground-state of a particular Hamiltonian, to which the system
then evolves adiabatically, referred to as adiabatic quantum computers [196]. In classical
verification, where we similarly attempt to encode the solution of a problem L ∈ BQP into
the ground-state energy of a Hamiltonian, we rely largely on these techniques. Ref. [197]
provides the recipe for the efficient construction of such a Hamiltonian H(L), which con-
sists of poly(m) terms, each acting on no more than logm qubits, yielding a so-called
(logm)-local Hamiltonian. The work in Ref. [198] further shows that these Hamiltonians
can be constructed from only two-local terms of the Pauli operators X and Z [198]. Hamil-
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tonians of this type are considered to be efficiently computable, a prerequisite for our
verification studies. An upper energy threshold for the corresponding ground-state can
also be estimated using the tools from Ref. [197].

Let us assume, without loss of generality, that P claims the probability Pr that it has
correctly implemented the quantum circuit C is Pr(C) ⩾ 1− ϵ, which means that x ∈ L.
We refer to this as the “yes”-outcome of the decision problem. One can then show that
a Hamiltonian H(L) constructed based on L and the above means has the following two
properties [197]:

(1) If Pr(C) ⩾ 1− ϵ, where the prover claims x ∈ L and this is the case, the smallest
eigenvalue λ of H(L) is below ϵ

(2) If Pr(C) ⩽ ϵ, where the prover claims x ∈ L but this is not the case, the smallest
eigenvalue of H(L) is larger than 3

4 − ϵ.

These properties refer to completeness and soundness, see Sec. 4.1.3. If completeness is
satisfied, there exists a state |η⟩ with energy less than ϵ, which can be efficiently computed
in BQP and is called clock-state for reasons that will become clear in a moment [199]. An
honest quantum P can prepare the |η⟩-state as a proof of its claim.

We leave further details on the construction of such a problem Hamiltonian H(L) and
its lower bound on the ground-state energy ϵ to Refs. [63, 200] and focus instead on the
|η⟩-state preparation and the interactive energy measurement on it, which are the key
building blocks of Mahadev’s protocol [63].

In this sense, Refs. [63, 200] show that classical V knows how to write down the clock-
state |η⟩ based on a circuit C linked to the quantum task L in the following systematic
way

• Let U1, ...,UN be the N gates of the m-qubit circuit C acting on the initial state
|0⟩⊗m = |0, ..., 0⟩

• There exists a Hamiltonian H(L) in Hilbert space of nη = m+ ⌈log(N+ 1)⌉ qubits,
such that its energy ⟨η|H|η⟩ = 1− p(C), with [63, 200]

|η⟩ = 1√
N+ 1

N∑
n=0

Un...U1 |0...0⟩ |n⟩ , (4.3)

where U0 = 1⊗m is the identity. The |η⟩-state is a superposition of all N gates from
the circuit C, accompanied by a second register |n⟩, called clock-register. A circuit with
N gates requires at most ⌈log(N+ 1)⌉ clock-qubits [197]. For example, consider the
|η⟩-state of a three-gate circuit with single-qubit gates U1, U2, and a two-qubit gate U3

acting on the initial state |00⟩ of output U3U2U1 |00⟩. The corresponding clock-state is
|η⟩ = 1/2(|00⟩ |0⟩+U1 |00⟩ |1⟩+U2U1 |00⟩ |2⟩+U3U2U1 |00⟩ |3⟩) involving four qubits

• The Hamiltonian H(L) is a sum of terms of only local operators X and Z [198], and if
λ denotes the smallest eigenvalue of H(L), the following implications hold:

(1) p(C) > 1− ϵ =⇒ λ < ϵ

(2) p(C) < ϵ =⇒ λ > 3
4 − ϵ.

Suppose for a moment that P sends the qubits of the |η⟩-state one-by-one to V, which
is now assumed to have quantum resources. The problem Hamiltonian H(L) consists
of local Z and X terms, so by analogy, local measurements in Z- and X-basis [198, 201]
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qualify quantum V to decide whether p(C) > 1− ϵ or p(C) < ϵ and thus complete the
verification procedure. Since such local energy measurements can be applied to all qubits
of the |η⟩-state sequentially, the verification procedure becomes linear in the number of
qubits involved [201].

In contrast, if V only has access to classical resources, the quantum measurements must
be delegated to quantum P.

The conceptual core of Mahadev’s protocol [63] is the delegation of what used to be
the quantum aspect of the verifier’s tasks to the prover through a series of encrypted
measurements that ensure that the prover cannot use the fact that they are measuring the
energy themselves to cheat.

4.2.2 Post-quantum secure delegation of energy measurements

Although quantum computers are very powerful, there exist problems that are hard to
solve even for them. Analogous to classical cryptography, one such quantum-hard problem
is LWE [189], presented in Sec. 4.1.5. In classical verification of quantum computation [63],
it is precisely the assumption that LWE is quantum-computationally hard that allows
for the construction of post-quantum secure trapdoor functions to delegate the energy
measurement from the classical verifier (V) to the quantum prover (P) in an encrypted way.

In particular, to hide whether the measurements on the |η⟩-state from Eq. (4.3) are
performed in the basis X or Z, we need to encode two families of functions into a post-
quantum secure trapdoor function. These function families are supposed to perform
transformations on the quantum state held by P such that they effectively refer to a
measurement in either of the two bases. Formally, let F and G be the two families of
functions along with a pair of elements {fk,0, fk,1} ∈ F and {gk,0,gk,1} ∈ G, where k ∈ K is
an index based on a finite set K. While the index k secretly communicates the function
type and thus serves as a public key, the function elements {0, 1} depend on a single qubit
state {|0⟩ , |1⟩} from the |η⟩-state, on which the particular measurement is performed. The
elements of the two function families are considered as bit string transformations of the
form fk,b,gk,b : {0, 1}nx → {0, 1}ny . The encryption of F and G with post-quantum secure
trapdoor functions should make it impossible for P to decide whether a certain function
yk ∈ F ∪ G originates from F or G and thus to know on which basis the measurements
are actually carried out. We formally write yk to emphasize that the function family is
hidden. To this extent, we consider the two families to have a private key or trapdoor tk,
i.e. an inverse function y−1

k that can output xb given an input y such that fk,b(xb) = y

or gk,b(xb) = y with b ∈ {0, 1}. We refer to the image xb of the inverse function y−1
k

as the preimage. The trapdoor information tk is only known to V, while it is kept secret
from P. Ideally, P can compute the function outputs of yk in either case fk,b(xb) = y or
gk,b(xb) = y if it only knows the public key k without any further information about the
function’s character.

The linearity of the energy measurement protocol allows us to examine a single qubit∑
b∈{0,1} αb |b⟩ = α0 |0⟩+α1 |1⟩ of the |η⟩-state, see Sec. 4.2.1. To encrypt the measurements,

Ref. [63] considers the following state

|ϕk⟩ =
1√
2nx

∑
b,x

αb |b⟩ |x⟩ |yk(b, x)⟩ , (4.4)

which V tasks P to prepare. This state involves 1+nx+ny qubits with b ∈ {0, 1}, x ∈ {0, 1}nx

and y ∈ {0, 1}ny , where we call b the state of the committed qubit, x the preimage register and
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y the commitment string. By these means, nx+ny additional qubits are used to delegate and
perform encrypted measurements on the single committed qubit b from the |η⟩-state. We
leave the function sizes nx and ny unspecified for now, but discuss examples in Sec. 4.2.4.

We can construct a measurement protocol based on Eq. (4.4) that effectively corresponds
to a Z or X measurement on the first qubit b, depending on whether yk(b, x) ∈ G or
yk(b, x) ∈ F. First, P must measure the last register |yk(b, x)⟩ in the “physical” Z-basis and
pass the resulting bit string to V. By construction, we want the remaining state in the first
two registers to project into the product state αb |b⟩ |x⟩ for an effective Z-measurement (G)
or into the superposition state α0 |0⟩ |x⟩+α1 |1⟩ |x⟩ for an effective X-measurement (F). P
is finally asked to measure the qubits of the first two registers in the “physical” X-basis,
which effectively performs either the Z- or the X-basis measurement on the first qubit b,
depending on the chosen function family G or F.

This projection into either the product or superposition state can be achieved by defining
the two function families to be pairs of maps {gk,0,gk,1} ∈ G and {fk,0, fk,1} ∈ F being of
type one-to-one and two-to-one, respectively. This means that pairs of the first family G

have both disjoint domains and images in any case (injective), whereas pairs from the
second family F can have the same image for disjoint domains (surjective). For domains
x0 ̸= x1 it then always holds gk,0(x0) ̸= gk,1(x1), whereas for domains x0 ̸= x1 with
x1 ̸= x0 + tk it holds fk,0(x0) ̸= fk,1(x1). Yet, if someone knows the trapdoor tk, defined
by x0 ̸= x1 with x1 = x0 + tk, one can find fk,0(x0 + tk) = fk,1(x1). To separate the two
function families, preimages of F that generate the same image must be identified. By
design, this must be computationally efficient with knowledge of tk and either of {x0, x1}
and quantum computationally hard otherwise. The latter requires calculating the inverse
function f−1

k,b to find the preimages xb = f−1
k,b(y).

We now qualitatively review how F and G can be encoded into a post-quantum secure
trapdoor function. Let us therefore relate the two-to-one function family F to the quantum-
hard LWE problem from Sec. 4.1.5, which must be distinguished from the one-to-one
function family G. There are no special requirements for the elements of G, so they may
be efficiently invertible. The distinction of F and G leads us to a binary version of LWE

called decision learning with errors (DLWE) [189]. However, LWE is part of DLWE, so we can
seamlessly follow up on our earlier definition presented in Sec. 4.1.5.

Consider M ∈ Zm×n
q and tk ∈ Zn

q , both chosen uniformly at random, together with
an error e ∈ Zm

q . The error e is drawn at random from a product of truncated Gaussian
distributions with a norm ||e||1 that is considered small compared to the norm of the
function output v ∈ Zm

q [189]. In DLWE, P is given the function output v alongside M,
denoting the public key, while V, who constructed the problem, holds back both trapdoor
information tk and error e. Based on the public key {v,M}, the decision task for P is to
distinguish, whether the function output v is constructed from fk : M · tk + e or a uniformly
distributed g : u ∈ Zm

q as follows

v =

fk : M · tk + e

gk : u
. (4.5)

Geometrically, DLWE refers to the identification of points on a lattice that are either uni-
formly distributed gk : v = u or follow a noisy pattern according to fk : v = M · tk + e. In the
latter case, the function output v lies within a certain radius from a lattice site drawn from
the error e, as shown in Fig. 4.3. Crucially, P must learn of the trapdoor information tk to
identify the function type chosen by V, which is only possible by inverting f : v = M · tk + e.
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With the given error, this leaves P no choice but to check all lattice sites, which becomes
quantum computationally hard at high dimensions m≫ n [189].

u one-to-one

x0≠x1

noisy la�ice
sites

to distinguish 
is quantum hard

high 
dimensional
la�ice

fk,0(x0+tk) = fk,1(x1) 

x0≠x1

(x1≠x0+tk)
x0≠x1

(x1=x0+tk)

gk,1(x1)

gk,0(x0)

fk,0(x0)

fk,1(x1)

M·tk+e       two-to-one

trapdoor
information tk

→→

Figure 4.3: Post-quantum secure trapdoor function based on noisy lattice sites. Imagine two
families of functions as pairs of maps {gk,0,gk,1} ∈ G and {fk,0, fk,1} ∈ F, each of type
one-to-one (injective) and two-to-one (surjective), respectively. The index k ∈ K is based
on a finite set K and represents the public key to communicate the chosen function
type between verifier V and prover P. The family G has both disjoint domains and
images, i.e. gk,0(x0) ̸= gk,1(x1) for all x0 ̸= x1, while the family F can have the same
image for two domains fk,0(x0 + tk) = fk,1(x1), depending on a private key or trapdoor
tk. P can compute the function image based on the k received from V and then tries
to identify either function family F or G by checking whether the given image could
have been generated from two preimages. Without knowing the trapdoor tk, P must
invert F, which by design must be computationally hard. In the classical verification of
quantum computations [63], the one-to-one and two-to-one maps are used to encrypt
measurements in Z- and X-basis, see Eq. (4.4). V delegates these encrypted measurements
to P and by that hides the respective basis. This can be achieved by encrypting F and
G based on DLWE [189] defined in Eq. (4.5) relating to the identification of noisy lattice
sites. Geometrically the shared image fk,0(x0 + tk) = fk,1(x1) lies somewhere in the
erroneous area (red shaded). Due to the noise and without knowledge of the trapdoor
tk, P can only separate F and G by checking all lattice sites, which becomes quantum
computationally hard for high-dimensional lattices [189].

For the measurement delegation in Eq. (4.4), the lattice problem is encoded in the bit
string transformation fk.b,gk,b : {0, 1}nx → {0, 1}ny and requires nx + ny extra ancilla
qubits. For realistic security assumptions against a quantum computer, it is assumed that
hundreds of additional qubits nx +ny are needed to encrypt the energy measurement for
each computational qubit of the |η⟩-state [54].

For a summary of the construction of post-quantum secure trapdoor functions, see
Ref. [202]. In the upcoming discussion of the classical verification protocol, we relate to
the trapdoor functions simply in terms of their bit string lengths. A minimal instance for
two-to-one and one-to-one functions that encode X and Z measurements is thus given
by a two-bit to two-bit transformation of form fk,b,gk,b : {0, 1}2 → {0, 1}2, which however
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cannot fulfill any security assumptions. For technical explanations on the construction of
such relaxed trapdoor functions, see the Appendix of Ref. [200].

4.2.3 Concept of classical verification

The key to classical verification of quantum computation is to turn the verification process
into an interactive situation, see Sec. 4.2.1. First, the verifier (V) asks for a commitment from
the prover (P), and only after receiving it, requests the measurement results in one of two
orthogonal bases, which must be consistent with the original commitment. Importantly,
V delegates the measurement bases in an encrypted way by using post-quantum secure
trapdoor functions based on DLWE, see Sec. 4.2.2. In this way, P executes the actual
verification step, but still cannot cheat because they are kept in the dark about the basis on
which the measurements are performed.

Given the quantum task L to be verified, V constructs the corresponding local problem
Hamiltonian H(L) together with a recipe of the clock-state |η⟩ in the systematic way of
Eq. (4.3), rephrasing the decision problem as an energy measurement. This construction
relates the |η⟩-state to the ground-state of H(L) with energy below a known threshold
ϵ [197]. The resulting quantum circuit C is passed to P, who efficiently prepares it with their
quantum power. If done correctly, the state prepared by P has energy below ϵ and is a proof
of the correctness of P’s claim about the outcome of the decision problem. Crucially, the
energy measurement requires quantum resources, so V must delegate the measurements to
P. Refs. [198, 201] show that local measurements in X- and Z-basis are sufficient, whereby
the measurements can be applied sequentially to each qubit in the |η⟩-state, yielding a
linear protocol. While P knows quite a lot about the task to be verified, including the
circuit C to prepare |η⟩, the main contribution of Mahadev’s classical verification protocol
in Ref. [63] is that V hides the measurement bases from P using post-quantum secure
trapdoor functions based on DLWE from Eq. (4.5) and thereby prevents any cheating. As
such, the given protocol constitutes a quantum interactive proof.

To construct the interactive proof, V tasks P to integrate the trapdoor function by encod-
ing each qubit of the |η⟩-state with Eq. (4.4), resulting in the state |ϕk⟩. By construction,
|ϕk⟩ requires a one-to-one function (G) to effectively delegate a Z-measurement and a
two-to-one function (F) for the X-measurement, which are encrypted by means of the first
and second case of DLWE in Eq. (4.5). P prepares the state |ϕk⟩ with the index k secretly
communicating the function family (public key) using nx +ny additional ancilla qubits
that store preimage and image of the trapdoor function. P is then asked to measure the
ny qubits from the commitment register |yk(b, x)⟩ in the “physical” Z-basis. This projects
the first two qubit registers from |ϕk⟩ into the product state αb |b⟩ |x⟩ with b ∈ {0, 1} for yk
being the one-to-one function (G) or into the superposition state α0 |0⟩ |x⟩+ α1 |1⟩ |x⟩ for
yk being the two-to-one function (F). In the latter case two preimages have generated the
same trapdoor function image y. P then measures the first two registers in the “physical”
X-basis, which effectively performs a Z- or X- measurement depending on the selected
function family G or F. P finally sends the classical measurement results to V. This part of
the protocol must be applied to all qubits in the |η⟩-state and is referred to as “measurement
round”.

To ensure that P cannot cheat, we must additionally verify Eq. (4.4) with respect to the
initial commitment, which tells us that P has prepared the correct quantum state. Otherwise,
the energy may remain low even though the task was performed incorrectly [63]. To this
extent, V interleaves the “measurement round” with a round that ensures that P has
prepared the state correctly, referred to as “test round”. This works in the following way.



102 verifying an untrusted quantum device

After P has measured the ny qubits from the commitment register of |ϕk⟩ of Eq. (4.4) in the
Z-basis, V requests measurements on the remaining 1+nx qubits of the first two registers
in Z-basis and checks whether the function output y obtained by P was actually generated
from the selected input, i.e. checks whether yk(b, x) = y is true. If this test passes with
high probability, V can trust the results from the “measurement round”.

Decryption of the measurement bases with the trapdoor information tk (private key)
and linking them to the classical results from the “measurement round” obtained from
P finally qualifies V to estimate the energy of the |η⟩-state and to classically verify the
quantum task L.

It should be noted that noise in the quantum system of P must, by design [63], increase
the measured energy of the |η⟩-state and above a critical level prevents verification [200].

4.2.4 The step-by-step protocol

With current quantum devices, even in the absence of noise, Mahadev’s verification
protocol [63] is not feasible for reasonable choices of security parameters, i.e., large enough
trapdoor functions based on the DLWE problem from Eq. (4.5). In fact, a realistically secure
version of the protocol requires hundreds of extra qubits for each computational qubit
to verify [54]. In view of the fast-moving technological developments, we now present
a proof-of-principle protocol on classical verification of quantum computation, circling
around the original ideas from Ref. [63].

The protocol is presented in Fig. 4.4 and aims at demonstrating all the building blocks
for classical verification, while being specifically designed for the capabilities of today’s
NISQ-devices [54]. Such a small-scale approach must inherently relax security assumptions
in favor of a feasible protocol.

Consider an |η⟩-state of unspecified size constructed by means of Eq. (4.3). The linear
structure of the measurement protocol proposed by Ref. [63] allows the energy measure-
ment to be performed separately on each qubit of the |η⟩-state. We therefore assume a
single qubit in the arbitrary state |ψ⟩ = α0 |0⟩+α1 |1⟩, whereby the following protocol steps
must eventually be applied to all qubits in the |η⟩-state. For the proof-of-principle approach,
we use minimum-size trapdoor functions based on a two-bit map yk : {0, 1}2 → {0, 1}2,
which for k = 0 communicates a one-to-one function (G) to effectively perform a Z-
measurement, and for k = 1 communicates a two-to-one function (F) to effectively perform
an X-measurement, see Eq. (4.4). A description of this state together with the index k
denotes the public key. According to Eq. (4.4), the resulting minimal protocol instance can
be partitioned into three qubit-registers, all of which are held by P. The single-qubit in the
state |ψ⟩ represents the committed qubit. To delegate the measurement bases k ∈ {0, 1}, an
additional single qubit is required in the preimage register. To store the two-bit outputs of
the trapdoor function yk, two additional qubits are required in the commitment register.
The resulting minimal protocol instance therefore relies on three additional qubits (preim-
age and commitment register) to secretly delegate and perform the energy measurement
on a single computational qubit of the |η⟩-state.

Based on these assumptions, let us go through the protocol from Fig. 4.4 step by step [54]:

S0 V passes the circuit C along a description for the |η⟩-state to P, which implements it
using its quantum power. The linear protocol structure enables the energy measurement
on each qubit |ψ⟩ of the |η⟩-state individually, which is shown in Fig. 4.4.

S1 V prepares a family of post-quantum secure trapdoor functions yk, based on DLWE from
Eq. (4.5), specified by an index k together with the corresponding trapdoor information
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Figure 4.4: Proof-of-principle protocol on the classical verification of quantum computation [54].
The classical verifier (V) attempts to confirm the outcome of a decision problem solved
by the quantum prover (P). A proof of the correctness of P’s claim is specifically encoded
in the energy of the state it prepares, here given by |ψ⟩ = α0 |0⟩ + α1 |1⟩. To verify
P’s claim about the outcome of the decision problem, V delegates measurements in
bases X and Z to P based on a public key k such that the respective basis is hidden
from P. This is achieved by encrypting the measurement bases with the quantum-
hard DLWE-problem from Eq. (4.5), which gives V leverage over P. Alternating between
“measurement rounds” that target the decision problem under verification, and simpler
“test rounds” that ensure that the outputs of P were generated from the correct quantum
state prevents any attempt of cheating. Finally, considering the classical statistics from
the “measurement rounds” together with the trapdoor tk qualifies V to evaluate the
quested energy, which proves that the decision problem was correctly solved by P.

tk (private key). There are two types of trapdoor functions, namely one-to-one (k = 0)
and two-to-one (k = 1) maps, which correspond to measurements in Z- and X-basis,
respectively. The trapdoor allows V to secretly evaluate the function preimages, which
are not computable for P due to the quantum-hard DLWE problem. V then sends an
index k ∈ {0, 1} together with a description of the circuit that implements the function
depending on k to P (public key).

S2 P implements the quantum state |ϕk⟩ = 1/
√
2nx

∑
b,x αb |b⟩ |x⟩ |yk(b, x)⟩ according to

Eq. (4.4). Here |b⟩ is the single committed qubit from the |η⟩-state which together with
the middle qubit |x⟩ constitutes the preimage of the trapdoor function, and the last
two qubits in state |yk(b, x)⟩ represent the trapdoor function image in the commitment
register.

S3 V asks P to measure the commitment register, i.e., qubits three and four of state |ϕk⟩
in the Z-basis, and return the results y. If yk was chosen to be a one-to-one function
(k = 0), the state in the committed and preimage register (qubits one and two) is
projected into the product state αb |b⟩ |x⟩, where yk(b, x) = y holds. If yk was a two-to-
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one function (k = 1), the state of qubit one and two is projected into the superposition
of the two preimages α0 |0⟩ |x0⟩+α1 |1⟩ |x1⟩, where yk(0, x0) = yk(1, x1) = y holds.

S4 V performs with probability 1/2 either a “measurement round” or a “test round”.

a) “test round”: P measures the committed and preimage register (qubits one and
two) in the Z-basis. V then verifies that P has correctly prepared |ϕk⟩ by checking
yk(b, x) = y. Thus, V is confident that the classical results transmitted by P were
indeed generated from the correct quantum state. This ensures that the estimated
energy of the |η⟩-state can only be low if P prepared it correctly, which excludes
possible coincidences from randomly generated classical numbers.

b) “measurement round”: If the “test round” passes with high probability, P measures the
committed and preimage register (qubits one and two) in the X-basis. Depending on
the function type yk, the first qubit is effectively measured in the Z- or the X-basis. V
then assigns the measurement bases to the classical results from the “measurement
round” using the trapdoor information tk and determines the |η⟩-state energy, which
finally verifies the computational outcome generated by P.

For details on how to estimate the |η⟩-state energy based on the classical results from the
“measurement round”, see Ref. [200].

It is worth noting that the protocol has some robustness to noise, a necessary condition
to ensure that measurements can be made under experimental conditions without compro-
mising the verification result. This can be shown with the results proposed in Ref. [203],
which deal with verification in the presence of limited quantum resources and the absence
of perfect experimental control.

In Sec. 4.3 we will follow the above protocol to experimentally demonstrate the classical
verification of a single-qubit quantum computation. According to Eq. (4.3), this requires a
two-qubit |η⟩-state. The first qubit is subjected to the single-qubit operation to be verified
and the second qubit represents the clock-qubit prepared in state |+⟩x = (|0⟩+ |1⟩)/

√
2

to realize a superposition of the identity and the target operation. The above step wise
measurement protocol must be applied to both qubits. Using minimal two-bit to two-bit
trapdoor functions as in the step-by-step protocol above, requires three additional qubits
to delegate the energy measurement on each computational qubit of the |η⟩-state. The
resulting eight-qubit protocol can classically verify a single-qubit quantum computation.
It should be noted that while this example contains all the necessary protocol steps, the
small size of the trapdoor functions cannot satisfy any security requirements [54].

While the specific sizes of trapdoor functions for securely encrypting energy measure-
ments against a quantum computer are generally unknown [54], we can instead discuss
the protocol sizes for a given trapdoor function. In general, an m-qubit circuit C of N
gates yields an |η⟩-state with nη = m + ⌈log(N + 1)⌉ qubits, see Eq. (4.3). To delegate
the energy measurement to each qubit in the |η⟩-state, we can choose nx-bit to ny-bit
maps for the trapdoor functions that require a preimage register of size nx = ny − 1

and a commitment register of size ny. Accumulation of all three registers yields a total
number of nη · (nx + ny) qubits. Crucially, ancilla qubits can, after reinitialization, be
reused in all measurement rounds, relaxing the protocol size to nη +nx +ny. The above
proof-of-principle protocol could thus be implemented with only five qubits at the cost of
performing nη insequence measurements.

Finally, let’s talk about the next major protocol implementations. To improve security, we
could introduce three-bit to three-bit trapdoor functions, where each committed qubit must
be accompanied by two qubits in the preimage register and three qubits in the commitment
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register. A minimal two-qubit |η⟩-state for verifying a single-qubit quantum computation
therefore yields a twelve-qubit protocol, or a seven-qubit protocol if the ancilla qubits are
recycled.

To maintain the security assumptions of the step-by-step protocol with a two-bit to
two-bit transformation, but now verifying a correlated two-qubit operation requires a
two-qubit clock register to control both qubits in the target operation. This leads to a
four-qubit |η⟩-state. Considering three ancilla qubits to measure the energy in each qubit
in the |η⟩-state yields a 16-qubit protocol, or an eight-qubit protocol if ancilla qubits can be
reused.

Finally, it should be noted that the protocol has a high noise sensitivity with respect to
the capabilities of current quantum devices, which makes larger implementations than the
verification of a single-qubit quantum computation hardly feasible at the moment [200].
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Abstract
With today’s quantum processors venturing into regimes beyond the capabilities of classical
devices, we face the challenge to verify that these devices perform as intended, even when we
cannot check their results on classical computers. In a recent breakthrough in computer science, a
protocol was developed that allows the verification of the output of a computation performed by
an untrusted quantum device based only on classical resources. Here, we follow these ideas, and
demonstrate in a first, proof-of-principle experiment the verification of the output of a quantum
computation using only classical means on a small trapped-ion quantum processor. We contrast
this to verification protocols, which require trust and detailed hardware knowledge, as in gate-level
benchmarking, or additional quantum resources in case we do not have access to or trust in the
device to be tested. While our experimental demonstration uses a simplified version of Mahadev’s
protocol we demonstrate the necessary steps for verifying fully untrusted devices. A scaled-up
version of our protocol will allow for classical verification, requiring no hardware access or detailed
knowledge of the tested device. Its security relies on post–quantum secure trapdoor functions
within an interactive proof. The conceptually straightforward, but technologically challenging
scaled-up version of the interactive proofs, considered here, can be used for a variety of additional
tasks such as verifying quantum advantage, generating and certifying quantum randomness, or
composable remote state preparation.

1. Introduction

Quantum computers are now widely believed to be at the brink of solving problems that are classically
intractable [1–3]. Yet, for operating these devices in such a quantum advantage regime, one is confronted
with the question of how their output can be verified. The answer depends strongly on the task for which the
device is used, the level of control, and its quality. In case the user has direct access to the device, for instance,
they can perform gate benchmarks [4] and develop a microscopic error model to gain confidence in the
device. For such a scenario, several verification and validation schemes have been proposed [5]. However,
these techniques are rarely scalable and require detailed hardware knowledge. These requirements can be
alleviated somewhat by cross-verifying honest quantum devices [6, 7] to assess their relative performance in
a hardware-independent fashion.

The situation becomes significantly more challenging, when the device to be verified cannot be accessed,
nor trusted, as might be the case for cloud-access quantum computers. If the user employs a quantum
computer to solve a problem within the complexity class NP, such as factoring a large number into its prime
factors, the solution to the problem can be efficiently verified with a classical computer. However, it is
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believed that quantum computers are capable of efficiently solving problems that can no longer be efficiently
verified classically [5, 8]. How can one then rely on the output, given that the quantum computer (or the
person operating it) might be malicious and might want to convince the user that the answer to e.g. a
decision problem is ‘yes’ when it is actually ‘no’? Harnessing the full power of a quantum device therefore
brings with it the necessity to develop protocols for verifying its output. Moreover, in light of recent
advancements in remotely accessible quantum computers, there is an increased need for verification
protocols for untrusted devices.

Several powerful verification schemes designed for utilizing and testing untrusted quantum devices have
been developed, as we briefly summarize below. Some of them provide unconditional security but come with
the drawback that the user needs to possess limited quantum capacity [9–14]. In practice though, a user is
typically limited to classical resources. In a recent breakthrough, the remaining barrier has been overcome,
namely, the requirement for the user to possess quantum resources. This enables, even a purely classical user,
under a computational assumption, to verify the output of the significantly more powerful quantum
device [15–17]. Understandably, these verification schemes are currently too resource-intensive for practical
implementation with existing technology, necessitating further research to enhance their feasibility.

Here, we consider the verification protocol presented in [15], where a purely classical user (verifier)
verifies the output of a quantum computer (prover) based on a computational assumption. Realizing the
fully secure protocol exceeds the capability of current technology. Therefore, our focus here is on the
experimental realization of the necessary subprotocols required to implement such a verification scheme.
Specifically, we follow the protocol outlined in [18] for a showcase example of a quantum computation. We
relax the security constraints and demonstrate the main ingredients for classical verification tailored to an
eight-qubit trapped-ion quantum processor [19]. Our experiment illustrates that this fully classical
verification of the output of the computation requires considerably higher fidelity operations of the quantum
device than just implementing the underlying quantum computation directly.

1.1. Computing with untrusted quantum devices
Schemes, developed to utilize and verify an untrusted quantum device differ significantly in the resources
required by the user and the security level they offer. To highlight certain differences, we briefly summarize
some of them here. Schemes, which operate without relying on trust, such as verifiable blind quantum
computation [9–14] or schemes utilizing two non-communicating quantum processors [20] have been
developed. While these protocols offer unconditional security, they do demand that the user possesses a
limited quantum device or has access to two non-communicating quantum processors. For example, the user
must be capable of generating and transmitting single qubit states to the quantum computer. A protocol to
verify the output of a fault-tolerant quantum computation in a measurement-based model (MBQC) has
been presented in [21]. There, verification in a noise setting by a user with a limited quantum device has
been demonstrated.

In contrast to the aforementioned schemes, recent achievements in [15–17] have eliminated the necessity
for the user to possess quantum resources. There, it has been shown that a purely classical user can verify the
output of computation performed by a much more powerful quantum device. This protocol, which we
review in appendix E, is no longer unconditionally secure. Instead, it relies on a computational assumption,
namely the existence of problems that are hard to solve even by a quantum computer. More precisely, the
classical verification protocol presented in [15] is secure against dishonest devices under the computational
assumption that there exist trapdoor functions that are post–quantum secure [22–24]. These cryptographic
functions have the property that given f (x) it is, even for a quantum computer, not possible to determine the
preimage x efficiently. However, having some additional information (trapdoor), the task becomes easy, even
for a classical computer. It is widely believed that these functions exist and can be obtained from the Learning
with Errors problem [22]. The key idea in the classical verification protocol [15] is to use post–quantum
secure trapdoor functions within an interactive proof [25]. There, the user exchanges messages with the
quantum device to eventually get convinced of the correctness of the output or to decide that it should be
rejected. As shown in [15] the protocol verifies the output of an arbitrary decision problem within the class
of BQP (bounded error quantum polynomial time), i.e. a problem that can be solved efficiently by a
quantum computer. It fulfills the completeness and soundness conditions [15]. That is, if the answer provided
by the quantum device is true, the honest prover can convince the verifier that it is indeed true
(completeness). If the answer is false, no prover, even if dishonest, can convince the verifier that it is true,
except with some small probability (soundness).

Here, for the first time, we will showcase the experimental implementation of the essential components
needed to execute this protocol. For this purpose, we will consider a simplified version of the protocol with
relaxed security constraints. Our results below differ significantly from the recently reported experiments
verifying quantum advantage and quantumness [26] (see appendix E). While for both interactive proof
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protocols the usage of post–quantum secure functions within the measurement protocol is crucial, the
verification of the output of a quantum computation requires additional important steps prior to the
measurement. As we explain below, in the first part of the protocol, the answer to the decision problem of
interest is encoded in the ground state energy of a Hamiltonian and a corresponding m–qubit state, with m
larger than the input size of the decision problem, is prepared by the prover. After this step, these m qubits
are measured in a way hidden from the prover. Crucially, this first part of the protocol is not needed to verify
quantumness or quantum advantage. This illustrates the difference between the verification protocols and
also explains the additional experimental challenges associated with verifying the output of a computation.
Due to the resulting experimental difficulties, we realize here a simplified version of the protocol [15], which
nevertheless retains all the steps required for a full-fledged verification protocol.

1.2. Classical verification of the output of a quantum computer
Let us now explain the verification protocol for an arbitrary decision problem within the class of BQP [15].
For the experimental realization we will then consider one specific problem. A description of the
corresponding quantum n-qubit circuit C, consisting of T single and two–qubit gates, is sent to the quantum
prover Bob (B). He can compute the output of the decision problem (‘yes’ or ‘no’) efficiently. Without loss of
generality, we assume that B claims the answer is ‘yes’ (the ‘no’ case is similar, see appendix D.3). The classical
verifier Alice (A) wants to verify this output using only classical means. The correctness of B’s answer can be
checked with the help of an interactive proof as we will explain in the following.

Following [27], A and B first construct a Hamiltonian H that depends on the prover’s answer and the
circuit of interest. This Hamiltonian acts on the n system qubits and additionally dlog(T+ 1)e qubits (the
so-called clock register [27, 28], see equation (2)). H can be chosen to consist of only 2-local terms
containing the Pauli operators X and Z [27, 29]. Crucially, the ground-state energy of this Hamiltonian λ(H)

encodes the correct output of the initial computation. More precisely, the energy is below a certain value only
if B’s answer is correct and larger otherwise [27]. Hence, an honest B can prove that his answer is correct by
preparing a state with low energy. To this end, he can prepare efficiently the clock (or history) state η〉
associated with C [27]. This state is a superposition,

T
t=0 Ψt〉t〉, where Ψt〉 denotes the state of the system

after applying the first t gates of C to the initial state and the second register denotes the clock register. By
construction, this state has low energy, 〈ηHη〉, in case B is honest as outlined below.

If A would be able to measure this energy, the problem is solved [30].
Since A does not possess a quantum device she needs to delegate the energy measurement to B in such a

way that B does not learn what is actually measured. This part of the protocol is crucial for the verification
and is achieved using post-quantum-secure trapdoor functions [22] within an interactive proof. A constructs
these cryptographic functions and keeps the trapdoor information for herself. This information is what
allows her to compute the preimages of the function, which B cannot do efficiently. Furthermore, the
functions are of two different types (see below), which will determine whether B performs an X or Z
measurement. B cannot efficiently differentiate between the two types of functions and thus cannot learn
which measurement he implements by following the measurement protocol depicted in figure 1(a). After
receiving a description of the function (labeled by ki in figure 1(a)), B uses it to entangle each of the qubits in
the η-state with several auxiliary qubits. Some of them are then measured in the computational basis leading
to outcomes ȳi in figure 1. Importantly, the state of the remaining qubits depends on these outcomes. More
precisely, the remaining qubits are in a superposition of computational basis states, which are the preimages
of ȳi. They are known to A. However, B cannot learn them efficiently. At this point the power of interactive
proofs comes into play. B is now forced to answer all subsequent questions by A in a way that is consistent
with ȳi. A could now exploit her superiority to verify quantumness and quantum advantage [17]. In a
verification protocol this interactive proof is not only used to ensure that B holds a quantum state, which
leads (approximately) to the observed measurement outcomes, but also to enable A to determine its energy in
a way hidden to B [15].

Since B can prepare a state with low energy only in case his answer was correct this interactive protocol
allows A to verify that answer.

A realization of Mahadev’s protocol, as presented in [15], requires randomly chosen trapdoor functions
with additional properties, especially the hard-core bit property (see appendix E), and with a very large
range. Hence, many auxiliary qubits are required in the measurement protocol5. More precisely, several
hundred auxiliary qubits6 are required for the secure delegation of single-qubit measurements, in either the
X- or Z-basis, with the basis hidden to the quantum prover. The verification of the output of a quantum
computation running on n qubits requires, as explained before [15, 27], O(n+ log(T+ 1)) qubits to prepare

5 Note, however, that there are recent proposals like [31] in which some of those requirements can be removed.
6 See, for instance, the website www.latticechallenge.org, where functions similar to the ones we need are explicitly constructed.
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Figure 1. Classical verification of the output of a quantum computation. (a), A uses classical resources to verify the answer to a
BQP decision problem given by the quantum prover B [15]. To this end, A sends the corresponding circuit C to B and, depending
on B’s answer (either ‘yes’ or ‘no’), constructs a Hamiltonian (H) whose ground-state energy encodes the correct output (step 1 in
the main text). An honest prover can convince A of the correctness of his answer by efficiently preparing the clock-state η⟩
associated to C (step 2). Within an interactive proof, A delegates the measurements (k1,k2) required to determine the energy of the
prepared state to B (step 3). The usage of post–quantum secure trapdoor functions prevents B from learning the measurements he
performs (to get ϕk1,k2

⟩ according to equation (3)) and a dishonest prover from convincing A of the wrong output (step 4). To
ensure security A requests the measurement outcomes of qubits (4,5,7,8) (ȳi). Once B has committed to an answer, A further
requests measurements of qubits (1,3) and (2,6) with probability 12 along Z in a test round (step 5a) to receive bi,xi, or along X
in a measurement round (step 5b) to receive ci,di as indicated in (b). This allows A to check whether B’s answers are consistent
with his initial commitment and to determine the energy. (b), Eight-qubit circuit implementing the verification of the outcome
corresponding to the single-qubit computation C = U(α) of equation (1), here using an ion-trap quantum computer. Upon
coherent laser-ion interaction single-qubit rotations Rσj (θ) and two qubit MSXi,j (θ) are realized, see appendix A. The honest
prover prepares the two-qubit clock-state η⟩ from equation (2), which has low energy with respect to the corresponding
two–qubit Hamiltonian. Depending on the verifier’s measurement choice, labeled by (k1,k2), each qubit of the η-state is
entangled in a particular, for B indecipherable way, to three auxiliary qubits. After measuring some of the qubits in the Z-basis,
leading to the measurement outcomes ȳi, A chooses randomly to perform either a test or a measurement round (for simplicity in
this proof-of-principle experiment, we let Bob make this choice). In the former case she checks the correct implementation of B
by measuring the remaining qubits in the Z-basis, i.e. the final Hadamard gates (H) are excluded. In the measurement round the
remaining qubits are measured in the X-basis, which effectively implements a measurement in the Z1Z2, Z1X2, X1Z2 or X1X2 basis
of the qubits in the η-state. Using the trapdoor information A computes the output of these measurements classically and uses
them to determine the energy of the state prepared by B. In case the energy is below a certain value B must have been honest.

the η〉 state. All those qubits need to be measured, which amounts to an overhead of several hundreds of
auxiliary qubits for each of them. Hence, the fully secure verification is experimentally not feasible on current
devices. However, we can demonstrate the key ingredients of classical verification using the simplified version
of the protocol outlined in [18]. To this end, we focus on verification of a single-qubit computation, and we
use fixed random one-to-one and two-to-one functions [18], which map 2-bit-strings to 2-bit-strings in each
step of the protocol, and we elaborate on further deviations from Mahadev’s protocol in appendices D and E.
Note that the next smallest instance would already require 16 qubits. We stress that our simplified protocol
(as any other protocol using less than hundreds of qubits) is not fully secure and refer to the appendix E for a
more detailed discussion on the main ingredients required for a computationally secure protocol.

1.3. Experimental setup
We implement the protocol experimentally on an eight-qubit trapped-ion quantum processor, see figure 1.
On our setup, each 40Ca+ ion resides within a linear string and hosts a single qubit encoded in (meta-)stable
electronic states [19]. A universal set of high fidelity quantum gate operations is realized upon coherent
laser-ion interaction and comprises arbitrary single-qubit and pairwise two-qubit entangling gates, see
appendix A.

2. Results

2.1. Experimental verification protocol
We consider a noiseless, secure, and authenticated classical channel between the prover and the verifier. No
assumptions, other than the computational assumption of the existence of post–quantum secure trapdoor
functions, are made about the prover, who is considered untrusted. We illustrate the ingredients needed for
the verification of quantum computation with an ion-trapped quantum computer without error correction.
In appendices A, B and I, we present the details of the experimental setup, discuss the experimental noise,
and show that it is well approximated by a depolarizing channel. We note, however, that this error modeling
is only to illustrate that the experimental behavior is well understood. The verification protocol itself
considers the quantum device to be untrusted and makes no assumptions on the experimental noise.
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We experimentally demonstrate the smallest protocol instance, that is, verifying the output of a
single-qubit quantum circuit. Let us denote that single-qubit circuit to verify by C = U(α) parameterized
with α as follows

U(α) = cosαZ+ sinαX (1)

For convenience7, we choose a promise problem with output ‘yes’ if p0(C)> 35 and ‘no’ if p0(C)< 110,
where p0(C) = 〈0C0〉2 = cos2α (for more details see appendix D.3). A sends a description of the circuit to
B, who runs the computation on the quantum computer and obtains an output. Without loss of generality,
we assume B claims that the answer is ‘yes’. To verify this output the protocol proceeds with the following
steps (see appendix C and figure 1 for details).

Step 1: determination of the Hamiltonian – A determines classically the corresponding Hamiltonian [27]
H, as given in equation (C.1). This Hamiltonian acts on two qubits and contains only X and Z operators.

Step 2: preparation of the clock state – B prepares the clock state corresponding to U(α) (figure 1(b)),

η〉= 1√
2
[0〉0〉+(U(α) 0〉) 1〉]≡

∑

b1,b2

αb1,b2 b1,b2〉  (2)

Its energy is given by 〈ηHη〉= 1− p0(C) (= sin2α). Thus, in case the answer of the problem was indeed
‘yes’ it holds that λ(H)< 〈ηHη〉< 25. At the same time we have λ(H)⩾ 〈ηHη〉− 25, such that
λ(H)> 12 in case the correct answer was ‘no’ (appendix D.2). Consequently, B can only prepare a quantum
state with energy below 0.4 in case his output ‘yes’ is indeed the correct output.

Step 3: selection of the trapdoor functions – In order to delegate the measurements of the operators
occurring in the Hamiltonian to B, A chooses trapdoor functions yk labeled by k= 0 or k= 1 to perform Z
or X basis measurements respectively, see appendix C for details. We choose the one-to-one function y0 as
the identity and the two-to-one function y1 as y1(z1,z2) = (0,0) or (1, 0) for z1 = z2 or z1 6= z2 respectively.
Here, zi ∈ 0,1 for i = 1,2. For instance, if A wants to measure the term Z1X2, she chooses (k1,k2) = (0,1).

Step 4: entangling the qubits to be measured with auxiliary qubits – After receiving k1,k2, the prover B
attaches three auxiliary qubits to each qubit of the η-state and implements a unitary operator to generate
(depending on the label) one of four 8–qubit entangled states (see figure 1(b))

ϕk1,k2〉 ∝
∑

b1,b2

αb1,b2 b1〉1b2〉2 ×
1∑

w1=0

w1〉3yk1 (b1,w1)〉45

1∑

w2=0

w2〉6yk2 (b2,w2)〉78  (3)

Step 5: measurement protocol – We explain here the measurement protocol for a single qubit, namely
qubit 1, in the η-state, i.e. consider the state in equation (3) without summing over b2,w2 and ignoring
qubits 2, 6, 7, 8 (the measurement of qubit 2 is equivalent, see appendix C). Qubit 1 is entangled in a way that
depends on k1 to the three auxiliary qubits, namely qubits 3, 4, 5 (figure 1(b)). A asks B to measure qubits 4
and 5 in the Z–basis and requests the 2-bit outcome, the commitment, (denoted by ȳ1 in figure 1). After this
measurement, qubits 1 and 3 are (i) in a product state b1〉x1〉 where y0(b1,x1) = ȳ1 for k1 = 0; or (ii) in a

superposition of the state 0〉x(0)
1 〉 and 1〉x(1)

1 〉 where y1(0,x
(0)
1 ) = y1(1,x

(1)
1 ) = ȳ1 for k1 = 1. Note that A

knows which type of function was used and in which state the remaining qubits can be, i.e. she knows the
preimage(s) of ȳ1 using the trapdoor information. However, B cannot learn either of them due to the
properties of the cryptographic trapdoor functions. This fact implies that A can now ask B for additional
measurement outcomes (measuring the remaining qubits) where only she knows the possible outcomes. In
order to provide the correct answers, B basically needs to have a quantum state, namely a state of the form
from equation (3). Stated differently, the fact that the prover has to commit to an answer (ȳ1) before A asks
for additional measurement outcomes, which need to be consistent with the outcome ȳ1 and are unknown to
B, enforces B to have a quantum state. These properties can be utilized to verify quantumness and quantum
advantage, as recently experimentally reported [26]. In the context considered here, the properties explained
above also enable A to verify the output of B. She proceeds by randomly choosing to perform one of the
following two steps.

Step 5a: test round – A asks B to measure the remaining qubits in the Z–basis. The outputs, which are
known to A (but not to B), need to be consistent with the previous answer. This allows A to test the correct
behaviour of B (see figure E.1 for the experimental data and appendix E).

7 Note that there is some freedom in choosing the values (a,b) = (110,35). In general, for a uniformly generated family of circuits Cn

acting on n qubits, the requirement is [27] that the ‘gap’ b− a must be larger than 1poly(n).
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Figure 2. Expectation values and energy obtained by A in a measurement round. In a measurement round the qubits of the
η⟩-state are effectively measured in the basis corresponding to (k1,k2), ki = 0 (ki = 1) meaning that the ith qubit will be
measured in the Z-basis (X-basis) for i = 1,2 denoting the two qubits of the state η⟩. To this end, after receiving ȳ1 and ȳ2, A asks
B to measure qubits (1, 3) and (2, 6) in the X-basis. Let us denote by (c1,d1) and (c2,d2) the corresponding measurement
outcomes associated with those measurements in qubits (1, 3) and (2, 6). As explained in appendix C, given (ci,di, ȳi), A can use
the trapdoor information to efficiently determine the measurement outcome resulting from projecting the i-th qubit of η⟩ into
the Z-basis (if ki = 0) or the X-basis (if ki = 1). Note that the measurement round is also used to further get convinced of B’s
honesty (see appendix C). (a), Accordingly, A obtains expectation values of XZ-type operators by choosing (k1,k2) appropriately.
Dashed lines represent ideal expectation values considering the η-state (e.g. ⟨ηZ1Z2η⟩ etc) in the case of a perfect honest prover.
(b), Total energy Eest (with respect to H given by equation (C.1)) of the state held by B that is estimated by A when B tries to
convince her that the answer was ‘yes’. For the problem considered here, the light grey areas are relevant (see appendix D.3).
Points below 0.4 (dark grey) allow one to verify that B’s claim was indeed correct. In case the answer was ‘no’ all states have energy
above 0.5. The upper grey area corresponds to the case where the correct answer was ‘no’, which is also verified here, as explained
in appendix D.3. The red dashed line represents the energy of the η-state: this is the energy that A would estimate in the ideal case
of a perfect, honest prover. The error-bars represent the standard-deviation from quantum projection noise upon averaging 2000
experimental repetitions that suffice to verify the outcome beyond statistical noise.

Step 5b: measurement round – A asks B to measure the remaining qubits in the X–basis. Given the output,
A can determine the measurement outcome corresponding to her choice of k1,k2 (see figure 2 and
appendix C). She uses these outcomes to finally determine the energy.

2.2. Experimental demonstrations
Given that B passes the tests of A with sufficiently high probability, a scaled-up version of the protocol (see
appendix E) verifies the prover’s answer whenever the energy is below 0.4. Figure 2(a) shows the
corresponding experimentally measured expectation values following the above protocol. The data covers the
whole range 0 ⩽ α⩽ π2 and, up to experimental imperfections, follows the ideal theory prediction (dashed
lines). A then makes use of these expectation values to calculate the energy of the state held by B according to
the Hamiltonian H. Results on the total η-state energy are depicted in figure 2(b), where we successfully
certify a ‘yes’ outcome for α⩽ 012π2 (dark gray shaded region), where data-points well undercut the
derived energy thresholds 0.4. Notably, our results cover a good fraction of the light gray shaded region,
where by construction a proof on the ‘yes’ outcome exists. Further, all data-points follow the expected
〈ηHη〉= sin2α behaviour. The stated error-bars represent one standard deviation of quantum projection
noise around the mean values from all experimental samples. We use these statistical errors to calculate the
significance level as the probability that the verifier, A, incorrectly accepts the result. The significance level
thereby states the probability that a measured value below the threshold actually corresponds to a true value
above the threshold as a result of statistical uncertainty. For data points in the dark gray shaded region, we
receive significance levels 0012,0042,0015,0102,0039 for α values 0,003π2,006π2,009π
2,012π2, respectively.

Due to experimental noise, an energy offset appears with respect to the ideal outcome and remains
roughly constant over the course of α. This is confirmed by a simple depolarizing noise model, outlined in
appendix I, that accurately describes the measured data points. By construction, any noise will lead to an
increase in the measured energy, which in turn prevents the verification protocol from determining the
correctness of the computation. Note that for an individual experimental run, the protocol never produces
an incorrect result. A computation is either verified as correct, or it cannot be verified.

Before further discussing the experimental realization, let us stress again that the functions in the fully
secure version of the protocol need to have much larger domain and range. In addition, they need to satisfy
the so-called hard-core bit property (see appendix E for details). To show the main ingredients of classical
verification, in this work we simply use instead the random 1-to-1 and 2-to-1 functions y0(·) and y1(·),
respectively. For this simplified version of Mahadev’s protocol, to verify a single-qubit computation we need

6

4.3 publication : classical verification of quantum computation 113



Quantum Sci. Technol. 9 (2024) 02LT01

in total 8 qubits, 19 single-qubit gates, and 5 entangling two-qubit gates. This compact circuit is a testament
to the efficiency of our implementation of the verification protocol, which is made possible, in part, by the
all-to-all connectivity of the trapped-ion platform, see appendix A. To emphasize the high control needed
over a quantum device to successfully operate the protocol, we quantify the system performance. A simplistic
estimate of the fidelity of the experimentally prepared η〉-state as measured using the six auxiliary qubits is
given by considering error-rates on all individual gates in the respective circuits. Considering single- and
two-qubit errors inherent to our setup (see appendix B), we expect a fidelity of 0.873(17). We compare this
number to results from figure 2(a). For this we use the fact that the η-state implemented by the circuit in the
grey box from figure 1(b) represents a Bell-state for α= π2. Hence, averaging expectation values Z1Z2 and
X1X2 at α= π2 provides an estimate of the η-state fidelity measured via the six auxiliary qubits, which
results in 0.852(8). This is in good agreement with the above mentioned error-model. Moreover, the latter
analysis was similarly performed on the direct estimation of the η〉-state energy depicted in figure H.1 from
the appendix H and leads to an estimated Bell-state fidelity of 0.945(12). The difference between expected
and observed outcome is due to experimental errors when extracting the η〉-state energy via the auxiliary
qubits as required for the classical verification. As a final simpler comparison, note that merely performing,
but not verifying the single-qubit computation U(α) to compute p0 = 〈0U(α)0〉2 could be achieved with
a fidelity of 0.9988(4), see appendix B.

3. Discussion

To conclude, the verification of the output of a quantum computation by purely classical means comes, in
general, with stringent requirements on the classical user as well as the quantum prover. On the classical side,
finding suitable post-quantum secure trapdoor functions will be crucial for the application of such
interactive proof protocols. On the quantum side, a large and powerful quantum computer is required in the
sense that secure classical verification is expected to require hundreds of additional qubits per computational
qubit and a similar increase in gate performance between merely performing the computation and classically
verifying it. As experimental imperfections accumulate in such as verification protocol, its realization is very
demanding, as already evident in our demonstration. However, in the continuing effort to relax the
constraint to achieve security and in view of wide-ranging applications [17, 26, 32, 33], an inevitable future
challenge will be to improve and generalise the protocols both theoretically and technologically, in particular
the realisation of interactive proofs using secure post-quantum trapdoor functions.
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Appendix A. Experimental toolbox

Experiments are performed on an ion-trap quantum computer as illustrated by the middle inset of figure 1
from the main text. The setup operates on a linear chain of 40Ca+ ions confined in ultra high vacuum using a
linear Paul trap. Each ion acts as a qubit encoded in the electronic levels S1/2(m =−12) = 0〉 and
D5/2(m =−12) = 1〉 denoting the computational subspace [19]. Arbitrary qubit manipulation is realized
with coherent laser-ion interaction, upon which the setup is capable of implementing a universal set of
quantum gate operations. This universal gate-set comprises of addressed single-qubit rotations with an angle
θ around the x- and the y-axis of the form Rσj(θ) = exp(−iθσj2) with the Pauli operators σj = Xj or Y j

acting on the jth qubit, together with two-qubit Mølmer–Sørenson entangling gate operations
MSi,j(θ) = exp(−iθXi Xj2) [19]. Multiple addressed laser beams, coherent among themselves, allow for
arbitrary two-qubit connectivity across the entire ion string [35]. Initial state preparation in 0〉 is reached
after a series of doppler, polarization-gradient and sideband cooling. Read-out is realized by exciting a dipole
transition solely connected to the lower qubit level 0〉 and collecting its scattered photons, from which the
computational basis states 0〉 and 1〉 can be identified. Thereby, a qubit’s state is revealed by accumulating
probabilities from multiple experimental runs. The dipole laser collectively covers the entire ion string,
which enables a complete read-out in one measurement round. Additional pump lasers support efficient
state preparation as well as cooling and prevent the occupation of unwanted meta-stable states outside the
computational subspace 0〉, 1〉.

Appendix B. Ion-trap implementation & error rates

The particular circuit for the classical verification protocol discussed in the main text is again depicted in
figure B.1(a) with a focus on the ion-trap implementation. The circuit demands for local gates, more
specifically Hadamards H, as well as two-qubit CNOT-gates—the latter creating pairwise entanglement.
Figure B.1(b) follows up on the sub-circuits corresponding to those building blocks suitable and optimized
for the ion-trap gate set. Each CNOT gate demands for a full-entangling, two-qubit MSXi,j(−π2) alongside
four single-qubit gates, i.e. single-qubit rotations of type θ = π2 around X, Y or Z. CU(α) from the grey box
is realized upon two single-qubit gates acting on the prover-qubit to continuously change basis between
CPHASE and CNOT for α= 0 and π2 respectively. The total number of single-qubit gates is further reduced
by compiling the overall circuit. Thus, the final implementation of each circuit Z1Z2, Z1X2, X1Z2 and X1X2

requires five MSXi,j(−π2) alongside 19 single-qubit gates (θ = π2 around X, Y or Z).
All results from the main text, covered by figure 2 have been accumulated from 2000 experimental runs

in each data point to faithfully estimate the protocol’s outcome. The respective number of experimental runs
in complementary experiments covered by this appendix have further been stated in the individual figure
captions. Generally, for the estimation of quantum projection noise, as stated by error-bars in figures and
errors in numbers, the probabilities of measured outcomes were resampled using a multinomial distribution
considering the number of experimental runs. If not stated differently the underlying errors were then
extracted from the resampled data-set and correspond to 1 standard deviation.

In the following we discuss error-rates inherent to our system. Our average single-qubit fidelity (θ = π2
around X, Y or Z) estimated via randomized benchmarking reads 0.9994(3) [35]. To further improve
single-qubit gates on circuit level, we construct each gate out of three gates using various axes following the
aim of reducing cross-talk to neighbouring qubits. This results in a slightly lower average fidelity on the
composite gate of 0.998(1). However, on the eight-qubit circuits this approach is beneficial, as otherwise
cross-talk errors proliferate generally lowering the implementation’s quality.

The performance of the two-qubit MS-gates may slightly differ upon the chosen qubit-pair across the
ion-string. As such, we characterize the particular five pairs occurring in the X1X2-measurement to build the
simple error model below and understand the experimental limitations. Note that the qubit order differs
from the circuits depicted in figure B.1 as we optimized for inter-ion spacing to minimize cross-talk. Given
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Figure B.1. Ion trap implementation of the classical verification protocol. (a), Eight-qubit circuit implementing our decision
problem linked to the outcome of the gate U(α) = cosαZ+ sinαX, according to figure 1 from the main text. The circuit consists
of single qubit gates, i.e. Hadamards H, as well as CNOT-gates to create pairwise entanglement. The final read-out in Z-basis is
performed via collective fluorescence detection, see text. (b), Efficient ion-trap implementation of the building blocks from (a).
We emphasize that one CNOT requires one two-qubit MSXi,j (−π2) alongside four single-qubit gates. We implement CU(α) using
two additional single-qubit gates on the prover-qubit to continuously change between CPHASE and CNOT for α= 0 and π2
respectively. Compiling the final circuits results in 19 single-qubit gates alongside five MSXi,j (−π2).

Table B.1. Summary of error-rates on MS-gate pairs according to figure F.1. Results on population, coherence and fidelity are extracted
from the exponential decay of a series of MS-gates as depicted in the figure. All errors refer to 1 standard deviation from the exponential
fit uncertainty.

MS-gate Population Coherence Fidelity

qubit-pair Fpop. Fcoh. Ftot.

(1,8) 0.983(1) 0.984(1) 0.984(1)
(5,8) 0.974(6) 0.981(2) 0.979(3)
(1,7) 0.982(1) 0.986(1) 0.985(1)
(2,5) 0.977(2) 0.982(1) 0.980(1)
(4,7) 0.966(2) 0.975(2) 0.972(1)

similar ion-pairs for Z1Z2, Z1X2, X1Z2 measurements, this is a representative set across the verification
circuits. Gate fidelities are estimated in a robust fashion from sequences of MS-gates, see appendix F for the
technical details. The resulting populations, coherences and fidelities for each gate, as extracted from
figure F.1 in the SI, are summarized in table B.1. Fidelities scatter between 0.972(1) and 0.985(1), with the
lower values for qubit-pairs with smaller inter-ion spacing and more neighbours as a consequence of
cross-talk and due to position dependent laser beam and focus quality.

Note that calibrations for the verification circuits are independent of the decay series discussed here. The
latter only serve to provide fidelity estimates, which we use, along those for the single-qubit gates, to predict
outcome qualities of the verification experiments throughout the manuscript. The characterizations also
indicate that the overall performance is limited by the entangling gates rather than single-qubit ones. Similar
decay rates between population and parity shown in table B.1 led us to conclude that the MS-gate
performance, and by that our verification experiments, are dominated by depolarizing noise. We successfully
utilize depolarizing noise in an error-model to characterize system limitations—thoroughly discussed at the
bottom of appendix I.

We proceed to incorporate these error-rates into a simplistic estimate on the expected fidelity of the
η-state as measured using the six auxiliary qubits. Therefore, we accumulate error-rates on all gates from the
circuits. The 19 single-qubit gates reduce the fidelity to 0.966(18). Additionally taking MS-gate rates from
table B.1 into account, we expect a final fidelity of
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F = 0966(18) · 0984(1) · 0979(3)

· 0985(1) · 0980(1) · 0972(1) = 0873(17)

for the η-state measurement. We compare this to the results from the experimental implementation depicted
in figure 2(a) by averaging Z1Z2 and X1X2 at α= π2 representing an estimate of the η-state’s Bell-state
fidelity. The result reads:

F ∼ Z1Z2 (α= π2)+X1X2 (α= π2)

2

=
0891(10)+ 0812(13)

2
= 0852(8) ,

and is again in good agreement with the above simplistic error-modelling.

Appendix C. The protocol step-by-step

Here we elaborate on steps 1− 5 of the verification protocol discussed in the main text, and as implemented
in the experiment. In particular, we discuss the details of all the steps of the protocol presented in the main
text.

Step 1: determination of the Hamiltonian – The Hamiltonian associated to the circuit C = U(α) given in
equation (1) is defined in the Hilbert space of two qubits and reads H = Hout + 6Hin + 3Hprop (see
appendix D.1), where

Hout =
1

2
(1−Z1 −Z2 +Z1Z2) ,

Hin =
1

4
(1−Z1 +Z2 −Z1Z2) ,

Hprop =
1

2
(1− cosαZ1X2 − sinαX1X2) 

(C.1)

Step 2: preparation of the clock state – As explained in appendix D.2, the ground-energy of H is correlated
to the answer of the promise problem and the corresponding clock state (cf (D.5)) is given in equation (2).

Step 3: selection of the trap door function – Our family of functions contains functions transforming
two-bits strings to two-bits strings, and consists of two elements labeled by k= 0 and k= 1, respectively.
From the main text we recall the definition of the one-to-one function y0(z1,z2) = (z1,z2) (identity), and and
two-to-one function y1(0,0) = y1(1,1) = (0,0) and y1(0,1) = y1(1,0) = (1,0), respectively. A chooses a term
P1P2 in the Hamiltonian that she wants to measure. This determines a pair of labels (k1,k2) ∈ 0,12 as

ki =

{
0, Pi ∈ Zi,1i ,
1, Pi = Xi 

(C.2)

She sends (k1,k2) to B. Together with k, A generates a trapdoor tk (see main text) that she keeps private. In the
examples considered here, the trapdoor information, tk, together with an output yk(z1,z2) lead to the
preimage(s) of yk(z1,z2).

Step 4: entangling the qubits to be measured with the auxiliary qubits – An honest B prepares the clock state
η〉 given in equation (2) (cf (D.5)). He attaches six auxilliary qubits to it, and performs the unitary
transformation η〉0⊗6〉 7→ ϕk1,k2〉, with ϕk1,k2〉 given by equation (3). The preparation of those states can be
done efficiently by a quantum computer.

Step 5: measurement protocol – B is asked to measure some registers of the state he is supposed to hold
(the state ϕk1,k2〉). He is asked to measure the registers (4, 5) (obtaining ȳ1 ∈ 0,12) and the registers (7, 8)
(obtaining ȳ2 ∈ 0,12) in the Z basis. He sends (ȳ1, ȳ2) to A. After these measurements, the state of registers
(1, 3) and (2, 6) depends on the labels k1 and k2, respectively. Let us discuss the cases explicitly:

• In case (k1,k2) = (0,0), the state of the remaining registers will be the product state b1,x1〉13b2,x2〉26, with
probability αb1,b2 2, where y0(bi,xi) = ȳi for i = 1,2.

• In case (k1,k2) = (0,1), the state of the remaining registers will be ∝
c=0,1αb1,cb1,x1〉13c,x2(c)〉26, where

y0(b1,x1) = ȳ1 and y1(0,x2(0)) = y1(1,x2(1)) = ȳ2.

The cases (k1,k2) = (1,0) and (k1,k2) = (1,1) can be computed in a similar way.
After receiving the outcomes ȳ1 and ȳ2, to which B is now committed to, A randomly chooses (with equal

probability) to run either a test or a measurement round. In both cases, B is asked to measure the remaining
registers of the state he is supposed to hold.
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Step 5a: test round – In a test round, B is asked to measure the registers (1, 3) and (2, 6) in the Z basis and
obtains the outcomes (b1,x1) ∈ 0,12 and (b2,x2) ∈ 0,12, respectively. He sends the results to A. She
checks whether yki(bi,xi) = ȳi for i = 1,2 as would be the case if B was honest. If this is not the case, she
rejects. In figure E.1(a) we show the probability with which A rejects for each possible label.

Step 5b: measurement round – In a measurement round, B is asked to measure the registers (1, 3) and
(2, 6), in the X basis and obtains outcomes (c1,d1) ∈ 0,12 and (c2,d2) ∈ 0,12, respectively. He sends the
results to A. For each qubit i, with i = 1,2, there are two options depending on ki.

• If ki = 0, the ith qubit of the clock state was effectively measured in the Z basis. In this case, A ignores (ci,di)

and just computes, with the trapdoor, the preimage of ȳi under y0(·, ·). In other words, she finds (mi,xi)

such that y0(mi,xi) = ȳi. Finally, she stores mi as the result of projecting the ith qubit in the Z basis.
• If ki = 1, the ith qubit of the clock state was effectively measured in the X basis. In this case, A stores

mi = ci ⊕ di ·
(
xi(0) ⊕ xi(1)

)
, (C.3)

as the result of projecting the ith qubit in the X basis. Here, y1(0,xi(0)) = y1(1,xi(1)) = ȳi. Note that in order
to compute xi(0) and xi(1), A needs to use the trapdoor.

Summarizing, for each (k1,k2), this protocol provides A with a pair of bits (m1,m2). By construction, the
random variable (m1,m2) has the same statistics8 as the measurement outcomes resulting from projecting
the qubits of a quantum state (in case of an honest prover the state η〉) in the basis associated to (k1,k2).
Note that the measurement basis is kept secret9 from B. This allows A to estimate the expectation values of
XZ-type operators corresponding to the state held by B without allowing him to cheat (see figure 2(a)).
Moreover, those expectation values can be used to determine the energy with respect to H (see figure 2(b)).

Appendix D. The XZ-type log(n)-local Hamiltonian and its properties

In this section we present details on the construction of the Hamiltonian corresponding to a general decision
problem and the bounds on the ground state energy for the Hamiltonian given in equation (C.1) and discuss
the instance where B’s answer is ‘no’.

More precisely, in appendix D.1, we give the details of the construction of the Hamiltonian associated to a
general decision problem given by a circuit C acting on n qubits. One defines the output of the problem to be
‘yes’ if p0(C)> b and ‘no’ if p0(C)< a, where p0(C) = 〈0nC0n〉2 and 0 ⩽ a < b ⩽ 1. Considering a
uniformly generated family of circuits Cn acting on n qubits, one requires b− a > 1poly(n). At the end of
this subsection we derive the Hamiltonian for the simple example considered in the main text in case B
claims that the answer of the decision problem is ‘yes’.

In appendices D.2 and D.3 we focus on the Hamiltonian associated to our example. In appendix D.2 we
present the bounds on the ground state energy for the Hamiltonian considered in the main text. Finally,
in D.3, we explain how this Hamiltonian must be modified in case B claims that the answer of the problem
was ‘no’.

D.1. The XZ-type log(n)-local Hamiltonian
In this section we present the details of the construction of the Hamiltonian H mentioned in the main text
associated to an arbitrary circuit C = UT · · ·U2U1 in case B claims that the answer of the decision problem
was ‘yes’. This construction is essentially the same as the one presented in [27]. However, here our main
concern is not the locality of each term in the Hamiltonian (as shown in the latter reference, it can be made
2-local) but rather to ensure that the total number of required qubits is kept small. As explained below, to
achieve this we will use (a) Gray codes [36] and (b) a universal gate set where all the gates are selfadjoint. For
a circuit C = UT · · ·U2U1 acting on n qubits, the Hamiltonian presented in [27] H = H(C) is acting on
n+ dlog(T+ 1)e qubits, with de the ceiling function. It can be expressed as

H = Hout + Jin Hin + Jprop Hprop , (D.1)

8 In fact, this is only true if one uses post-quantum secure trapdoor claw-free functions [22] and the prover is accepted in a test round
with probability 1. In case this probability is only close to 1, one can show that the statistics of the measurement outcomes obtained by A
are close enough to those of an actual quantum state. In the general case, this is sufficient to prevent B from cheating (see appendix E).
9 Again, this is true only when considering the family of functions described in [15]. There it is shown that the labels associated to one-to-
one and two-to-one functions are computationally indistinguishable even for a quantum computer (if the problem Learning with Errors
is hard for a quantum computer, which is widely believed to be the case [22]).
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where Jin and Jprop are some suitable polynomials of n. The postive semidefinite operators Hin, Hprop and Hout

are called input, propagation and output Hamiltonians, respectively, and will be explicitly presented below.
The additional dlog(T+ 1)e qubit register allows us to encode T + 1 orthogonal quantum states,

representing the time steps. Using Gray’s code, we write t〉 for each of the T + 1 orthogonal states such that
the representation of two successive values of t differ only in one bit, i.e. they are given by a Gray code like,
for instance, (0,1,2,   ) = (000,001,011,   ). The following expressions, which will be useful in describing
the Hamiltonians Hout, Hin and Hprop, can be written as products of log(n) operators that are either X or Z:

C(t) = t〉〈t , C(t, t− 1) =
1

2
t〉〈t− 1+ 1

2
t− 1〉〈t  (D.2)

In fact, the dlog(T+ 1)e= O(log(n))-local input and output Hamiltonians are given by

Hin =

n∑

i=1

1

2
(1−Zi)⊗C(0) ,

Hout = (T+ 1)
1

2
(1−Z1)⊗C(T) ,

(D.3)

where the first and second factors in the tensor products act in the Hilbert space of the n computational
qubits and the dlog(T+ 1)e qubits encoding the clock states, respectively.

The 2-local Hamiltonian Hprop introduced in [27] can be written as a sum of products of only X and Z
operators by using a gadget introduced in [29]. Importantly, the resulting Hamiltonian is still 2-local.
However, this comes at the price of introducing more ancillary qubits. As we show now, using a Gray code
and a universal set of self-adjoint gates leads to a Hamiltonian which is no longer 2–local. However, the
number of auxiliary systems is reduced. The result is a XZ-type Hamiltonian that is log(n)-local (instead of
just 2-local).

Without loss of generality [29, 37], we can assume that the circuit C = UT · · ·U2U1 is written as a
sequence of gates Ui that are either (i) 1-local and of the form U(α) = cosαZ+ sinαX or (ii) CNOT acting on
any pair of qubits. In this case, the Olog(n)-local propagation Hamiltonian is given by

Hprop =

T∑

t=1

Hprop (t) ,

Hprop (t) =
1

2
1⊗C(t)+

1

2
1⊗C(t− 1)−Ut ⊗C(t, t− 1) 

(D.4)

One can easily verify that the Hamiltonian H constructed in this way can be expressed as a sum of products
of only X and Z operators, as desired.

Finally, let us discuss the clock state η〉 associated to this Hamiltonian and its relation to its lowest
eigenvalue λ(H). The clock state is given by [27]

η〉= 1√
T+ 1

T∑

t=0

Ut · · ·U2U10〉⊗ t〉 , (D.5)

and it is easy to see that p0(C) = 1−〈ηHη〉. Hence λ(H)⩽ 〈ηHη〉= 1− p0(C). It is shown in [27] that
λ(H)> 〈ηHη〉− 14 if one chooses appropriate values Jin = poly(n) and Jprop = poly(n) for the coefficients
in the Hamiltonian. Thus, if the answer of the problem was ‘yes’, 〈ηHη〉= 1− p0(C)< 1− b (since
p0(C)> b in this case) and thus λ(H)< 〈ηHη〉< 1− b as well. If the answer of the problem was ‘no’, then
we have λ(H)⩾ 〈ηHη〉− 14 = 1− p0(C)− 14 = 34− a (since p0(C)< a in case the answer was ‘no’).

As mentioned above, in [27] a two-local Hamiltonian H(two−loc) is presented which has similar properties
to H but is acting on more qubits. There, the coefficients in H(two−loc) can be chosen such that
λ(H(two−loc))< 1− b in case the answer was ‘yes’ and λ(H(two−loc))> 12− a in case the answer was
‘no’ [27].

In the main text and in what follows, we will choose Jin = 6 and Jprop = 3 (as we are considering here a
Hamiltonian acting on a fixed number of qubits). One can see that for our simple example the values Jin = 6
and Jprop = 3 are sufficient to establish (D.6) while keeping the trace of the Hamiltonian small enough. This
is important because the larger this trace, the larger the impact of errors in the noisy estimation (see the error
model given in appendix B). In the next section we explain how, using (D.6), the ground-energy of the
Hamiltonian (C.1) can be used to encode the original promise problem.
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D.2. Bounds on the ground state energy for the example considered here
As explained above, the Hamiltonian corresponding to the circuit C encodes the answer to the decision
problem [27]. Here we give the details for our particular example, where the circuit C = U(α) is given in
equation (1), the Hamiltonian H = Hout + 6Hin + 3Hprop is given in equation (C.1), and the clock state is
given in equation (2).

For our simple Hamiltonian, one can explicitly check (since it is just a matter of numerical
diagonalization of a 4× 4 matrix) that

λ(H)> 〈ηHη〉− 25  (D.6)

In our particular case, we take the values (a,b) = (110,35). So that, if the answer of the problem was ‘yes’,
〈ηHη〉= 1− p0(C)< 1− b = 04. In case the answer of the problem was ‘no’, we have
〈ηHη〉= 1− p0(C)> 1− a = 09 (since p0(C)< 01 in case ‘no’). Now, using the latter inequality and
equation (D.6), it follows that λ(H)> 〈ηHη〉− 25 > 1− a− 25 = 35− a = 05 in case the answer of
the problem was ‘no’. Summarizing, for our particular promise problem, we have




λ(H)< 2

5 = 04 , if “yes” ,

λ(H)> 1
2 = 05 , if “no” 

(D.7)

Recall that we consider here the case where the prover’s output is ‘yes’. We deal in the next subsection
with the case in which he outputs ‘no’.

D.3. Details of the case in which B claims that the answer is ‘no’
As mentioned in the main text, one can assume without loss of generality, that the prover B claims that the
answer to the problem associated to the circuit C is ‘yes’. The reason for that is that in case he claims ‘no’ for
the circuit C, this is equivalent to the case where he claims ‘yes’ for the modified circuit C ′ = XC. Here we
explain in detail the corresponding Hamiltonian for our particular case.

In case B claims that the answer of the promise problem associated to C is ‘no’, A constructs a
Hamiltonian H(no) in the same way (cf D.1) but now associated to the circuit XC. Since the circuit always acts
on the fixed initial state 0〉, one can add an initial Z gate and consider w.l.o.g. in the ‘no’ case the circuit XCZ.
Since C = U(α0), one obtains XCZ = U(π2−α0).

Hence, the situation in which B claims ‘no’ for U(α0) is equivalent to the situation in which he claims
‘yes’ for U(π2−α0). For this reason, we study the problem in which the promise is that α belongs to I1 ∪ I2,
where I1 = [0,arcsin

√
110] and I2 = [arcsin

√
910,π2]. So that both α and π2−α are possible values of

our parameter.
A value α0 ∈ I1 ∪ I2 is given and a description of the circuit C = U(α0) is sent to B. Then the prover B can

run this circuit and measure p0(C) to decide whether the answer is either ‘yes’ or ‘no’. Once B sends his claim
(either ‘yes’ or ‘no’) to A, the Hamiltonian H that A constructs is

H =

{
H(yes) = H(C) = H(U(α0)) , if B claims “yes” ,

H(no) = H(XCZ) = H(U(π2−α0)) , if B claims “no” ,

where H(U) denotes the Hamiltonian of appendix D.1 associated to circuit U. Due to that, the results
presented in the main text also show that for any α= π2−α0, where α0 is in the interval for which the
experimentally estimated energy is sufficiently low (see figure 1), the same conclusion as for α0 can be drawn.

Appendix E. Sketch of the fully-secure protocol

The aim of this section is to present more details on the main ingredients, which are required for a
completely secure protocol, and to discuss main differences to the simplified version presented in this work.

In order to have full security, one uses [15] a family of two-to-one and one-to-one trapdoor functions
that are hard to invert even for a quantum computer. Importantly, this family of functions needs to satisfy
certain additional technical requirements. First, the two-to-one functions in the family need to have
two hardcore bit properties (see [15] for details). Roughly speaking, for a two-to-one function
f : 0,1m → 0,1m ′

with the hard-core bit property, the following problem is hard: given x0 ∈ 0,1m

and f(x0) = ȳ ∈ 0,1m ′
, find a bit-string d ∈ 0,1m such that d · (x0 ⊕ x1) = 0 (mod 2), where

f(x0) = f(x1) = ȳ. Note that this property is crucial to ensure security (see [15]). Second, the one-to-one and
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Figure E.1. Probability of rejection in test and measurement rounds. (a), In a test round A gains confidence that B is holding a
quantum state which contains the preimages of ȳi, as B cannot determine (bi,xi) given ȳi such that yki

(bi,xi) = ȳi. To this end, B is
asked to measure all the qubits of the state given in equation (3) in the Z-basis, obtaining (b1,x1, ȳ1) and (b2,x2, ȳ2) as
measurement outcomes, respectively. A checks whether yk1

(b1,x1) = ȳ1 and yk2
(b2,x2) = ȳ2. If this is the case, which it would

always be for an honest and ideal prover, A accepts; otherwise she rejects. Here we plot the probability pt,h of A rejecting those
outcomes in a single-copy test round for the four possible basis choices h, here represented by (k1,k2), i.e. the probability that
yki

(bi,xi) ̸= ȳi for some i = 1,2. (b), In a measurement round, A can perform some additional checks, complementing those of
the test round (a), by exploiting the fact that the two-to-one functions are not surjective. In our case, this can be easily
understood from our choice of the two-to-one function y1 : 0,12 → 0,12, given by y1(0,0) = y1(1,1) = (0,0) and
y1(0,1) = y1(1,0) = (1,0). Whenever ki = 1, A rejects if ȳi ̸∈ 00,10. Observe that in case ki = 0, since y0(·, ·) is one-to-one,
all possible values ȳi ∈ 0,12 are possible. Here we plot the single-copy probability of rejection pm,h for the four possible basis
choices h represented by (k1,k2) ∈ 0,12. By construction, this rejection probability is exactly zero for (k1,k2) = (0,0). As
expected, for (k1,k2) = (1,1) this probability is larger than for (k1,k2) = (1,0) or (k1,k2) = (0,1). Note that this error
probability, related to bit-flip errors owed to resonant cross-talk, is in general very small in our experiment (cf appendices B
and I). Every experimental run was repeated 2000 times. Errors represent 1 standard-deviation from quantum projection noise.

the two-to-one functions in the family must look alike. That is, it must be computationally hard to decide
whether a function in the family is two-to-one or not [15]. As it is unknown how to construct such a family
of functions with the required properties, a family of functions that fulfills those requirements not always but
with high probability was used in [15].

This family of functions is used in Mahadev’s measurement protocol [15] for both the test and the
measurement round. The verifier A decides to run each of these rounds with equal probability. In both of
these rounds, A can reject B’s answer. To this end, A uses the trapdoor information and checks whether the
preimages of the measurement outcomes ȳi exist (see figure E.1 for further explanations and the
experimental data).

As explained in the main text, the protocol is used to delegate X- and Z-basis measurements in a, for B
indecipherable way. The statistics of X- and Z-basis measurements allows to compute the energy of the state
with respect to the Hamiltonian H, corresponding to an arbitrary decision problem, given in equation (C.1).
Its ground-energy λ(H) encodes the answer to the problem (cf equation (D.7)). In order to determine the
energy with respect to H, Mahadev uses the protocol presented in [38], which we recall here. The
Hamiltonian is first written as a convex combination (up to some re–scaling) of projectors, as explained
in the following. For a 2–local Hamiltonian H =

L
l=1 clP(l) with P(l) = Pi(l)(l)Pj(l)(l), where

Pi(l) ∈ Xi,Zi,1i, i, j denote the qubits the operator is acting on and L = poly(n) [27], the Hamiltonian
H ′ = (1+Hc)2, where c =


l cl is defined. The new Hamiltonian H′ is a convex combination of

projectors of the form (1+ s(l)P(l))2 with weights clc, where s(l) = sign(cl). In order to determine the
energy, A samples, with probability clc a term P(l) = Pi(l)(l)Pj(l)(l), which she then measures. Let
(mi(l),mj(l)) denote the measurement outcomes obtained from projecting qubits i = i(l) and j = j(l) in the
eigenbasis of Pi(l) and Pj(l), respectively. We use the notation:

m(l) =





(−1)mi(l)+mj(l)
, if Pi (l) ∈ Zi,Xi , Pj (l) ∈


Zj,Xj

}
,

(−1)mi(l)
, if Pi (l) ∈ Zi,Xi , Pj (l) = 1j ,

(−1)mj(l)
, if Pj (l) ∈


Zj,Xj

}
, Pi (l) = 1i ,

1, if Pi (l) = 1i , Pj (l) = 1j 

(E.1)
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Now, A uses the following rule to determine a final bit r(l) ∈ 0,1:

r(l) =

{
1, if m(l) = s(l) ,

0, if m(l) =−s(l) 
(E.2)

Observe that if B could send a state to A, and A could perform those measurements by herself, the expected
value 〈r〉 of the random variable r coincides with the energy, with respect to H′, of the state sent by B [38].
Hence, after repeating the measurement protocol N = poly(n) times obtaining r1,    , rN, A can compute an
estimate rest of the expectation value 〈r〉 of the random variable r. She then ‘accepts’ if rest ⩽ T0, with

T0 = (1+ f(H)c)2 , (E.3)

where f (H) denotes the upper bound on λ(H) given in appendix D.1 in case the answer was ‘yes’. For the
example considered in the main text we have T0 = (1+ 04c)2 using equation (D.7). In case the answer to
the problem was ‘no’, one has rest ⩾ T1, with

T1 = (1+ g(H)c)2  (E.4)

where g(H) denotes the lower bound on λ(H) given in appendix D.1 in case the answer was ‘no’. For the
example considered in the main text we have T1 = (1+ 05c)2 using equation (D.7).

As the two bounds, T0,T1 differ by 1poly(n), one can run an extended protocol, using polynomially
many copies N of the state to differentiate between the two cases (‘yes’ and ‘no’) with an exponentially small
error (see [30] and protocol 8.3. in [15]).

Note that for convenience in our experiment we do not estimate 〈H ′〉 by sampling from the probability
distribution clc, but determine 〈H〉 instead. This amounts to distinguishing energies below 0.4 and above
0.5 (cf figure 2). In the protocol discussed here, one needs to distinguish quantities below 04c and above
05c. However, using several repetitions of the protocol would allow us to distinguish the two cases. In
particular, in our example, for α= 012π2 one has c = 12.4631.

A classical verifier A uses Mahadev’s measurement protocol as follows to delegate the previous
measurements to B for the extended protocol.

• First, she randomly chooses N = poly(n) operators P1,    ,PN occurring in the Hamiltonian H′ independ-
ently with probability clcl. For each choice, l, she defines a vector hl ∈ 0,1n by setting

hl
i =

{
0, if Pi ∈ Zi,1i ,
1, if Pi = Xi 

Note that hl
i = 0 for any qubit i on which Pl acts trivially. We call the vector h = (h1,h2,    ,hN) now the

basis choice.
• A and B run the measurement protocol explained in the main text for the basis choice h. Let pt,h (pm,h) denote

the probability that at least one of the tests in the test (measurement) round failed.
• In the measurement round the verifier computes the product of the measurement results for each term P(l)

and sets r(l) = 1 only if for more than half on the times the product of the measurement results coincides
with s(l).

Given r(l), A computes the expectation value of r and thereby the expectation value of H′. As shown in [15]
the probability with which A accepts the answer of B is given by

Paccept =
1

2

∑

h

vh (1− pt,h)+
1

2

∑

h

vh (1− pm,h)Probh

(
rest < T0

)
 (E.5)

Here, vh denotes the probability with which A samples the basis choice h (depending on the Hamiltonian).
Moreover, Probh(rest < T0) denotes the probability with which rest < T0 in case the basis choice h was used for
the measurements.

Note that, in the absence of noise, an honest prover B, who would simply prepare N copies of the
η〉–state, would be accepted with probability exponentially close to 1 [15]. Importantly, in [15], Mahadev
showed that A can differentiate between such a honest prover and a dishonest prover. The reason for that is
that the probability for accepting a dishonest prover is upper bounded by 34 even for non-vanishing pt,h
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and pm,h (soundness). Repeating the protocol poly(n) many times the verifier can distinguish between the
cases where the outcome of the problem was ‘yes’ or ‘no’.

As emphasized before, implementing this protocol is highly demanding. This is not only because it
requires many auxiliary qubits for each qubit to be measured, but also due to the stringent quality
requirements for an honest quantum computer to successfully pass the test rounds. While a detailed study of
the influence of realistic noise on the fully-secure version of this protocol remains an open challenge, there
has been progress in verifying quantum computations in the presence of noise when users have limited access
to quantum devices. In [9], such a protocol is developed within the framework of fault-tolerant MBQC. In
this context, Bob sends potentially noisy cluster states to Alice, who then performs the desired computation
by measuring some of the qubits. In [21] the authors demonstrated that, under reasonable error models,
efficient verification can be achieved.

Let us also finally comment on other applications of interactive proofs using post-quantum secure
cryptographic functions. They can be used to verify quantumness and quantum advantage [16, 17], which
has been recently demonstrated experimentally [26]. A can use the above ideas to get convinced that B
possesses a quantum state and is using it to solve certain computational task efficiently, which would have
been impossible for a classical machine. In particular, A can send B the labels k of two-to-one trapdoor
claw-free functions Fk : 0,1m 7→ 0,1m ′

and ask him to prepare the state

1√
2m

2m−1∑

x=0

x〉Fk (x)〉 

Then, A asks B for a commitment string ȳ ∈ 0,1m ′
in the range of Fk. This can be easily provided by a

quantum B. He just needs to measure the last m′ registers. Then, B would hold the superposition

1√
2
x0〉+

1√
2
x1〉 ,

where Fk(x0) = Fk(x1) = ȳ. Recall that B does not know the preimages, x0,x1. However, A can easily compute
them knowing the trapdoor information. Now, A asks B to measure the remaining m qubits either in the Z-
or X-basis and to send the result to A. We denote by pA the probability that B sends a preimage of ȳ in the first
case. An honest B would just measure the first m registers in the Z-basis and obtain a bit-string xb such that
Fk(xb) = ȳ, where b= 0 or b= 1 with probability 12. Let pB denote the probability that B sends d ∈ 0,1m

such that d · (x0 ⊕ x1) = 0 (mod 2) with Fk(x0) = Fk(x1) = ȳ, in the second case. It can be easily seen that, in
this case, an honest B would just measure the first m registers in the X-basis and obtain a string d that would
be accepted. Note that in case of X-basis measurements, the hard-core bit property discussed above
comes into play. Recall that the function Fk has the hard-core bit property if, given x0 ∈ 0,1m and
Fk(x0) = ȳ ∈ 0,1m ′

, it is hard to find a bit-string d ∈ 0,1m such that d · (x0 ⊕ x1) = 0 (mod 2), where
Fk(x0) = Fk(x1) = ȳ. Note that, in contrast to a classical device, an honest quantum B would be able to obtain
such d without knowing x0 or x1. Using these properties, one can derive interactive proof protocols based on
the assumption that the problem Learning with Errors is hard [22] such that pA + 2pB ⩽ 2 for the best
classical strategy (for m,m ′ sufficiently large). This means that such a protocol can be used by A to verify the
‘quantumness’ of B and even quantum advantage in case m,m ′ are large enough [16, 17, 26].

Appendix F. Entangling gate error estimation

In the following we present the technical details on the MS-gate fidelity discussion from appendix B. To
characterize the entangling gates, we initialize a GHZ-state for each ion-pair through a series of (4n+ 1) with
n ∈ 0,1,2,3,4 full-entangling MSXi,j(−π2). Here, we use that the GHZ-state’s density matrix ideally
consists of only four elements, namely two diagonal terms 00〉 and 11〉 referred to as population as well as
two off-diagonal ones describing relative coherences. The population can be directly inferred from
fluorescence detection of the measured population in p00 and p11, whereas the coherence terms are extracted
from the contrast in parity oscillations. Averaging population and parity leads to the GHZ-state fidelity.
Notably, we implement each series by introducing a pause at the duration of typical local operations after
each MS-gate to both mimic realistic experiment conditions, where entangling gates are interleaved with local
ones. Results on all gate pairs from the representative X1X2 circuit are shown in figure F.1 and thoroughly
discussed in appendix B. Note that, qubit orders differ from the circuits in figure B.1 as to maximize inter-ion
spacing and by that reduce the influence of cross-talk.
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Figure F.1. Error-rates on pairwise MS-gates from the X1X2 circuit. For each qubit-pair (i, j), a GHZ-state was prepared from a
series of 4n+ 1 with n ∈ 0,1,2,3,4 full-entangling MSXi,j (−π2). Fidelities are then inferred from population, i.e. the
probability of measuring states p00 and p11 as well as from coherences represented by the contrast in parity oscillations. Each
data-point represents 100 experimental runs. Error-bars correspond to one standard deviation of quantum projection noise.
Overall fidelities fitted from the exponential decay are summarized and further discussed in appendix B.

Appendix G. A different decision problem

Here we give the details of our experimental results for a different, but related, decision problem. Specifically
we consider the problem where the answer is ‘yes’ for α close to π2 in the same circuit C = U(α) as in the
main text. Crucially, from a computer science perspective this case is completely equivalent to the case
discussed in the main text. In practice, however, different decision problems, even when they are associated
to the same circuit, correspond to different implementations at the hardware level and might thus exhibit
different noise sensitivity. For this reason, it might be interesting to verify multiple instances on a given
quantum device. To confirm this behaviour, we now consider the circuit C = U(α) = cosαZ+ sinαX, but
defining the answer of the problem to be

{
“yes” , if p1 (C)> b ,

“no” , if p1 (C)< a ,
(G.1)

under the promise that one of the two cases occurs, where p1(C) = 〈1C0〉2. The corresponding
Hamiltonian H = Hout + JinHin + JpropHprop (see appendix D.1) must thus be changed such that Hout

penalizes states with the output-qubit in state 0〉, such that

Hout = (T+ 1)
1

2
(1+Z1)⊗C(T) 

Assuming now, without loss of generality (see appendix D.3), that B claims that the answer to the decision
problem was ‘yes’, the Hamiltonian H = Hout + 6Hin + 3Hprop now reads

Hout =
1

2
(1+Z1 −Z2 −Z1Z2) ,

Hin =
1

4
(1−Z1 +Z2 −Z1Z2) ,

Hprop =
1

2
(1− cosαZ1X2 − sinαX1X2) ,

(G.2)

to be compared with the Hamiltonian of equation (C.1) in the main text. Analogously to the case in the main
text, one can show that in this case 〈ηHη〉= 1− p1(C) and λ(H)> 〈ηHη〉− 25 = 35− p1(C) hold (see
appendix D.2). This implies that equation (D.7) holds for the Hamiltonian (G.2) and the decision
problem (G.1).

Figure G.1 shows the experimental results in this case, again choosing (a,b) = (110,35) so that the
thresholds of equation (D.7) remain 1− b = 04 and 35− a = 05. Curiously, despite being formally
equivalent to the case in the main text, verification turns out to be slightly more challenging for this problem.
This goes to show, that the protocol indeed verifies the output of a device, not the device itself. Hence, just
because the protocol successfully verifies one instance, does not mean that all instances can be verified.

A closer inspection of the underlying circuits show that the case α→ π2 generates more entanglement
in the system compared to α→ 0. Experimentally, this amplifies the noise in an unfavourable way to prevent
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Figure G.1. Expectation values and energy obtained by A in a measurement round for the new decision problem from
equation (G.1). (a), Experimentally received operator values similar to figure 2 from the main text. The results were obtained after
repeating the measurement round of the protocol 2000 times for each value (k1,k2) ∈ 0,12. Note that the definition of our
decision problem (a,b) = (110,15) implies only α ∈ [125,157] (light grey) to be relevant. Dashed lines show ideal outcomes.
(b), Total energy of the state hold by B estimated by A for the Hamiltonian equation (G.2). We again find depolarizing noise
(dashed-dotted-line) at a rate of λ= 0.05 well describing our noisy data. Further, a 30% reduction in system noise is sufficient to
successfully operate the protocol, as indicated by the dotted-line at λ= 0.035, see section I for details. Errors represent 1
standard-deviation from quantum projection noise.

verification for most values of α in this case. One exception is the instance with α= π2 which features an
energy below the verification threshold for two reasons. First, the term given in the above Hamiltonian
proportional to cosαZ1X2 exactly vanishes at α= π2. Second, the basis change operation rotating CNOT
into CPHASE becomes trivial for α= π2.

Error-bars in figure G.1 represent one standard deviation of quantum projection noise, estimated from
sampled energy values that we find to be normally distributed around the plotted mean values. These
statistical errors are used to calculate the significance level as the probability that the verifier, A, incorrectly
accepts the result. Therefore, significance levels are determined by the one-tailed probability that an energy
value results above the threshold 0.4 inferred from the normal distribution of sampled energy values. For the
instance at α= π2 we receive a significance level of 0.425.

We further note that the same depolarizing noise model used in the main text (see section I) also
accurately describes the data presented in figure G.1 here. Numerical simulations then suggest that about a
30% reduced depolarizing rate of λ= 0.035 would be required to verify this case. This demonstrates that
there can be large differences in the verifiability of different instances of the same problem on the same
hardware.

Appendix H. Direct estimation of η-state energy

For previous attempts, covered in figures 2(b) and G.1(b), the η-state’s energy was estimated using the six
auxiliary qubits necessary for the trapdoor function implementation to thereby enable classical verification.
For comparison, we follow up on the direct estimation of the η-state’s energy. To this end, we implement the
sub-circuit in the grey box from figure B.1(a) alongside additional operations on prover and clock qubit
required to realize basis read-outs according to Z1Z2, Z1X2, X1Z2 and X1X2. Figure H.1 contains results on
operator values (a) as well as energies covering both decision problems (b) and (c) considering the classical
verification of α→ 0 (see main text) and α→ π2 (see appendix G) respectively. In both cases our
experimental results undercut the threshold 1− b = 04 across the relevant region α ∈ [0,032]∪ [125,157],
for which our decision problems hold. Comparably good results are obtained due to the less complex
experiment using only one full-entangling MS-gate plus on average eight single-qubit gates. Note that, these
experiments were likewise performed on an eight-ion string using 400 experimental runs in each data point.
Errors represent 1 standard-deviation from quantum projection noise.

We continue to estimate the η-state fidelity by incorporating error-rates inherent to the individual gates
as previously done and thoroughly explained in the bottom part of appendix B—there considering the entire
protocol. Here, the expected fidelity on the direct estimation reads:

F = 0998(1)8 · 0984(1) = 0968(8) 
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Figure H.1. Direct estimation of η-state total energy. Preparation of solely the η-state according to the circuit depicted in the grey
box from figure B.1. (a), Directly on η-state qubits measured expectation values for each value (k1,k2) ∈ 0,12 covering
0 ⩽ α ⩽ π2. (b), Total energy of the η-state as in the decision problem of the main text relating α→ 0 as the ‘yes’
outcome—calculated from results in (a). (c), Total energy of the η-state as in the decision problem from section G relating
α→ π2 as the ‘yes’ outcome—calculated from results in (a). The error-bars represent the standard-deviation from quantum
projection noise upon averaging 400 experimental repetitions that suffice to verify the outcome beyond the imprinted statistical
errors. Dashed lines follow the ideal outcome.

We compare this number to results from figure H.1(a) by averaging Z1Z2 and X1X2 at α= π2 representing
an estimate of the η-state’s Bell-state fidelity. The result reads:

F ∼ Z1Z2 (α= π2)+X1X2 (α= π2)

2
=

0955(16)+ 0935(17)

2
= 0945(12) ,

and is again in good agreement with the above simplistic error-modelling.

Appendix I. Noise model simulations

This section aims to elaborate an error-model, which best describes the experimental data from the
measurement rounds depicted in figure 2 from the main text. Choosing a suitable error-model was done
upon previous error-rate observations thoroughly discussed at the bottom of appendix B. Those
observations distinctly reveal pairwise MS-gates to limit the overall performance of our classical verification
implementation. In contrast, single-qubit gates clearly make a smaller contribution, although having an
approximately four times higher abundance in the final circuits. The analysis of individual MS-gate pairs,
depicted in table B.1, discloses similar decay-rates in population and coherence—the latter characterizing the
degree of loss in phase information. Hence, our findings support a simultaneous dephasing along X, Y and Z
basis manifesting a so-called depolarizing channel. A fully depolarized state leads to a completely mixed state,
which in the single qubit case is illustrated by shrinking the Bloch-sphere towards its center. Based on this, we
worked out the following eight-qubit Γλ =∆⊗8

λ depolarizing channel to describe our classical verification
results:

Γλ (ρideal) =∆⊗8
λ (ρideal)

∆λ (σ) =

3∑

l=0

KlσK†
l

(I.1)

where ∆λ are single-qubit depolarizing channels with Kraus operators

K0 =
√

1− 3λ4 1 ,

K1 =
√

λ4X ,

K2 =
√

λ4Y ,

K3 =
√

λ4Z 

Hence λ is the single-qubit depolarizing parameter. In figure I.1 we show the depolarizing channel using the
best fitted rate given at λ= 0.05 represented by dashed-lines on top of the data discussed in the main text.
The good agreement between data and noise channel confirms our limitation to be depolarizing noise.
According to the channel in equation (I.1) an ideal outcome in the measurement round with respect to the
eight-qubit density matrix ρideal is expected at a probability of about (1−λ)8 ≈ 066. The total energy
plot from (b) additionally depicts the ground-state energy of the implemented Hamiltonian
H = Hout + 6Hin + 3Hprop with each term given by equation (C.1). Note that, for this ground-state energies,
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Figure I.1. Noise model simulation on the measurement rounds from figure 2 in the main text. We find good agreement in
operator-values (a) as well as the η-state’s total energy (b) between the experimental data and our noise-modelling represented by
the depolarizing channel from equation (I.1) utilizing the best fitted parameter λ= 0.05. In (b) we follow up on the numerical
values of the ground-state energy λmin(H(yes)) illustrated by the dotted-line according to H = Hout + 6Hin + 3Hprop, see text for
details.

i.e. the smallest numerical eigenvalues λmin(H
(yes)), the inequality λmin(H)> 〈ηHη〉− 25 holds across the

entire α range, as discussed in the above section D.2.
Moreover, this identical noise-model (λ= 0.05) accurately images the experimental outcome on the extra

decision problem presented in section G.
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5
Q U B I T L O S S P R O T E C T I O N

Most of today’s quantum computer architectures are based on physical multi-level systems
artificially constrained to the two levels forming the qubit. The presence of these extra
levels leads to additional sources of errors outside the computational subspace, so-called
leakage errors (Ch. 1.4), in which these additional levels are populated. In addition to
leakage, qubits can become inoperable after chemical reactions or might get lost all together.
We denote all these mechanisms as loss errors.

The dominant loss mechanism in trapped-ion devices is leakage, which occurs at rates
comparable to computational errors [52]. Besides trapped ions, this is true for most of
today’s quantum computer architectures [204–208]. Only in some cases, mechanisms that
make the qubit inoperable, such as the physical loss of the particles encoding the qubits,
become relevant on experimental timescales [109], thoroughly discussed in Ch. 1.4.

Despite the realistic chance of experiencing leakage, many conceptual ideas of quantum
computers ignore the existence of additional levels and thus omit faulty mechanisms
beyond the computational ones. A fact with consequences, particularly in view of QEC

applications, typically correcting errors that change the logical state. Losses can therefore
drastically deteriorate the underlying quantum information. On the contrary, if losses
can be detected, many of the leading QEC protocols exhibit immens robustness against
them [94, 209]—elaborated on below. However, to successfully exploit this robustness, loss
detection and correction routines must be built in, usually by extra protocols.

In the upcoming chapter, we present approaches to implement the building blocks of
qubit loss protection in terms of leakage. Particularly, we develop a quantum non-demolition
(QND) loss detection unit in Sec. 5.1. Sec. 5.2 proceeds with the demonstration of loss
correction on account of two different codes. The first code in Sec. 5.2.1 corrects losses
based on quantum teleportation, called the erasure code [204]. While the erasure code
allows fruitful proof-of-principle demonstrations on a full cycle of qubit loss detection
and correction, it cannot correct computational errors. To make up for this, we then build
in the possibility to correct computational errors on top by treating loss in the context
of the surface code [77, 78]. The surface code stands out because of its comparably high
computational error thresholds [102] and a hardware-friendly modular structure, while at
the same time, yielding considerable thresholds against losses [94], explained in Sec. 5.2.2.
We implement a surface code instance and present the first deterministic experiment to
resolve in-sequence detected loss-events in real-time. This leads to the third publication of
this thesis, presented in Sec.5.3.

The observation of non-unitary dynamics inherent in the semi-classical algorithm struc-
ture of our loss detection unit motivates a follow-up work on its correct tomographic
reconstruction based on quantum instruments, see Ch. 1.5. In this way, we can capture the
full dynamics of loss affected codes, which allows us to estimate the parameter regimes
for simultaneously correctable loss and computational errors. Moreover, the tomographic
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tools we develop reach beyond existing characterization approaches, which are useful for
analyzing a broad class of quantum operations. This work leads to the fourth and final
publication in this thesis, presented in Sec.5.5.

5.1 detection of qubit loss

To identify a leakage event on a code qubit during an ongoing quantum computation, we
aim to transfer the loss information via entanglement to an ancilla qubit. The state of the
ancilla qubit can then be destructively detected without affecting the underlying quantum
information in QND fashion, see Ch. 1.3. In the absence of loss, such a detection unit must
therefore leave both the code and the ancilla qubit unaltered, i.e., it must perform an
identity operation on both, whereas we want to signal the presence of a loss by exciting
the ancilla qubit.

The two-qubit circuit in Fig. 5.1 follows these ideas. While the bottom code qubit is
subject to loss detection, the top ancilla qubit serves for its readout. The protocol is based
on two quantum gates. The first, the entangling gate MSXa,c(π) from Eq. (2.19) performs
a correlated bit flip on both qubits. More precisely, half of the gate MSX

a,c(π/2) transfers
an example input state |00⟩a,c into the maximally entangled Bell-state 1/

√
2(|00⟩+ |11⟩)a,c.

The second half MSX
a,c(π/2) disentangles the GHZ-state into a product state with both

qubits flipped to |11⟩a,c. This correlated bit flip works for arbitrary input states while
both qubits have to be present in their computational subspaces. In this no-loss case, the
subsequent local bit flip RX

a,c(π) = Xa,c reverses the first collective bit flip operation on
both qubits, completing an overall identity operation. While the code qubit can represent
any initial state, the ancilla qubit for loss detection is always prepared in |0⟩a. In case of
a lost code qubit, however, the MS-gate targets only the ancilla qubit on which it must
act trivially. This is evident from the exponential argument of the entangling gate, which
simplifies to an identity operation XaXa = 1 when only the ancilla qubit is present in the
computational subspace. Thereby, in case of loss on the code qubit, only the second local
operation flips the ancilla into |1⟩a and signals the loss.

Leakage can be induced in a controlled fashion by partially pumping the lower-energy
population of the code qubit out of the computational subspace {42S1/2(m = −1/2) =

|0⟩, 32D5/2(m = −1/2) = |1⟩} via the carrier transition Rloss
c (θ, 42S1/2(m = −1/2) ↔

32D5/2(m = −5/2)). We proceed to call Rloss
c (θ) as loss operation with pulse area θ

referring to a loss probability ploss = 1/2 sin2(θ/2). It is noteworthy that we hold equivalent
control over the entire Zeeman manifolds and could freely choose a leakage channel
sourcing from either of the two qubit basis states, see Ch. 2.5.

To benchmark the loss detection capabilities, we test the unit over the full range of loss
probabilities via Rloss

c (θ) with θ ∈ [0,π], before a final measurement on both qubits yields
their individual population in the upper 32D5/2-state manifold. Initially, the two-qubit
system is prepared in its ground-state |00⟩a,c. Fig. 5.2(a) shows the resulting population
correlation between directly measured loss on the code qubit and detected loss on the ancilla
qubit. Error-bars denote one standard deviation of QPN according to Eq. (1.27). Under
complete loss Rloss

c (π), the ancilla qubit flips to |1⟩a, while it remains in |0⟩a absent of loss
Rloss
c (0). A linear fit of the population correlation yields a loss detection efficiency over the

readout of the ancilla qubit of 0.96(4).
While the above experiment confirms reliable population transfer between the code and

the ancilla qubit, which is essential for loss detection, the measurements do not provide
information about the effective unitary operation performed on the code qubit. For loss
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Figure 5.1: Qubit loss detection unit. We deliberately induce a partial loss by resonantly coupling
one of the two qubit states in resonance with a third level outside the computational
subspace {42S1/2(m = −1/2) = |0⟩, 32D5/2(m = −1/2) = |1⟩}. Here, we choose the loss
operation Rloss

c (θ, 42S1/2(m = −1/2) ↔ 32D5/2(m = −5/2)) corresponding to a loss
probability ploss = 1/2 sin2(θ/2). Loss detection is based on two operations. The first is
the entangling MSXa,c(π) from Eq. (2.19) that implements a correlated bit flip, if and only
if both qubits are present to the computational subspace, see text. In this no-loss case,
the second local bit flip RX

a,c(π) = Xa,c reverses the first operation leaving both qubits
unchanged. Under loss, the MS-gate acts trivially, where only the subsequent local
Xa,c-gate flips the ancilla qubit to |1⟩a, signaling the loss. The protocol thus works in a
QND fashion and structurally belongs to the class of semi-classical quantum algorithms,
see 1.5.

detection, however, it is fundamental to leave the code qubit unchanged so as not to disturb
the underlying logical information. For a more quantitative performance analysis in the
no-loss case, we verify the target operation on the code qubit with QPT and MLE process
reconstruction following Eq. (3.14). Fig. 5.2(b) depicts the resulting χ-matrix according to
Eq. (3.9) decomposed into standard Pauli basis from Eq. (1.5) yielding a process fidelity
with respect to the targeted identity operation of 0.90(2). For the experiment shown, a
loss probability of 0.012 was induced from the state |0⟩c before post-selecting the data
by the no-loss case. Leakage can be expected at rates similar to those of computational
errors [52], which explains the selected, relatively low loss probability. The errors represent
one standard deviation of QPN from resampling the QPT data. The χ-matrix’s elements
in Z further point to coherent phase errors, most likely due to uncompensated AC-Stark
shifts [139]. These may be caused by the high light power required for the MS-gate,
which potentially phase-shifts all subsequent operations due to heating effects in the pulse-
shaping acousto-optic modulators. It should be noted that restricting QPT to the qubit levels
is no longer feasible in the loss case, since the process reconstruction method considers
all constituents to be in their respective computational subspaces, see 5.5. In terms of
loss protection, however, this case is of minor interest, since lost qubits are nonetheless
inoperable.

Finally, both results in Fig. 5.2 demonstrate the successful detection of qubit loss making
our approach a promising candiate for the upcoming loss correction studies. Note that
the protocol is readily applicable to other quantum computer architectures. Let us finally
remark that other recent publications present non-destructive loss detection schemes, e.g.,
for photonic devices [210] or superconducting platforms [211].
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Figure 5.2: Benchmarking the loss detection unit from Fig. 5.1. (a) The results show the correlations
between the induced loss on the code qubit and the detected loss on the ancilla qubit on
a full range of loss probabilities. A linear fit yields a detection efficiency via the ancilla
qubit readout of 0.96(4), see text for details. (b) QPT on the code qubit to reconstruct the
χ-matrix according to Eq. (3.9) in the no-loss case that reproduces the expected identity
operation with a process fidelity of 0.90(2). The exemplified experiment considers a loss
probability of 0.012 induced from state |0⟩c.

5.2 correction of qubit loss

We now examine two protocols for loss correction within the QEC framework, namely
erasure [204] and surface code [94]. The erasure code only treats loss correction and has
been investigated in several experimental studies so far, mostly using photonic hardware
and with the final correction step performed in post-processing [206, 207]. Apart from proof-
of-principle demonstrations, however, loss correction in post-processing is pointless, since
loss robust implementations require in-sequence corrections in real-time. We introduce the
erasure code’s framework along its correction capabilities over the upcoming Sec. 5.2.1
and demonstrate experiments in combination with the QND loss detection unit described
in the previous section. We then switch to the surface code that besides computational
errors holds significant robustness against losses [94], if they can be detected, presented in
Sec. 5.2.2.

5.2.1 Erasure code—extended four qubit teleportation

The erasure code, invented by Grassl et. al in Ref. [204] utilizes an extension of quantum
state teleportation [212] for transfering a lost state to a still intact ancilla qubit. The authors
of Ref. [204] further prove that a logical encoding with four qubits is the minimal instance
for the correction of a single lost qubit at a known position. Fig. 5.3 depicts the code’s
circuit representation, separated into encoding and recoding (or correction) step, which
considers the top code qubit has been lost.

Let us review how the code works. An arbitrary state |ψ⟩1 = α |0⟩1 +β |1⟩1 on the code
qubit gets initially encoded across four qubits. After losing one of the qubits involved, the
logical information is stored across the three remaining ones. In the following we consider
the top code qubit as the lost one. Following the concept of quantum state teleportation, the
protocol then requires destructive measurements on the middle qubits two and three along
Pauli Z2- and X3-basis, respectively. The middle qubits thereby serve to store amplitude
(Z2-measurement) and phase (X3-measurement) information of the loss protected state |ψ⟩.
Their combined measurement outcome then refers to one of four unitary operations which,
applied to the bottom qubit, restores the lost state |ψ⟩4. The corresponding correction
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Figure 5.3: Erasure code for qubit loss correction. Left box: Four-qubit logical encoding for correct-
ing a single loss at a known position [204]. The given alignment accounts for a loss on
the top code qubit and creates redundancy by incorporating the three additional ancilla
qubits below. Right box: Measurements on qubits two and three along the Z2 and X3

bases, respectively, provide an outcome-dependent unitary operation, which applied
to the bottom qubit, retrieves the lost state |ψ⟩4. The correction operation for all four
outcomes is depicted in Tab. 5.1. The protocol’s functioning can be seen as an extended
four-qubit state teleportation [212].

unitaries are summarized in Tab. 5.1. Crucially, the protocol requires the identification of
loss-events prior to correction, e.g., using the QND detection unit from the previous section
that requires an additional ancilla qubit.

While the four-qubit code conceptually corrects a single lost qubit at a known position,
its small size can never tolerate realistic loss error-rates. To improve robustness against
losses, this minimal fragment can be generalized to an n-fold concatenated code operating
on the order of 4n qubits. Let us have a closer look at this. Multiple blocks of the minimal
four-qubit code instance from Fig. 5.3 are initially prepared in parallel, where each fragment
outputs a single loss-corrected qubit. In the second layer, these loss-corrected qubits are
used to form another set of blocks of the minimal four-qubit code instance and again yield
one corrected qubit each block. This concatenation continues layer by layer until finally only
four qubits are left to form a final block. Losses are thereby distilled through all n layers,
where finally the code is correctable if no more than one loss arrives at the last layer. If, on
the other hand, two or more losses percolate to the final layer, the code is not correctable
and requires a deeper distillation process by engaging more layers. This so-called distiller
version of the erasure code is thoroughly explained in Ref. [213]. Crucially, in the limit of
layers n, the code yields a loss threshold of 16.7%.

We now experimentally demonstrate the minimal erasure code instance. To enable the
detection of loss-events, we merge the QND unit from Sec. 5.1 in between encoding and
correction step and couple the code qubit to an extra ancilla. This code works in the
following way. After logical encoding, partial loss is induced on the top code qubit via
Rloss
1 (θ) and subsequently detected by a destructive measurement on the ancilla qubit. Each

identified loss-event triggers a correction step, while the logical encoding remains intact in
the absence of loss. Fig. 5.4 illustrates the resulting 1+4-qubit protocol.

Let us take a closer look at the circuit implementation of the encoding step. The top
code qubit is initially considered in an arbitrary quantum state |ψ⟩1 = α |0⟩1 +β |1⟩1 along
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Figure 5.4: Erasure code for combined qubit loss detection and correction. In the present alignment
the 1+4-qubit protocol resolves losses on the top code qubit. After encoding and inducing
a partial loss via Rloss

1 (θ), the information about the loss is mapped from the code to
the ancilla qubit using the detection unit from Fig. 5.1. Each detected loss-event then
triggers a correction step on experimental sample (or shot) basis that finally teleports
the lost state |ψ⟩1 onto the bottom qubit. Absent of loss, the logical encoding remains
intact.

three ancilla qubits in their ground-state |000⟩2,3,4. The loss-robust logical encoding |ψL⟩ is
achieved using three CNOT-gates and two local H-gates as depicted in the encoding inset
from Fig. 5.4. This circuit prepares logical code words of form

|0L⟩ = 1/
√
4(|00⟩+ |11⟩)1,2(|00⟩+ |11⟩)3,4 (5.1)

|1L⟩ = 1/
√
4(|00⟩− |11⟩)1,2(|00⟩− |11⟩)3,4, (5.2)

where the two basis-states |0L⟩ and |1L⟩ differ by phase flips Z1Z3.

Table 5.1: Loss correction unitaries for the erasure code from Fig. 5.4. Measurements on qubits
two and three yield outcome-dependent unitary operations, which applied to the bottom
qubit, restore the lost state |ψ⟩4. We abbreviate X-basis eigenstates by |+⟩ = 1/

√
2(|0⟩+ |1⟩)

and |−⟩ = 1/
√
2(|0⟩− |1⟩).

M(Z2,X3) Loss correction unitaries

|00⟩23 |ψ⟩4 = H4X4Z4

(
α |−⟩4 −β |+⟩4

)

|01⟩23 |ψ⟩4 = H4Z4

(
α |+⟩4 −β |−⟩4

)

|10⟩23 |ψ⟩4 = H4X4

(
α |−⟩4 +β |+⟩4

)

|11⟩23 |ψ⟩4 = H4

(
α |+⟩4 +β |−⟩4

)

Our first experiment targets the encoding of several logical input states. Herefore, Fig. 5.5
provides a specifically tailored gate-sequence for the trapped-ion toolbox based on gate
decompositions from Fig. 2.5 that have further been optimized with an in-house developed
sequence compiler [214]. For the present implementation, the former addressing setup [146]
was utilized, which requires the use of collective MS-gates according to Eq. (2.21). These
collective entangling gates are accompanied by refocused local operations comprised of
the collective X, Y-gates from Eq. (2.20) and the addressed Z-gates from Eq. (2.18). This is
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necessary for maintaining phase coherence between collective and addressed gates, see
Ch. 2.4. Implementing the gates in this refocused fashion leads to in total 13 addressed
single-qubit gates alongside six collective local gates. Fortunately, collective local gates are
much cheaper than addressed single-qubit ones [52]. Note that this last optimization step
is no longer displayed in Fig. 5.5.

We experimentally prepare the logical ZL- and XL-basis states {|0L⟩ , |1L⟩ , |0L⟩+ |1L⟩ , |0L⟩−
|1L⟩} and use four-qubit standard Pauli QST to evaluate their performance. The comparably
low qubit number of the protocol allows MLE state reconstruction according to Eq. (3.7).
The reconstruction process thus involves a completely-positive and trace-preserving (CPTP)
constraint (explained in Sec. 1.1.3), which is particularly useful for experimental data, as
they are subject to noise and finite statistics.
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Figure 5.5: Optimized gate sequence for logical encoding of arbitrary input states |ψ⟩ in the
erasure code. The gate sequence according to the left inset of Fig. 5.4 has been specifically
tailored for our trapped-ion hardware using gate decompositions from Fig. 2.5 and has
further been optimized with our in-house sequence compiler [214], see text for details.

Fig. 5.6 depicts the reconstructed density matrices on all four input states {|0L⟩ , |1L⟩ , |0L⟩+
|1L⟩ , |0L⟩− |1L⟩} alongside their resulting fidelities {0.63(1), 0.67(1), 0.57(2), 0.65(1)} with
the ideal outcomes plotted to their left. Errors correspond to one standard deviation of
QPN from resampling the QST data.

Next, we consider a simple noise model that takes into account the error-rates of all the
individual gates that are present in the experiment. In particular, we consider pMS = 0.01
for collective multi-qubit gates and pADD = 0.01 for addressed single-qubit gates according
to Ref. [52]. Since the error-rates for the collective local operations are below 0.001, they
can be neglected. As such, we expect the fidelities on the logical encoding around

Fenc = (1− pMS)
3(1− pADD)

13︸ ︷︷ ︸
Erasure encoding

= 0.9916 ≈ 0.85.

The gap between accumulated gate errors from the model and the actual implementation
arises mostly from uncompensated AC-Stark shifts, induced by the MS-gate’s high light
power requirement. Existing phase optimization tools [215] could potentially improve
fidelities, at most to the modelled 0.85.

The eventual goal of this chapter is to demonstrate qubit loss detection and correction in
a deterministic experiment where detected loss-events trigger a real-time correction step.
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(a) Logical basis state |0L⟩ = (|00⟩+ |11⟩)1,2(|00⟩+ |11⟩)3,4 with fidelity 0.63(1).
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(b) Logical basis state |1L⟩ = (|00⟩− |11⟩)1,2(|00⟩− |11⟩)3,4 with fidelity 0.67(1).
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(c) Logical superposition state |0L⟩+ |1L⟩ = (|0000⟩+ |1111⟩)1,2,3,4 with fidelity 0.57(2).
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(d) Logical superposition state |0L⟩− |1L⟩ = (|0011⟩+ |1100⟩)1,2,3,4 with fidelity 0.65(1).

Figure 5.6: Experimentally encoded logical Z- and X-basis states according to Fig. 5.3. The result-
ing states are characterized with four-qubit standard Pauli QST using MLE reconstruction.
For illustration purposes, ideal and experimentally reconstructed density matrices are
printed side-by-side. Color coded bars denote complex phases. Errors on fidelities repre-
sent one standard deviation of QPN from resampling the QST data.
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Before finally implementing in-sequence detection and correction in such feed-forward
fashion, for now we perform the system evaluation with the final correction step (right inset
of Fig. 5.4) in post-processing. In particular, we experimentally demonstrate the protocol in
Fig. 5.4 for the logical input state |0L⟩. After logical encoding, loss is induced on the code
qubit via Rloss

c (θ) and subsequently detected with the ancilla qubit measurement. Hereafter,
QST is applied to the remaining three qubits which after loss end up in an incoherent
mixture of states

(|000⟩+ |011⟩)2,3,4 and (|100⟩+ |111⟩)2,3,4. (5.3)

Fig. 5.7 shows the corresponding experimentally reconstructed three-qubit density matrix.
The fidelity with the ideal outcome plotted aside is 0.79(2). This fidelity turns out to be
notably higher than those of the logical encodings from Fig. 5.6, since here correlations
with the code qubit disappear after its loss, increasing the overall quality.
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Figure 5.7: Logical three-qubit encoding after losing the code qubit. Experimentally reconstructed
density matrix with the three remaining qubits, leaving the system in a mixed state
according to Eq. (5.3). For illustration purposes, ideal and experimentally from QST

derived density matrix are printed side-by-side. Color coded bars denote complex
phases. The Fidelity with the ideal density matrix reads 0.79(2). Errors represent one
standard deviation of QPN from resampling the QST data.

Let us use this logical three-qubit density matrix to perform the final correction step in
post-processing. After performing the measurement of the middle qubits two and three
and apply the outcome-dependent loss correction unitary from Tab. 5.1 to the bottom qubit,
we successfully recover the lost state |0⟩4 in all four cases. Fig. 5.8 shows the results. Fideli-
ties with respect to the ideal density matrix |0⟩⟨0|4 yield {0.79(6), 0.77(6), 0.76(6), 0.95(7)},
referring to measurement outcomes {|00⟩23 , |01⟩23 , |10⟩23 , |11⟩23}, respectively. Errors cor-
respond to one standard deviation of QPN from resampling the QST data. Moreover, results
in Fig. 5.8 (a)-(c) show unwanted population in the |1⟩4 state of around 0.15, which is
not present in the |11⟩23 outcome from Fig. 5.8(d). The latter therefore reflects a higher
fidelity. Unwanted populations may appear only in some outcomes because phase errors
are reflected differently in the recovered state after applying the correction unitary.

This experimental implementation is again limited by the errors in the collective MS-
gates and addressed single-qubit gates, analogous to the results on the logical encodings
from Fig. 5.6. By incorporating loss detection and correction, we now additionally observe
phase errors from AC-Stark shifts [139] on the spectroscopically decoupled ancilla qubits.
Such decoupled qubits experience the off-resonant light of the collective beam during loss
detection and shift in phase relative to the active qubits. Fortunately, after neglecting the
lost qubit and measuring the middle ones, correlations once more vanish and increase the
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(a) Outcome |00⟩23 after correction unitary
H4X4Z4 retrieves the lost state |0⟩4 with
fidelity 0.79(6) .
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(b) Outcome |01⟩23 after correction unitary H4Z4
retrieves the lost state |0⟩4 with fidelity
0.77(6).

0

01
1

0.0

0.2

0.4

0.6

0.8

1.0

π

π/2

0

-π/2

-π

ar
g

experiment

(c) Outcome |10⟩23 after correction unitary H4X4
retrieves the lost state |0⟩4 with fidelity
0.76(6).
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(d) Outcome |11⟩23 after correction unitary
H4 retrieves the lost state |0⟩4 with
fidelity 0.95(7).

Figure 5.8: Density matrices of loss-recovered state |0⟩4. The final correction step is performed in
post-processing based on the experimentally reconstructed density matrix from Fig. 5.7.
Color coded bars denote complex phases. Errors on the fidelity with the ideal density
matrix represent one standard deviation of QPN from resampling the QST data. (a)-(c)
denote unwanted population in |1⟩4 around 0.15, lowering the fidelity compared to the
outcome in (d), see text.

overall fidelity of the loss recovered state |0⟩4. Modelling the expected overall fidelity by
accounting for operational errors on all gates in the sequence results in

Fenc ·Floss ·Fdet = (1− pMS)
3(1− pADD)

13︸ ︷︷ ︸
erasure encoding

· (1− pADD)
1︸ ︷︷ ︸

induce loss

· (1− pMS)
2(1− pADD)

7︸ ︷︷ ︸
loss detection

= 0.9926 ≈ 77%.

The modelled fidelity is in good agreement with the experimental results from Fig. 5.8.
For the experiment shown, we have again used an optimized gate sequence consisting of
collective X, Y-gates from Eq. (2.20) and addressed Z-gates from Eq. (2.18). Because the
correction step was left to post-selection, the respective errors have been excluded from the
model.

It should finally be noted that in contrast to the quantum entangled resource presented
here, teleportation based on a fully classical resource yields a maximum possible average
fidelity of 0.667 [216]. The demonstrated level of performance is thus already better than
any classical means of doing teleportation-based loss correction.

The proof-of-principle experiments presented show a full cycle of qubit loss detection
and correction. Even though the final loss correction step is done in post-processing, our
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experiments draw attention to the practicality issues of the erasure code. These encompass
a significant operational overhead due to encoding and recoding steps required at each
iteration of loss correction and the need for three additional ancilla qubits to correct a
single known loss. The code also does not cover the correction of computational errors,
which would require additional protocols for implementing fault-tolerant applications.

5.2.2 Loss in the surface code

The erasure code has the conceptual drawbacks of requiring large operational overheads
and not allowing the correction of computational errors. These disadvantages can be
overcome by treating loss in the context of the surface code [77, 78], introduced in Ch. 1.3.3.
The stabilizer formalism of the surface code bypasses costly decoding and recoding steps,
resulting in much lower operational overhead, while its topological structure requires
only limited connectivity to neighbors. In addition, the surface code shows significant
robustness against losses, if their detection and correction is well treated in the underlying
QEC implementation. In all this, the surface code is a promising candidate to resolve errors
at all levels of abstraction, as initially motivated by Fig. 1.5.

(a)   loss in the surface code

ZL

XL

∼

∼

ZL

XL

SV
X

SV
X

SP
Z

SP
Z

(b)   redefine stabilizers &

        logical operators

loss

∼

∼

PA PB PAB

Figure 5.9: Qubit loss correction in the surface code as proposed by Stace and Barret in Ref. [94].
(a) Losses can be corrected by deforming logical operators around defect surface sites
that define equivalent paths between horizontal and vertical code edges. A code remains
correctable as long as such a closed path connecting opposite code edges still exists, see
text for details. (b) Left: Minimal surface code excerpt (see Fig. 1.4) for correcting qubit
loss. Green plaquettes of the lattice indicate four-body Z-stabilizers, while lattice vertices
represent four-body X-stabilizers that define the code with their common +1 eigenspace.
For a lost qubit, all affected SZP -stabilizers can be redefined by multiplying neighboring
pairs of plaquettes to a superplaquette S̃ZP of weight six, while vertex stabilizers SXV can
be reused in their shrunken size, i.e. on the remaining three qubits. Shrunken vertex
operators S̃XV , however, remain in a state of indeterminate eigenvalues ±1 after loss,
whereon they must be reprojeced onto their common +1 eigenspace, which finally
revives the logical encoding on the remaining qubits.

We follow the protocol proposed by Stace & Barret in Ref. [94] that provides a loss
correction framework for the surface code and to which we refer the reader for further
explanation.

To correct for loss, we use that the definition of the logical operators ZL and XL,
which form straight paths between vertical and horizontal code edges, is not unique.
For instance, multiplying ZL with any plaquette operator SZP yields an equivalent but
geometrically deformed logical operator Z̃L = SZPZL around the plaquette SZP . So there
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are many equivalent representations to the two logical operators ZL and XL. In Fig. 5.9(a),
for example, where only a few qubits are lost, a new logical path on intact qubits can be
found to save the code. For too many losses, however, there might occur several code parts
where the operator redefinition is no longer feasible, denoted as percolated regions. Results
in Ref. [217] show that the question of whether a surface code can be saved or not applies
geometrically to roping together nails on a square lattice, known as bond percolation [217].
For bond percolation in the limit of a large lattice, there is a sharp boundary between
correctable and non-correctable losses, yielding ploss < 0.5[217]. Interestingly, this bond
percolation threshold readily extends to losses in the surface code, given the absence of
computational errors.

On a loss affected surface, the set of stabilizers comprising of plaquette and vertex
operators must be redefined too. The code fragment in Fig. 5.9(b) illustrates such stabilizer
redifinitions. This works in the following way. If qubit one is lost (right panel), it is helpful
to multiply adjacent pairs of plaquettes of the lattice that share the loss to form a so-called
superplaquette SZPA

· SZPB
= S̃ZP . This product operator S̃ZP has no more support on the lost

qubit, but commutes with all other stabilizers and therefore is a stabilizer itself. Hence,
in the absence of computational errors, the product superoperator S̃ZP is preserved in
eigenvalue +1. Damaged vertex operators, on the other hand, have no longer support on
the lost qubit. Yet, we find the remaining vertex operator that excludes the loss to still
commute with all other stabilizers, which can therefore be reused in their shrunken size
S̃XV . Due to the loss, however, a measurement of the shrunken vertex operators S̃XV yields
random eigenvalues ±1 as the loss leaves the code in a mixed state. To fix the code, the
shrunken vertex operator S̃XV must be reprojected onto their common +1 eigenspace, saving
the logical information.

Conclusively, if loss can be detected and corrected before exceeding the code-size
dependent threshold, the logical information can be saved by switching to a smaller surface
that avoids all losses.

The authors in Ref. [94] further demonstrate that the surface code can remain operable
under both losses and computational errors. To this extent, they model local, uncorrelated
noise and provide parameter regimes under which both errors are tolerable. It is noteworthy
that the correctable computational error and loss rates sensitively depend on each other,
whereas in the limit of no computational errors, a loss probability of up to ploss = 0.5
becomes tolerable.

Encouraged by this high potential robustness against losses, we experimentally demon-
strate a full qubit loss detection and correction cycle on the surface code, where a detected
loss-event triggers a correction step in real-time. Our demonstrations are the first of such
deterministic kind and lead to the third publication of this thesis [218], presented in the
upcoming Sec. 5.3.
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Experimental deterministic correction of 
qubit loss

Roman Stricker1 ✉, Davide Vodola2,3,4, Alexander Erhard1, Lukas Postler1, Michael Meth1, 
Martin Ringbauer1, Philipp Schindler1, Thomas Monz1,5, Markus Müller4,6,7 & Rainer Blatt1,8

The successful operation of quantum computers relies on protecting qubits from 
decoherence and noise, which—if uncorrected—will lead to erroneous results. 
Because these errors accumulate during an algorithm, correcting them is a key 
requirement for large-scale and fault-tolerant quantum information processors. 
Besides computational errors, which can be addressed by quantum error 
correction1–9, the carrier of the information can also be completely lost or the 
information can leak out of the computational space10–14. It is expected that such loss 
errors will occur at rates that are comparable to those of computational errors. Here 
we experimentally implement a full cycle of qubit loss detection and correction on a 
minimal instance of a topological surface code15,16 in a trapped-ion quantum 
processor. The key technique used for this correction is a quantum non-demolition 
measurement performed via an ancillary qubit, which acts as a minimally invasive 
probe that detects absent qubits while imparting the smallest quantum mechanically 
possible disturbance to the remaining qubits. Upon detecting qubit loss, a recovery 
procedure is triggered in real time that maps the logical information onto a new 
encoding on the remaining qubits. Although the current demonstration is performed 
in a trapped-ion quantum processor17, the protocol is applicable to other quantum 
computing architectures and error correcting codes, including leading two- and 
three-dimensional topological codes. These deterministic methods provide a 
complete toolbox for the correction of qubit loss that, together with techniques that 
mitigate computational errors, constitute the building blocks of complete and 
scalable quantum error correction.

Qubit loss comes in a variety of physical manifestations, such as the 
loss of particles encoding the qubits in atomic and photonic imple-
mentations11–14, but also as leakage out of the two-dimensional (2D) 
computational qubit subspace in multi-level solid-state18 and atomic, 
molecular and optical systems11. Whereas progress has been made 
in characterizing and suppressing the rate of loss and leakage pro-
cesses19–23, in many platforms these processes still occur at rates of the 
same order of magnitude as other errors, such as amplitude damping in 
trapped-ion qubits encoded in metastable states of optical transitions11. 
It is known that unnoticed and uncorrected qubit loss and leakage will 
severely affect the performance of quantum processors18,24; therefore, 
dedicated protocols to fight this error source have been devised. These 
protocols include four-qubit quantum erasure codes10, which have 
been implemented using photons and post-selective quantum state 
analysis12,13, as well as protocols proposed to address qubit loss in the 
surface code15,25,26 and 2D colour codes27,28. So far, an experimental 
implementation of deterministic detection and correction of qubit loss 
and leakage, both of which will be referred to as ‘loss’ in the following, 
remains an outstanding challenge.

A general, architecture-independent protocol to protect quantum 
information against loss errors consists in (i) the initial encoding of 
logical states into a multi-qubit register, (ii) a quantum non-demolition 
(QND) measurement scheme that determines the position of poten-
tially lost qubits, (iii) a reconstruction algorithm that, if not too many 
loss events have occurred, reconstructs the damaged code, and (iv) a 
final set of measurements that fixes the new code by initializing the 
new stabilizers.

Here, we encode a single logical qubit in an excerpt of the surface 
code15,16, which is a topological quantum error-correcting (QEC) code 
in which physical qubits reside on the edges of a 2D square lattice; see 
Fig. 1a. The surface code is a Calderbank–Shor–Steane code29,30, for 
which stabilizer operators SV

X  are associated to each vertex V (blue 
cross in Fig. 1a) via S X= ∏V

X
j V j∈  and to each plaquette P (green square 

in Fig. 1a) via S Z= ∏P
Z

j P j∈ , where Xj, Yj, Zj are Pauli matrices acting on 
the physical qubit j. All stabilizers mutually commute, and their com-
mon +1 eigenspace fixes the code space that hosts the logical quantum 
states |ψL⟩, that is, S ψ S ψ ψ| ⟩ = | ⟩ = | ⟩P

Z
V
X

L L L  for all plaquettes and vertices. 
The operators that define and induce flips of the logical-basis states 
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|0L⟩ and |1L⟩ are the logical generators TZ and TX, respectively. They 
commute with all stabilizers, and can be chosen as products of X and 
Z operators along strings that span the entire lattice; see Fig. 1a.

To recover a logical qubit affected by qubit loss, one needs to switch 
to an equivalent set of stabilizers S S{ ~ , ~ }V

X
P
Z  and logical operators T T{ ~ , ~ }X Z  

defined only on qubits that are not affected by losses. For this redefini-
tion we follow the scheme introduced in ref. 25 and shown in Fig. 1b. 
Notably, the logical operators do not have unique support because 
equivalent operators T~ X  and T~ Z  can be obtained by multiplying TX and 
TZ by any subset of stabilizers. For the surface code, this results in the 
deformation of the string of physical qubits that supports the logical 
operator; see Fig. 1a. For too many losses, however, finding such an 
equivalent logical operator might not be possible. Because each loss 
event results in the deletion of one edge (bond) of the 2D square lattice, 
the question of whether such a path supporting a logical operator 
exists corresponds to the classical problem of bond percolation, which 
for the surface code results in a threshold of tolerable qubit loss rate 
as high as 50% in the absence of other errors25.

Inspired by the surface code stabilizer structure, we implement a sub-
space defined by three stabilizers on four qubits that allows us to exper-
imentally explore the reconstruction protocol as described in Fig. 2a. 
We note that this subspace is neither an error detection nor a correction 
code for Pauli errors, but the logical information can be made robust to 
the loss of qubit 1. For the physical realization of this code, we consider 
a string of 40Ca+ ions confined in a linear Paul trap17. Each ion represents 
a physical qubit encoded in the electronic levels S1/2(m = −1/2) = |0⟩ and 
D5/2(m = −1/2) = |1⟩. Our setup is capable of realizing a universal set of 
quantum gate operations consisting in (a) single-qubit rotations by an 
angle θ around the z axis of the form R θ θZ( ) = exp( − (i )/2)j

Z
j  on the jth 

ion, (b) collective qubit rotations around the x and y axes of the form 
R θ θ σ( ) = exp( − i ∑ ( /2))σ

j j , with σ = X or Y, via a laser beam addressing 

the entire register, and (c) multi-qubit Mølmer–Sørensen entangling 
gate operations31 θ θ X XMS ( ) = exp(− i ∑ ( /2))X

j j<ℓ ℓ . This gate set is com-
plemented by single-qubit hiding and unhiding operations in order to 
apply collective multi-qubit operations to only a subset of qubits17. 
Similarly, this technique is used to read out individual qubits within 
the register without influencing the other qubits; see Supplementary 
Information for details.

To benchmark the performance of the protocol we introduce qubit 
loss in a controlled way as leakage to another electronic level outside the 
computational subspace; see Fig. 3a. Leakage is the dominant form of 
qubit loss in ion-trap architectures, whereas our protocol is also appli-
cable to other forms of loss and architectures. The qubit that potentially 
suffers a loss is partially pumped out of its computational subspace 
{S1/2(m = −1/2) = |0⟩, D5/2(m = −1/2) = |1⟩} by coherently driving the car-
rier transition S1/2(m = −1/2) = |0⟩ ↔ D5/2(m = −5/2) = |2⟩. In the following, 
this is referred to as the loss operation Rloss(ϕ), where the probability 
of loss from state |0⟩ is given by sin2(ϕ/2). The loss rate on the logical 
qubit is the product of the loss probability with the population in |0⟩.

To detect a loss event we implement a QND measurement as shown 
in Fig. 3a, which signals the loss of a code qubit by a bit-flip on an ancil-
lary qubit prepared in state |0⟩, followed by an addressed readout of 
the ancillary qubit. The key ingredient of this QND measurement is a 
two-qubit entangling gate operation MSX(π) that performs a collective 
bit-flip operation on the code and ancilla qubits if the code qubit is 
present. If the code qubit has been lost, on the other hand, regardless 
of whether loss occurs from the |0⟩ or |1⟩ state, this operation acts only 
on the ancilla, on which it performs an identity operation; see Sup-
plementary Information for details. A subsequent collective bit-flip 
RX(π) = X will flip the ancilla qubit to |1⟩ before its addressed readout. 
If no loss occurred, the collective bit-flip induced by MSX(π) will be 
undone by the RX(π) = X operation, and the ancilla qubit will end in state 
|0⟩ (ref. 17). The code qubit, on the other hand, will in this case undergo 
a non-unitary evolution given by (up to normalization) ρ → EρE† with 
E = |1⟩⟨1| + cos(ϕ/2)|0⟩⟨0|, which for small loss rates (ϕ ≈ 0) converges 
to the identity operation. This is a consequence of the information 
gain that no loss has occurred in this instance, provided by the ancilla 
measurement; see Supplementary Information.

We test the loss-detection sub-circuit on the full five-qubit regis-
ter by driving the loss transition Rloss(ϕ) on qubit 1 and measuring the 
population in the D5/2 state on both the code and ancilla qubits. This 
measurement does not distinguish between the different Zeeman sub-
levels of the D5/2-state manifold. Figure 3b shows that loss detected by 
the ancilla qubit matches the loss induced on qubit 1 within statistical 
uncertainty, indicating that a loss event is reliably detected. The quanti-
fied detection efficiency is 96.5(4)%, with a false positive rate of 3(1)% 
and a false negative rate of 1(1)%.

We note that for very low loss rates, the fidelity of the final state 
after correcting qubit loss will be limited by imperfections in the 
QND loss-detection unit; see Supplementary Information for details. 
To quantify the performance of the QND detection scheme in the 
absence of loss, we reconstruct the Choi matrix32 of the correspond-
ing non-unitary map using generalized quantum process tomography. 
The reconstructed Choi matrix shown in Fig. 3c confirms this dynamical 
behaviour expected in the no-loss case with a process fidelity of 90(2)% 
with ~20% (ϕ = 0.3π) loss from |0⟩. This demonstrates that information 
about loss on the code qubit can be reliably mapped onto the ancilla 
qubit. For general loss-detection purposes, one could use the detection 
unit to probe all code qubits within the register sequentially.

To investigate the robustness of our minimal-instance logical  
qubit against loss, we combine the loss-detection unit and the 
conditional-correction step in a 1+4-qubit algorithm, sketched in  
Fig. 2a. The experimental sequence for encoding an arbitrary input 
state of the form |ψL⟩ = cos(α/2)|0L⟩ + isin(α/2)|1L⟩ in our ion-trap  
quantum computer is given in Supplementary Information. The  
logical basis states |0L⟩ and |1L⟩ encoded by the initial stabilizers read 
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Fig. 1 | The surface code and correction of qubit loss. a, Logical qubits are 
encoded collectively in many physical qubits (grey circles) that are located on 
the edges of a 2D square lattice. The code space is defined via four-qubit SZ and 
SX stabilizers acting on groups of qubits that reside around plaquettes (green 
square) and vertices (blue cross) of the lattice. Logical TZ and TX operators are 
defined along strings of qubits that span the entire lattice along two non-trivial 
paths, as depicted by the vertical green (horizontal blue) string for TZ (TX). 
Right, logical string operators do not have unique support, but can be 
deformed by multiplication with stabilizers, as illustrated for TZ (TX), which is 
deformed into T~Z  (T~X ) by the green plaquette (blue vertex) stabilizer. b, Left, 
excerpt of a qubit lattice suffering the loss (orange arrow) of a physical qubit 
(white circle). The loss affects two plaquette operators, SZ

1  and SZ
2 , and two 

vertex operators, S X
1  and S X

2 . Right, the correction algorithm consists of 
introducing a new merged Z-stabilizer generator as S S S~ =Z Z Z

1 1 2 , which does not 
involve the lost qubit, and two new X stabilizers, S~X

1  and S~X
2 , which have reduced 

support on three qubits that are unaffected by the loss.
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0 ⟩ = ( 0000⟩ + 1111⟩)/ 2L  and 1 ⟩ = ( 0001⟩ + 1110⟩)/ 2L . These entan-
gled states are produced with a single fully entangling MS gate, MSX(π/2), 
acting on all four code qubits, supported by additional local operations. 
Loss is observed using the QND detection unit, with an ancilla qubit for 
loss readout. In this smallest excerpt of the surface code, we consider 
potential qubit loss to happen on qubit 1 only; hence, we probe only 
qubit 1 using the QND-detection unit as indicated in Fig. 2a. Conditional 
on the detection of a loss event, our control scheme triggers a real-time 

deterministic code restoration via feed-forward. If no loss is detected, 
the logical states can be verified by measuring the generators of the 
stabilizer group S Z Z S Z Z S X X X X{ = , = , = }Z Z X

1 1 2 2 1 3 1 1 2 3 4  and the logical op
erators {TZ = Z1Z4, TX = X4, TY = iTXTZ} of the original encoding. If loss occurs, 
the encoded logical information can be restored by switching to an 
encoding defined on a smaller subset of three qubits. This is realized 
by a projective measurement of the shrunk stabilizer of the new encod-
ing S X X X~ =X

1 2 3 4 , which after the loss is in an undetermined state. This 
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Fig. 2 | Experimental realization of the 1+4-qubit algorithm aiming at loss 
detection and correction. a, Minimal four-qubit system for the experimental 
realization of the full loss-correction protocol. The code is defined by three 
stabilizers, S Z Z= 1 2

Z
1 , S Z Z= 1 3

Z
2  (green squares) and S X X X X= 1 2 3 4

X
1  (blue cross) and 

stores a single logical qubit with logical operators TZ = Z1Z4, TX = X4 and TY = iTXTZ. 
In the event of the loss (orange arrow) of qubit 1 (white circle), the merged Z 
stabilizer S S S Z Z~ = = 2 3

Z Z Z
1 1 2  and a new X stabilizer S X X X~ = 2 3 4

X
1  with reduced 

support on the remaining three qubits are introduced for the new encoding. 
The logical operators equivalent to the initial ones are T S T Z Z~ = =Z Z

2 4
Z
1 , T X~ =X

4 
and T T T~ = i ~ ~Y X Z . b, Expectation values for logical operators (T), stabilizers (S) 

and code space populations (PCS), defined in Supplementary Information,  
for the logical superposition state |+ i ⟩ = (|0 ⟩ + i|1 ⟩)/ 2L L L . A loss rate of 25% was 
induced on qubit 1. All values are estimated from four-qubit quantum state 
tomography, with ideal values shaded in the background. Errors correspond to 
one standard deviation of statistical uncertainty due to quantum projection 
noise. c, In the absence of loss, the logical encoding remains largely intact. d, In 
the case of loss, we reconstruct the code on the three remaining qubits after 
measuring the shrunk stabilizer of the new encoding, S X X X~ = 2 3 4

X
1 , and selecting 

the appropriate Pauli basis, that is, performing a Pauli frame update in the case 
of a −1 outcome in the S~X

1  measurement.
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Fig. 3 | Investigating the performance of the QND loss-detection unit.  
a, Circuit representation of the detection unit, which maps potential loss from 
qubit 1 onto the ancilla qubit. The experimental results in b and c were 
extracted from experiments performed on the full five-qubit register, 
according to Fig. 2. b, Population in the D5/2 state of qubit 1 (directly measured 
loss) and ancilla qubit (detected loss) measured after loss detection. 
Controlled loss of up to 100% from state |0⟩ was introduced. The estimated 
detection efficiency is 96.5(4)%, which demonstrates that the occurrence of a 

loss event can be reliably mapped onto the ancilla qubit and read out in a QND 
fashion. Errors correspond to one standard deviation of statistical uncertainty 
due to quantum projection noise. c, Reconstructed Choi matrix for a loss of 
~20% (ϕ = 0.3π) from the |0⟩ state with a process fidelity of 90(2)%, compared to 
the ideal values denoted by black frames. We find that, as expected, the 
detection unit performs a non-unitary evolution that deviates from the identity 
operator owing to measurement back-action; see Supplementary Information.
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initializes the three-qubit stabilizer in a +1 (or −1) eigenstate, where the 
−1 case requires a redefinition of the Pauli basis (Pauli frame update)33,34; 
see Supplementary Information for details. For this stabilizer readout, 
a freshly initialized ancilla qubit is needed. In our implementation we 
recycle the ancilla qubit, previously used for the QND loss detection, 
because it remains unaffected by the measurement in the loss case. 
Following this procedure, the initial logical encoding is reconstructed 
in the smaller subset of three qubits; see Fig. 2a.

We now present the results obtained from the full implementation 
of the 1+4-qubit algorithm, as shown in Fig. 2. Data were taken for three 
different input states, namely, the logical basis states |0L⟩ and |1L⟩, pre-
sented in Supplementary Information, as well as their superposition 
|+i ⟩ = (|0 ⟩ + i|1 ⟩)/ 2L L L  presented here. To verify the initialization of  
|+iL⟩, we reconstruct the experimental density matrix via four-qubit 
quantum state tomography on the code qubits, yielding a fidelity of 
84(1)% with the ideal state. From the reconstructed density matrix we 
further extract the components of the ‘logical’ Bloch vector, represented 
by expectation values of the associated logical operators, the code space 
population PCS (explained in the Supplementary Information) and the 
expectation values of the stabilizer generators summarized in Fig. 2b.

After the encoding, partial loss on qubit 1 is induced by coherently 
exciting the loss transition Rloss(ϕ) for different values of ϕ. Here, we 
present the case of a loss rate of 25%, that is, ϕ = 0.5π, and other values 
are found in Supplementary Information. Loss is detected by a QND 
measurement mapping the information of loss onto the ancilla qubit, 
followed by a projective measurement of the ancilla qubit. The meas-
urement result triggers a real-time deterministic code restoration via 
feed-forward. If no loss is detected, quantum state tomography on all 
four code qubits is performed to verify that the initial encoding |+iL⟩ 
is still intact, with a fidelity of 66(1)% with respect to the expected state; 
see Fig. 2c. If loss is detected, the code is switched to the remaining 
three qubits by a projective measurement of the shrunk stabilizer S~X

1 , 
as illustrated in Fig. 2a, and a Pauli frame update in case of a −1 outcome. 
Quantum state tomography yields a fidelity of the resulting three-qubit 
logical state |+iL⟩ of 78(1)%; see Fig. 2d.

The observed decrease in fidelity after loss detection is mainly due to 
cross-talk between neighbouring ions resulting in unitary errors on the 
final state, and dephasing due to laser-frequency and magnetic-field fluc-
tuations. Additionally, in the no-loss case the ancilla qubit has scattered 
photons during the in-sequence loss detection. This heats up the ion 
string, decreasing the quality of the subsequent tomography operations.

Our work demonstrates the first deterministic detection and correc-
tion of qubit loss. Our building blocks are readily applicable to leading 
QEC codes, such as the surface and colour codes, and fully compatible 
with the framework of topological QEC. Although this demonstration 
is performed on an ion quantum processor, essentially all experimental 
quantum computing platforms are affected by qubit loss or leakage, 
and could thus benefit from our methods. Fault-tolerant versions of 
the presented routines in combination with correction of computa-
tional errors constitute required extensions towards the realization 
of large-scale quantum computers.
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Here we provide further experimental and theoretical results and details on the detection and correction of qubit loss.
We start in Sec. I by presenting the quantum circuit specifically tailored for the toolbox given by our ion-trap quantum
computer. We continue in Sec. II by explaining our approach to hide certain ions from the dynamics of collective Mølmer-
Sørenson entangling gates as well as collective readout operations by shelving their population in Zeeman sublevels
outside the computational subspace. In Sec. III we discuss the effective dynamics of the QND qubit loss detection scheme
and deliver experimental data characterizing these dynamics. In Sec. IV we provide complementary results on the full
1+4-qubit detection and correction algorithm for a larger number of logical input states and for in total three different
qubit loss rates. In Sec. V we present a model, which accounts for dominant experimental imperfections in the QND loss
detection circuit and discuss how these limit the performance for current system parameters in the regime of low qubit
loss rates.

I. CIRCUIT REPRESENTATION OF THE 1+4 QUBIT LOSS DETECTION AND CORRECTION ALGORITHM

The smallest instance for implementing a correction from qubit losses in the surface code is defined by four physical
qubits forming a logical qubit in one plaquette as shown Fig. 2a in the main text. An additional ancilla qubit is required
for QND loss detection. This leads to the 1+4-qubit loss detection and correction algorithm under study in the main text.
In our detection and correction protocol, loss is considered to happen on qubit 1 only.
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Figure S1. Gate sequence of the 1+4-qubit loss detection and correction algorithm. a, Encoding sequence implementing the
smallest excerpt of Kitaev’s surface code employing 4 physical qubits. Logical states of the form |ψL〉= cos(α/2) |0L〉+ isin(α/2) |1L〉
with |0L〉= (|0000〉+ |1111〉)/

√
2 and |1L〉= (|0001〉+ |1110〉)/

√
2 are encoded and loss is induced in a controlled fashion on qubit

1. b, QND detection unit identifying potential loss events on qubit 1. Conditional on the loss detection, our control scheme either
keeps the original code or triggers a real-time deterministic code restoration via feed-forward. c, The depicted gate sequence aims
at measuring the shrunk stabilizer S̃X

1 = X2X3X4 to reconstruct the code in the smaller subset of the remaining three qubits. For this
purpose we reuse the ancilla qubit from the detection-circuit, since it remains unaffected by the measurement in the loss case.

The related 5-qubit gate sequence, optimized for our ion-trap quantum computer, to encode an arbitrary logical in-
put state of the form |ψL〉= cos(α/2) |0L〉+ isin(α/2) |1L〉 is depicted in Fig. S1a. In our experimental toolbox the
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Mølmer-Sørenson entangling gate operations MSX (θ) = exp(−iθ ∑ j<` X jX`/2) 31 acts as the entangling gate for multi-
qubit operations. A fully-entangling gate MSX (π/2), acting on all four code qubits, alongside local operations on qubit 4
lead to the GHZ-type logical basis states |0L〉= (|0000〉+ |1111〉)/

√
2 and |1L〉= (|0001〉+ |1110〉)/

√
2.

The subsequent QND loss detection unit in part B of Fig. S1 combines a 2-qubit MSX (π) followed by a collective
bit-flip RX (π) = X . In the absence of loss the MSX (π) performs a bit-flip on both qubits present in the detection scheme.
Whenever qubit 1 is outside the computational subspace spanned by |0〉 and |1〉, i.e. loss occurs, the MS-gate couples only
to the ancilla qubit performing an identity operation, as can be seen from the argument of the exponential ∑ j<` X jX` =
X jX j = I in the above definition of the MS-gate. The subsequent X operation flips the state of the ancilla qubit to |1〉
followed by its addressed readout signaling the event of loss. If no loss was detected both gates add up to an overall
identity operation leaving the logical encoding unaffected. In this way information about loss is mapped onto the ancilla
qubit, which can be read out without influencing the logical encoding. Consequently, the described unit works in a
quantum non demolition (QND) way. By probing all code qubits sequentially, one could extend this protocol to check the
entire register for loss.

In the absence of loss, the logical encoding remains intact and can be verified by measuring the generators of the
stabilizer group {SZ

1 = Z1Z2,SZ
2 = Z1Z3,SX

1 = X1X2X3X4} as well as the logical operators {T Z = Z1Z4,T X = X4,TY =
iT X T Z} of the original encoding. If loss is detected on qubit 1, the encoded logical information can be restored by
switching to an encoding defined on a smaller subset of three qubits, see Fig. 2a in the main text. The merged Z stabilizer
S̃Z

1 = SZ
1 SZ

2 = Z2Z3 and a new X stabilizer S̃X
1 = X2X3X4 are introduced. This newly defined shrunk stabilizer S̃X

1 = X2X3X4
is, after the loss of qubit 1, in an undetermined state and needs to be measured to initialize the stabilizer in a +1 (or −1)
eigenstate. Here, the−1 case requires a redefinition of the Pauli basis, as so called Pauli frame update 33, 34. The respective
gate sequence mapping the syndrome onto the ancilla qubit, which is then read out, is shown in Fig. S1c. For this purpose
we reuse the ancilla qubit from the QND detection unit, since it remains unaffected by the projective measurement in the
loss case. Finally the logcial encoding is restored in a new encoding defined by the remaining three qubits.

II. SPECTROSCOPIC DECOUPLING AND RECOUPLING OF IONS

The circuit for the QND loss detection, depicted in Fig. S1b, requires a 2-qubit entangling operation MSX (π). This
entangling gate operation is performed by a collective laser beam illuminating the entire ion string. However, these
operations can be applied to a subset of qubits, by temporarily shelving the electronic populations of qubits not taking
part in Zeeman sublevels outside the computational subspace. More precisely, population from the lower qubit state
S1/2(m = −1/2) = |0〉 is spectroscopically decoupled to D5/2(m = +1/2) and population from the upper qubit state
D5/2(m =−1/2) = |1〉 is spectroscopically decoupled to S1/2(m =+1/2). In the main text we refer to this as hiding and
unhiding operations. A similar technique can be applied to read out individual qubits in the register without influencing
the other qubits. Such addressed readout of (ancilla) qubits is essential to allow us to detect a qubit loss event and trigger
a subsequent correction step via feed-forward.

III. QND LOSS DETECTION

This section begins with providing theoretical details of the protocol that introduces the loss and on the QND loss
detection. We then also present additional experimental data characterizing the QND loss detection.

Loss from one computational basis state. – The controlled loss operation on a code qubit (q) from |0〉 is realized by
coherently transferring qubit population partially from the computational subspace spanned by {|0〉 = S1/2(m = −1/2)
and |1〉= D5/2(m =−1/2)} into the state |2〉= D5/2(m =−5/2) via a coherent rotation Rloss(φ)

Rloss(φ) = |1〉〈1|q + cos
φ
2

(
|0〉〈0|q + |2〉〈2|q

)
+ sin

φ
2

(
|0〉〈2|q−|2〉〈0|q

)
. (S1)

The QND loss detection is realized by the circuit shown in Fig. S1b. It consists of an MS-gate operation MSX (π)
between the code qubit (q) and the ancilla qubit (a) initially prepared in |0〉, followed by single-qubit bit flips RX(π)
applied to both the ancilla and the code qubit, and a projective measurement of the ancilla qubit in the computational
basis. The two-qubit MS-gate applied to the data qubit (q) and the ancilla qubit (a) realizes the unitary

MSX (φ) = exp
(
−i

φ
2

XaXq

)
=

[
cos
(

φ
2

)
(1−|2〉〈2|q)− isin

(
φ
2

)
XaXq

]
+ |2〉〈2|q , (S2)
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which is generated by Xi = |0〉〈1|i+ |1〉〈0|i, for i = q,a, respectively, and reduces for φ = π to MSX (π) = |2〉〈2|q− iXaXq.
Note that if both the code qubit q and the ancilla qubit a are initially in the computational subspace, this two-qubit operation
realizes a collective bit flip (within the computational subspace). In contrast, if the code qubit is in |2〉, i.e. outside the
computational subspace, the state of the code and ancilla qubit remains unchanged under this operation 31.

The subsequent single-qubit rotations RX(π) (bit flips) on both the data and the ancilla qubits are realized by

RX
a (π) =−i(|0〉〈1|a + |1〉〈0|a) (S3)

RX
q (π) = |2〉〈2|q− i(|0〉〈1|q + |1〉〈0|q) (S4)

and the final unitary evolution will be given by

U = RX
a (π)R

X
q (π)MSX (π)Rloss(φ) = A(0)⊗1a +A(1)⊗Xa (S5)

where

A(0)
q = |1〉〈1|q + cos

φ
2
|0〉〈0|q + sin

φ
2
|0〉〈2|q , (S6)

A(1)
q = sin

φ
2
|2〉〈0|q− cos

φ
2
|2〉〈2|q . (S7)

If we assume that no population is present initially in the |2〉q state the operators U (0) and U (1) will reduce to

A(0)
q = |1〉〈1|q + cos

φ
2
|0〉〈0|q , (S8)

A(1)
q = sin

φ
2
|2〉〈0|q . (S9)

The single qubit process arising from the QND measurement and acting on the code qubit q can be then described by two
maps E0 and E1 defined as follows

E0 : ρ 7→ A(0)
q ρA(0)†

q (S10)

E1 : ρ 7→ A(1)
q ρqA(1)†

q (S11)

and effectively acting on the system of code qubits as

ρ 7→ E0(ρ)⊗|0〉〈0|a +E1(ρ)⊗|1〉〈1|a . (S12)

This single-qubit dynamics can be also described in the Choi representation by the following single-qubit Choi matrices
in the elementary basis {|00〉 , |01〉 , |10〉 , |11〉}

Φ(0) =
1
2




cos2 φ
2 0 0 cos φ

2
0 0 0 0
0 0 0 0

cos φ
2 0 0 1


 , Φ(1) =

1
2




0 0 0 0
0 0 0 0
0 0 sin2 φ

2 0
0 0 0 0


 . (S13)

If we now consider the effects of the controlled loss and subsequent QND loss detection on the logical states we will
have that after the measurement of the ancilla the logical states |0L〉, the |1L〉 and the |+iL〉 = (|0L〉+ i |1L〉)/

√
2 will

become

|0L〉⊗ |0a〉 7→





|2000〉⊗ |1a〉 with probability pL =
1
2

sin2 φ
2

cos φ
2 |0000〉+ |1111〉

(1+ cos2(φ/2))1/2 ⊗|0a〉 with probability 1− pL

(S14)

|1L〉⊗ |0a〉 7→





|2001〉⊗ |1a〉 with probability pL =
1
2

sin2 φ
2

cos φ
2 |0001〉+ |1110〉

(1+ cos2(φ/2))1/2 ⊗|0a〉 with probability 1− pL

(S15)

|+iL〉⊗ |0a〉 7→





|2000〉+ i |2001〉√
2

⊗|1a〉 with probability pL =
1
2

sin2 φ
2

cos φ
2 (|0000〉+ i |0001〉)+ |1111〉+ i |1110〉

(2+2cos2(φ/2))1/2 ⊗|0a〉 with probability 1− pL

(S16)
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Note that for example for the four data qubits initially prepared in the |+iL〉 state, and if the ancilla qubit is found in the
state |0〉a (i.e. no loss detected), this non-unitary time evolution results in the following (ideal) expectation value of the
X-type stabilizer

〈SX
1 〉= 〈X1X2X3X4〉=

4cos(φ/2)
3+ cosφ

≈ 1− φ 4

128
, (S17)

where the approximation in the last step holds for small loss rates, i.e. φ � 1.
Symmetric loss from both computational basis states. – Complementary to the scenario of loss from state |0〉 only,

we also investigate the effects of loss occurring symmetrically from both computational basis states, and the subsequent
QND detection for this case. To this end, we realize a loss operation from |1〉 by transferring qubit population via the
coherent rotation

R̃loss(φ) = |0〉〈0|q + cos
φ
2

(
|1〉〈1|q + |2〉〈2|q

)
+ sin

φ
2

(
|1〉〈2|q−|2〉〈1|q

)
, (S18)

which can be realized by interleaving the Induce loss operation in Fig. S1a between two single qubit bit-flip operations
Xq. The latter effectively interchanges the roles of states |0〉 and |1〉.

In this case the single qubit process arising from the QND measurement can be still described by two maps Ẽ0 and Ẽ1
similar to the ones in Eq. (S10) and Eq. (S11) where the non-unitary operators read

Ã(0)
q = |0〉〈0|q + cos

φ
2
|1〉〈1|q , (S19)

Ã(1)
q = sin

φ
2
|2〉〈1|q . (S20)

and the Choi matrices of the single-qubit dynamics take the form

Φ̃(0) =
1
2




1 0 0 cos φ
2

0 0 0 0
0 0 0 0

cos φ
2 0 0 cos2 φ

2


 , Φ̃(1) =

1
2




0 0 0 0
0 sin2 φ

2 0 0
0 0 0 0
0 0 0 0


 . (S21)

With the two realizations of the loss channel described above, we can implement two different scenarios, namely (i) a
symmetric loss channel and (ii) a quantum erasure channel:

(i) For the symmetric loss channel the loss is implemented via Eq. (S1) with a probability of 50% and via Eq. (S18)
with a probability of 50%. In this case the data qubit state will be mapped, if no loss is detected in the QND measurement,
to

ρ 7→ 1
2

(
E0(ρ)+ Ẽ0(ρ)

)
(S22)

and the corresponding Choi matrix will be

Φ(0)
sym =

1
2

(
Φ(0)+ Φ̃(0)

)
=

1
4




1+ cos2 φ
2 0 0 2cos φ

2
0 0 0 0
0 0 0 0

2cos φ
2 0 0 1+ cos2 φ

2


 . (S23)

Experimental data from the implementation of this symmetric loss channel is discussed below, in Sec. IV.
(ii) The quantum erasure channel can be implemented in the following way: first a loss event is realized via Eq. (S1), i.e.

by inducing partial loss from the state |0〉, then this is followed by the QND loss measurement. Only if this measurement
indicates that no loss has been detected, another partial loss via Eq. (S18), i.e. in this case now from the state |1〉 is induced,
followed by a subsequent QND measurement. The overall sequence can be described by the following process

ρ 7→ (1− pL)(1− p̃L)Ã
(0)
q A(0)

q ρA(0)†
q Ã(0)†

q +(1− pL)p̃LÃ(1)
q ρÃ(1)†

q + pLA(1)
q ρA(1)†

q (S24)

where, for a data qubit in an arbitrary initial state α |0〉q +β |1〉q, the probabilities are

pL = |α|2 sin2 φ
2

p̃L =
|β |2 sin2(φ/2)

(|α|2 cos2(φ/2)+ |β |2) . (S25)
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In this case the process (S24) reduces, as desired, to

ρ 7→ cos2 φ
2

ρ + sin2 φ
2
|2〉〈2|q , (S26)

where the data qubit is lost (i.e. ending in state |2〉q) with probability ploss = sin2 φ
2 , and remains unaffected with probability

1− ploss, independent of its initial state.
Characterization of the experimental loss detection operation. – In the following, complementary experimental data

characterizing the QND loss detection unit depicted in Fig. 3 in the main text is presented. We start by further analyzing
the performance of mapping loss onto the ancilla qubit. Results presented so far in Fig. 3 in the main text were performed
on the full 5-qubit string according to the loss detection and correction circuit. To study the effect of the extra three qubits,
i.e. the effect of imperfect hiding and unhiding operations, we repeat the experiments isolated on a 2-qubit string. The loss
detection sub-circuit is tested by driving the loss transition Rloss(φ) on qubit 1 and measuring the population in the D5/2-
state on both qubit 1 and ancilla qubit. This measurement does not distinguish between the different Zeeman sublevels of
the D5/2-state manifold. Fig. S2 shows that in both cases loss detected by the ancilla qubit matches the loss induced on
qubit 1 within statistical uncertainties. The quantified detection efficiency for the full 5-qubit string is 96.5(4)%, with a
false positive rate of 3(+1

−1) % and a false negative rate of 1(+1
−1) %. In the 2-qubit case the detection efficiency is 99.6(3)%

with a false positive rate of 0.6( +1
−0.6) % and a false negative rate of 0.2(+0.1

−0.1) %. The difference in detection efficiency
is mainly due to imperfect hiding and unhiding operations induced by single-qubit addressing errors. The error bars in
Fig. 3b in the main text and Fig. S2 correspond to 1 standard deviation of statistical uncertainty due to quantum projection
noise. For the 5-qubit (2-qubit) case 200 (100) experimental cycles were implemented.
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directly measured loss (-)
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0.25
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0.75

1
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ss

 (-
)

2-qubits
5-qubits

Figure S2. Investigating the performance of the 2-qubit QND loss detection unit from Fig. 3b. In addition to the results on the full
5-qubit string depicted in Fig. 3b in the main text we compare to an isolated experiment on 2-qubits only. Population in the D5/2-state
of qubit 1 (directly measured loss) and ancilla qubit (detected loss) measured after loss detection. Controlled loss up to 100 % with
respect to |0〉 was introduced. The estimated detection efficiencies for the 5-qubit and 2-qubit system are 96.5(4)% and 99.6(3)%,
respectively. Error bars correspond to 1 standard deviation of statistical uncertainty due to quantum projection noise. This demonstrates
that the occurrence of a loss event can be reliably mapped onto the ancilla qubit and read out in a QND fashion.

Next, we present our experimental findings on the single qubit process describing the QND detection according to
Eq. (S13) for the loss from |0〉 and according to Eq. (S23) for the symmetric loss. We explicitly focus on the non-unitary
map Φ(0) characterizing the no loss case. Therefore generalized single qubit quantum process tomography was applied to
qubit 1, whereupon the single qubit Choi matrices were reconstructed in the elementary basis {|00〉 , ..., |11〉}. Experiments
were implemented on both the full 5-qubit string as well as isolated on a 2-qubit string. The estimated process fidelities
with the ideal non-unitary map Φ(0) are shown in Fig. S3a together with plots of the associated reconstructed single
qubit Choi matrices for loss rates φ ∈ {0.10π,0.53π,0.81π} in Fig. S3b. In order to estimate the uncertainty of the values
presented here and in Fig. 3c in the main text we re-sample the data given by generalized quantum process tomography via
a multinomial distribution and assigned the respective standard deviation, received from 100 iterations, as the statistical
uncertainty.
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Data for the non-unitary map Φ(0)
sym together with the reconstructed single-qubit Choi matrices for the symmetric loss

channel are shown in Fig. S4. The data clearly show the symmetric behavior, as expected for equal-weighted loss from
both computational basis states. They also show the expected deviation from the identity operation, which - similar as for
loss from |0〉 only - becomes more pronounced for higher loss rates.
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Figure S3. Loss from |0〉: Tomographic reconstruction of the non-unitary single qubit map Φ(0) of Eq. S13, characterizing the
QND measurement in the no loss case. a, Process-fidelities of the non-unitary map Φ(0), when working on both the full 5-qubit string
and isolated on 2-qubits only. Error bars correspond to 1 standard deviation of statistical uncertainty due to quantum projection noise.
b, Single qubit choi matrices Φ(0) in the elementary basis {|00〉 , . . . , |11〉}, reconstructed from the full 5-qubit string for loss rates
indicated by the circles in Fig. a above. The Ideal Choi-operators, according to the map Φ(0) of Eq. S13, are denoted by the underlying
black frames.

In the final paragraph of this section we investigate the effect of the controlled loss on the logical state after the ancilla
measurement. To follow this idea, we initialize |+iL〉 and proceed with the loss detection as shown in Fig. S1. Controlled
loss between φ = 0.1π and π is introduced on qubit 1. We study the case where we find the ancilla qubit in |0〉, i.e.
in the absence of loss. Fig. S5 shows the results on the expectation values of the stabilizer generators SX

1 , SZ
1 and SZ

2 .
The maximum expectation values of the Z-stabilizers remain unaffected by the loss, whereas the expectation value for
SX

1 drops for increasing loss rates φ according to Eqs. S16 and S17. The underlying modelled curve for SX
1 represents

the ideal outcome biased with the experimentally measured SX
1 value, extracted from the lowest loss rate at φ = 0.1π .

The error bars correspond to 1 standard deviation of statistical uncertainty due to quantum projection noise. In total 200
experimental cycles were implemented. The results show that the experiment and theory predictions of the effect of loss
and QND detection are in good agreement.

IV. ADDITIONAL DATA AND EXPERIMENTAL INFORMATION ON THE 1+4-QUBIT LOSS DETECTION AND
CORRECTION ALGORITHM

Here, we provide complementary results on the full 1+4-qubit loss detection and correction algorithm for the logical
input states {|0L〉 , |1L〉 , |+iL〉 = (|0L〉+ i |1L〉)/

√
(2)} under three different loss rates φ ∈ {0.1π,0.2π,0.5π}. Next to

fidelities, expectation values for stabilizers and logical operators the remaining population in the code space PCS was esti-
mated according to P̂CS |ψ〉= PCS |ψ〉. Here, P̂CS represents the projector onto the code space, defined as the simultaneous
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Figure S4. Loss from |0〉 and |1〉 (symmetric): Tomographic reconstruction of the non-unitary single qubit map Φ(0)
sym of

Eq. (S23), characterizing the QND measurement in the no loss case. a, Process-fidelities of the non-unitary map Φ(0)
sym, when

working on both the full 5-qubit string and isolated on 2-qubits only. Error bars correspond to 1 standard deviation of statistical un-
certainty due to quantum projection noise. b, Single qubit Choi matrices Φ(0)

sym in the elementary basis {|00〉 , . . . , |11〉}, reconstructed

from the full 5-qubit string for loss rates indicated by the circles in Fig. a above. The Ideal Choi-operators, according to the map Φ(0)
sym

of Eq. (S23), are denoted by the underlying black frames.

+1 eigenspace given by all generators of the stabilizer group {SX
1 ,S

Z
1 ,S

Z
2} and {S̃X

1 , S̃
Z
1} for the 4-qubit and reconstructed

reconstructed 3-qubit logical encoding, respectively. The general expression for the code space projector reads:

P̂CS = ∏
i

1
2
(1+SX

i )∏
j

1
2
(1+SZ

j ) (S27)

which becomes

P̂CS =
1
8
(1+SX

1 +SZ
1 +SZ

2 +SX
1 SZ

1 SZ
2 +SX

1 SZ
1 +SX

1 SZ
2 +SZ

1 SZ
2 ) (S28)

with SX
1 = X1X2X3X4, SZ

1 = Z1Z2, SZ
2 = Z1Z3, SZ

1 = Z1Z2, SX
1 SZ

1 SZ
2 =−X1Y2Y3X4, SX

1 SZ
1 =−Y1Y2X3X4, SX

1 SZ
2 =−Y1X2Y3X4,

and SZ
1 SZ

2 = Z2Z3 for the original code, and

ˆ̃PCS =
1
4
(1+ S̃X

1 + S̃Z
1 + S̃X

1 S̃Z
1 ) (S29)

with S̃X
1 = X2X3X4, S̃Z

1 = Z2Z3 and S̃X
1 S̃Z

1 =−Y2Y3X4 for the reconstructed code.
All results presented in Fig. 2 in the main text and in Tabs. S1, S2 and S3 were extracted from full 4-qubit quantum state

tomography using linear state reconstruction technique. In order to estimate the uncertainty of these values we re-sample
the data given by quantum state tomography via a multinomial distribution and assigned the respective standard deviation,
received from 100 iterations, as the statistical uncertainty. In order to receive enough experimental data under both loss
cases for state reconstruction, we adjusted the number of experimental cycles depending on the induced loss rate. The
corresponding values on cycle numbers read: 1000 cycles for φ = 0.1π , 600 cycles for φ = 0.2π and 200 cycles for
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Figure S5. Experimental investigations on the effect of the controlled loss on the logical state |+iL〉 after the ancilla qubit
measurement. We explicitly study the no loss case. The maximum expectation values for the Z-stabilizers remain unaffected by
the loss, whereas the expectation value for SX

1 drops with increasing loss rate according to Eqs. S16 and S17. The simulated curve
represents the ideal outcome biased with the experimental measured SX

1 , extracted from the lowest loss rate at φ = 0.1π . The error bars
correspond to 1 standard deviation of statistical uncertainty due to quantum projection noise.

φ = 0.5π . Tabs. S1, S2 and S3 contain the entire data gained on the 1+4-qubit loss detection and correction algorithm.
Each table is assigned to one of the logical input states {|0L〉 , |1L〉 , |+iL〉= (|0L〉+ i |1L〉)/

√
(2)} and includes data on in

total three different loss rates φ ∈ {0.1π,0.2π,0.5π}.

encoding

PCS SX
1 SZ

1 SZ
2 SX

1 SZ
1 SZ

2 SX
1 SZ

1 SX
1 SZ

2 SZ
1 SZ

2 T X TY T Z

0.88(1) 0.84(6) 0.95(1) 0.94(1) 0.80(6) 0.80(6) 0.78(6) 0.95(1) 0.01(2) -0.01(3) 0.94(1)

no-loss

φ (π) PCS SX
1 SZ

1 SZ
2 SX

1 SZ
1 SZ

2 SX
1 SZ

1 SX
1 SZ

2 SZ
1 SZ

2 T X TY T Z

0.1 0.74(1) 0.59(2) 0.85(1) 0.86(1) 0.58(3) 0.59(3) 0.51(3) 0.90(1) -0.02(1) -0.13(1) 0.84(1)
0.2 0.72(1) 0.57(4) 0.87(1) 0.87(1) 0.48(3) 0.57(3) 0.49(3) 0.91(1) -0.02(1) -0.14(1) 0.84(1)
0.5 0.67(2) 0.40(8) 0.80(2) 0.82(2) 0.52(7) 0.46(7) 0.45(7) 0.92(1) -0.06(2) -0.10(3) 0.79(2)

loss

φ (π) PCS S̃X
1 S̃Z

1 S̃X
1 S̃Z

1 T̃ X T̃Y T̃ Z

0.1 0.43(4) 0.19(16) 0.60(5) -0.05(16) 0.00(3) 0.06(5) 0.53(4)
0.2 0.61(5) 0.53(15) 0.51(5) 0.41(15) 0.00(3) -0.06(6) 0.63(4)
0.5 0.66(4) 0.63(11) 0.59(4) 0.40(12) 0.00(2) -0.05(4) 0.65(3)

Table S1. logical state |0L〉: Complementary experimental data on the 1+4-qubit loss detection and correction algorithm (see Fig. 2 in
the main text) including results on three different loss rates φ .

V. IMPERFECTIONS IN THE QND LOSS DETECTION

From the data in the previous section in the case of low loss rates, namely φ ∈ {0.1π,0.2π}, we find that the proba-
bility of success for reconstructing the code after loss is lower than for the higher loss rate φ = 0.5π . We relate this to
imperfections in the QND loss detection unit. Let’s assume the error on the detection unit is of the same order as the loss
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encoding

PCS SX
1 SZ

1 SZ
2 SX

1 SZ
1 SZ

2 SX
1 SZ

1 SX
1 SZ

2 SZ
1 SZ

2 T X TY T Z

0.88(1) 0.74(8) 0.94(1) 0.95(1) 0.74(7) 0.82(6) 0.88(5) 0.95(1) -0.01(2) 0.04(3) -0.93(1)

no-loss

φ (π) PCS SX
1 SZ

1 SZ
2 SX

1 SZ
1 SZ

2 SX
1 SZ

1 SX
1 SZ

2 SZ
1 SZ

2 T X TY T Z

0.1 0.78(1) 0.68(3) 0.86(1) 0.85(1) 0.70(2) 0.63(3) 0.64(2) 0.89(1) -0.02(1) 0.10(1) -0.83(1)
0.2 0.78(1) 0.67(3) 0.86(1) 0.86(1) 0.64(3) 0.65(3) 0.63(3) 0.90(1) -0.03(1) 0.09(2) -0.81(1)
0.5 0.70(1) 0.61(6) 0.78(2) 0.80(2) 0.57(7) 0.51(7) 0.46(7) 0.89(1) 0.04(1) 0.07(3) -0.74(2)

loss

φ (π) PCS S̃X
1 S̃Z

1 S̃X
1 S̃Z

1 T̃ X T̃Y T̃ Z

0.1 0.41(6) 0.23(18) 0.44(5) -0.01(16) 0.00(3) -0.04(5) -0.43(6)
0.2 0.61(5) 0.49(14) 0.61(4) 0.36(14) -0.02(3) 0.01(5) -0.59(5)
0.5 0.78(3) 0.80(8) 0.80(3) 0.52(13) -0.09(3) 0.09(5) -0.72(3)

Table S2. logical state |1L〉: Complementary experimental data on the 1+4-qubit loss detection and correction algorithm (see Fig. 2 in
the main text) including results on three different loss rates φ .

encoding

PCS SX
1 SZ

1 SZ
2 SX

1 SZ
1 SZ

2 SX
1 SZ

1 SX
1 SZ

2 SZ
1 SZ

2 T X TY T Z

0.84(2) 0.74(5) 0.94(1) 0.92(1) 0.78(6) 0.66(7) 0.78(6) 0.92(1) 0.01(2) 0.92(1) -0.04(3)

no-loss

φ (π) PCS SX
1 SZ

1 SZ
2 SX

1 SZ
1 SZ

2 SX
1 SZ

1 SX
1 SZ

2 SZ
1 SZ

2 T X TY T Z

0.1 0.76(1) 0.60(2) 0.88(1) 0.87(1) 0.63(2) 0.60(2) 0.61(3) 0.91(1) -0.02(1) 0.81(1) 0.00(1)
0.2 0.72(1) 0.58(4) 0.88(1) 0.85(1) 0.52(4) 0.52(4) 0.55(4) 0.89(1) -0.03(1) 0.79(1) 0.01(1)
0.5 0.66(1) 0.48(3) 0.82(1) 0.82(1) 0.48(4) 0.39(4) 0.41(4) 0.90(1) -0.07(1) 0.75(1) 0.02(1)

loss

φ (π) PCS S̃X
1 S̃Z

1 S̃X
1 S̃Z

1 T̃ X T̃Y T̃ Z

0.1 0.49(6) 0.25(16) 0.57(5) 0.15(15) 0.11(3) 0.51(5) -0.01(7)
0.2 0.61(5) 0.55(14) 0.56(4) 0.33(13) 0.13(3) 0.47(4) 0.06(5)
0.5 0.80(2) 0.81(4) 0.80(2) 0.59(6) 0.13(1) 0.80(2) 0.01(2)

Table S3. logical state |+iL〉: Complementary experimental data on the 1+4-qubit loss detection and correction algorithm (see Fig. 2
in the main text) including results on three different loss rates φ .

rate, then many of the measurement cycles detected as loss will be false positives. This limits the performance for current
system parameters in the regime of low qubit loss rates.

In order to quantitatively study this effect, we model imperfections in the QND loss detection by a depolarizing noise-
channel on each individual qubit. Since loss is induced on the lower qubit state S1/2(m = −1/2) = |0〉, complete loss
(φ = π) of this state leads to an overall loss rate of 50% for the encoded GHZ-state, where half of the population occupies
the D5/2(m =−1/2) = |1〉 state. Taking this into account (with a factor 0.5 in front of the sin2-term) our model reads:

ρ −→ p
3

3

∑
k=1

M(k)(ρ)+(1− p)ρ with M(k)(ρ) =
1
4 ∑

i∈{x,y,z,id}
σ (k)†

i ρσ (k)
i (S30)

and p =
pQND

pQND +0.5sin2(φ/2)
. (S31)

The error-rate pQND includes all noise collected throughout the QND loss detection unit, i.e. errors on the specific
gates for mapping loss onto the ancilla qubit, hiding and unhiding operations on qubits 1,2,3 and 4 for the ancilla qubit’s
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addressed readout complemented by errors on the ancilla readout itself. In Fig. S5 we plot the model against the measured
data prepared in logical |1L〉, previously presented in Tab. S2. Based on this experimental data we estimate an error-rate
of pQND = 3.3%.
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Figure S6. Modelling an imperfect QND-detection scheme under the assumption of an independent depolarizing noise channel
on each qubit. The theoretical model (lines) shows good agreement with the experimental data (points with error bars). The error bars
correspond to 1 standard deviation of statistical uncertainty due quantum projection noise.

The imperfections predominantly originate from addressing errors when hiding and unhiding the qubits preventing
them from taking part in the QND loss detection. For faulty experimental shots, where one of those qubits is not hidden
in the upper D5/2(m = +1/2) level, it will affect the loss detection measurement. Hence it is likely to happen that the
particular experimental cycle assigns to the wrong loss case. By improving the addressing optics such errors could be
further suppressed.
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5.4 non-identity dynamics of the no-loss case

For trapped ion devices, it can often be useful to engage larger dimensions through
coherent operations to outside the computational subspace, so leakage rates at the level
of computational errors are to be expected [52]. For instance, when spectroscopically
decoupling certain constituents from subtasks or for addressed readouts [88, 92, 218].
Errors in these operations can result in leakage, denoting the main loss mechanism on
many of the leading quantum computer architectures, see Ch. 1.4. In our first attempt to
characterize the no-loss map of the QND loss detection unit from Fig. 5.2(b) we have thus
considered a loss probability at the level of computational errors of 0.012 [52]. Notably,
this loss was induced from computational basis state |0⟩, i.e., asymmetrically with respect
to the computational subspace. The resulting no-loss map was subsequently analyzed by
QPT with MLE process reconstruction under the CPTP constraint according to Eq. (3.14).
The resulting no-loss dynamic had a process fidelity of 0.90(2) with respect to the identity
operation, which is within the expected range given the experimental noise as well as the
additional operational overhead for implementing process tomography.

Further loss detection studies presented in our publication from Sec. 5.3 probed scenarios
up to complete asymmetric loss and revealed non-identity dynamics of the no-loss map.
These deviations from identity were initially masked by the experimental noise floor, before
becoming visually accentuated towards higher loss probabilities up to 0.5, see Fig. S3 in
Sec. 5.3. In the latter case, the no-loss maps beyond 0.95 asymmetric loss have less than
0.5 process fidelity with the expected identity map and covered up non-unitary dynamics
which we dismissed when first analyzing the detection unit.

Let us take a closer look at the asymmetric loss discussed here. Consider the loss process
as a coherent operation between |0⟩ and a third level outside the computational subspace.
This leakage level is then disregarded in the process reconstruction, whereby the coherent
loss becomes incoherent. Consequently, the evolution restricted to the qubit subspace
becomes

ρ→ EρE† with E = |1⟩⟨1|+ cos(ϕ/2) |0⟩⟨0| , (5.4)

which only for small loss rates ϕ ≈ 0 converges to the identity map |0⟩⟨0|+ |1⟩⟨1|. Eq. (5.4)
describes the loss of population from the computational subspace, leading to a non-unitary
process at the qubit level whenever ϕ > 0. Importantly, the process is no longer normalized
to 1. The non-unitary dynamics are therefore owed to the information gain about loss from
the projective ancilla qubit measurement.

In particular, the destructive measurement character interrupts the unitary evolution
and yields either of the two measurement outcome related side-channels (see Eq. (1.35))
of the loss detection unit (see Fig. 5.1), namely loss or no-loss map. The subsequent
MLE reconstruction, which is constrained at the qubit level, incorrectly forces normalized
maps by including the trace preserving (TP) constraint. Therefore, the reconstruction of
the channel map fails if the third leakage level is disregarded, making the process non-
unitary in the qubit subspace. On the other hand, it becomes very costly to include all
potential leakage levels in the tomography procedure, which is why the non-unitary
dynamics discussed here are often dismissed in the system analysis. These dynamics,
if undetected, potentially deteriorate the logical information in QEC applications. We
discussed these findings carefully in Ref. [131] along the correct relaxed tomography
procedure—particularly by lifting the TP constraint in the MLE reconstruction.

The presented loss detection experiments featured in-sequence measurement and clas-
sical feed-forward, classifying them within the semi-classical quantum algorithms, in-
troduced in Ch. 1.5. Examples of semi-classical algorithms can be found primarily in
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Figure 5.10: Loss-corrected QEC codes potentially carry non-unitary elements requiring system
characterizations with quantum instruments to fully capture their dynamics. Beyond
QEC, today’s quantum operational tasks increasingly feature in-sequence measurements
and classical feed-forward. Due to the quantum measurement’s destructive nature,
in-sequence measurements result in classical data. The measurement outcome related
side-channels (see Eq. (1.35)) become potentially influenced by non-unitary elements
and have to be correctly described with the framework of quantum instruments [129],
see text for details. Our QND loss detection unit exemplifies such a quantum instrument
by which we guide our rigorous characterization demonstrations, presented in Sec 5.5.
Their results allow us to numerically estimate the parameter regimes for correctable
loss errors under computational ones. These numerics are performed on a minimal
color code instance—illustrated on the bottom left of the present figure and outlined in
Sec. 5.4.1.

situations where it is important to keep track of the classical measurement outcomes, most
prominently in QND measurements [83, 219].

The dynamics of semi-classical algorithms are correctly described by quantum instru-
ments from Eq. (1.35), which is a collection of CP maps that only together become TP,
i.e. unitary. Quantum instruments capture both the classical and quantum outputs of a
computation, allowing the inclusion of destructive measurements in the analysis process.
In particular, quantum instruments account for trace-nonincreasing, i.e., non-unitray side-
channels, as observed, for example, in the characterization of our QND loss detection unit,
discussed above. The overall unitary map of a quantum instrument can only be recon-
structed when accounting for all employed qubit or qudit levels in the analysis procedure.
Such reconstruction is referred to as quantum instrument QPT and allows the identification
of subtle dynamical properties that go unnoticed by standard methods but which are
necessary for high-precision applications such as realistic QEC. Yet, only observing the full
quantum instrument reveals information about when and under what conditions regular
QPT on a measurement outcome related side-channel is admissible.
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Seeing the increasing occurrence of the semi-classical algorithm structure in modern
quantum tasks, we decided to do a follow-up work to develop a general toolbox for
quantum-instrument QPT. This aims at identifying erroneous meachnisms such as the
above dismissed non-identity dynamics of the no-loss map. This work leads to the fourth
publication of this thesis, presented in Sec. 5.5.

Along those lines, we experimentally demonstrate our newly developed quantum-
instrument QPT using the QND loss detection unit as an example instrument, where we
investigate two cases that demonstrate undetected failure under the standard QPT methods
from Ch. 3.1.2. Those include a situation where additional levels beyond the computational
subspace are ignored, as well as the no-loss cases, where non-TP maps are involved. In
addition, a symmetric loss channel, leaking equally from both computational basis states,
is investigated. The extracted information leads to the development of an experimentally
informed noise model that accurately explains the dominant technical limitations of our
loss experiments. Furthermore, we numerically simulate loss affected QEC codes to quantify
the parameter regimes for simultaneously correctable loss and computational errors in
view of current NISQ-hardware. For these numerics, we slightly switch gears and study
loss in the so-called color code [72]—outlined in the next paragraph.

5.4.1 The planar color code

The color code, invented by Bombin and Delgado in Refs. [72, 73] results from a topological
concatenation of the Steane code [220]. In its planar version, physical qubits reside on a
2D lattice forming a logical qubit similar to the surface code explained in Ch. 1.3.3. The
geometric structure of the planar color code goes back to the Steane code and thus similarly
enables the transversal implementation of the entire Clifford-group [221]. The latter is a
set of operations that opens access to efficient implementations of numerous applications.
Examples are quantum distillation, quantum teleportation or superdense coding [18].

A fault-tolerant universal gate-set [221] can therefore be realized with the color code by
complementing the transversal Clifford-group with only a single additional non-Clifford-
gate, the so-called T-gate. The T-gate, for instance defined by TL = e−iπ/8YL , can be imple-
mented in a fault-tolerant way through a technique called magic state injection, as discussed
and experimentally demonstrated in Ref. [70]. Although very resource-demanding [222],
by enabling a universal gate-set, magic state injection in principle paves the way towards
arbitrary fault-tolerant applications with planar color codes.

In a 3D representation of the color code [73], the T-gate becomes transversal, whereas the
Clifford-group is not anymore. A universal gate-set could thus be alternatively established
through so-called code switching between 2D and 3D representations of the color code,
precluding the necessity of magic state injection, explained in Ref. [92].

The smallest planar color code instance and the one we are going to study in the work
of Sec. 5.5 involves the seven qubit logical instance depicted in the bottom left of Fig. 5.10.
The code comprises three links that converge at each vertex and by that separates three
differently colored plaquettes of the lattice, such that adjacent plaquettes are distinguished
in color—explaining the code’s name. Physical qubits reside at each vertex and together
form a logical qubit. Each plaquette inhabits two stabilizers of four-body Pauli X- and Z
operators. A single logical qubit can be defined by the remaining degree of freedom after
projecting all six stabilizers onto their common +1 eigenstate. Logical operators are further
given in transversal fashion by XL =

∏7
i=1 Xi and ZL =

∏7
i=1 Zi, while the logical code

words are |0L⟩ ∝
∏3

i=1(1+ Sxi ) |0⟩⊗7 and |1L⟩ = XL |0L⟩. This smallest instance denotes a
distance three code and therefore offers to correct a single computational error.
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As Fig. 5.10 indicates, the transversal implementation of the Clifford-group comes at
the cost of dropping the hardware-friendly next-neighbor interaction structure, potentially
leading to operational overhead in experimental implementations. Yet, the color code
can remain efficient on trapped-ion devices that feature arbitrary connectivity along the
ion-string employed. Multiple experimental efforts thus far demonstrate the correction
of computational errors with the color code, while some of them feature trapped-ion
devices [70, 88]

Apart from computational errors, the color code shows noteworthy robustness against
loss errors. A study entirely dedicated to losses in color codes can be found in Ref. [209],
where the authors derive a threshold of p = 0.461± 0.005 in the limit of an infinitely large
lattice. Similar to surface codes, loss robustness in color codes closely relates to percolation
theory on lattices [217]. Finally, the minimal code fragment from Fig. 5.10 tolerates losses
on two arbitrary qubits or losses on at least some of the three or four qubit subsets, further
outlined in the next section.
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In advanced quantum processors, quantum operations are increasingly processed along multiple in-
sequence measurements that result in classical data and affect the rest of the computation. Because of
the information gain of classical measurements, nonunitary dynamical processes can affect the system,
which common quantum channel descriptions fail to describe faithfully. Quantum measurements are cor-
rectly treated by so-called quantum instruments, capturing both classical outputs and postmeasurement
quantum states. Here we present a general recipe for characterizing quantum instruments and demonstrate
its experimental implementation and analysis. Thereby the full dynamics of a quantum instrument can
be captured, exhibiting details of the quantum dynamics that would be overlooked with standard tech-
niques. For illustration, we apply our characterization technique to a quantum instrument used for the
detection of qubit loss and leakage, which was recently implemented as a building block in a quantum
error-correction (QEC) experiment [Nature 585, 207 (2020)]. Our analysis reveals unexpected and in-
depth information about the failure modes of the implementation of the quantum instrument. We then
numerically study the implications of these experimental failure modes on QEC performance, when the
instrument is employed as a building block in QEC protocols on a logical qubit. Our results highlight the
importance of careful characterization and modeling of failure modes in quantum instruments, as com-
pared to simplistic hardware-agnostic phenomenological noise models, which fail to predict the undesired
behavior of faulty quantum instruments. The presented methods and results are directly applicable to
generic quantum instruments and will be beneficial to many complex and high-precision applications.

DOI: 10.1103/PRXQuantum.3.030318

The field of quantum computation progresses rapidly
and experiments demonstrate ever more complex tasks.
The majority of experiments have focused on a unitary
evolution of quantum systems together with a single final
measurement. In modern systems, the time evolution of
a computation may get repetitively interrupted by in-
sequence measurements and circuit adaptation conditional
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on the result. These measurements are required for many
classes of semiclassical algorithms, including quantum
error correction (QEC) [1–7], resource-efficient Fourier
transform [8,9], and measurement-based quantum comput-
ing [10]. Owing to its destructive nature, a quantum mea-
surement produces classical data and changes the quantum
state in a nonunitary fashion. Operations including such
in-sequence measurements therefore deviate from simple
linear unitary evolution and can no longer be described
with commonly used methods. For prime examples such
as QEC codes or quantum nondemolition (QND) mea-
surements [11–17], it is important to keep track of the
measurement outcome in each experimental cycle. More
subtly, experimental imperfections in realizations of quan-
tum operations are often caused by undesired coupling to
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other quantum systems [18–24]. As a consequence, the
operations that are performed on what is considered a
qubit usually feature a small nonunitary component due
to coupling to and ignorance of other relevant degrees of
freedom. Such small deviations often go unnoticed when
enforcing a unitary description onto the system [19].

The correct framework to describe such quantum clas-
sical operations is given by so-called quantum instruments
[25,26]. A quantum instrument includes both quantum and
classical inputs as well as outputs and thereby offers a
unified description of state preparation, operations, and
quantum measurements [27]. Quantum instruments are
commonly used to describe scenarios where one needs
to keep track of a classical input or output of a quantum
operation, e.g., in the description of quantum networks
[28], quantum causality [29], measurement uncertainty
trade-offs [30,31], and weak measurements [32–34].

So far, device-independent [35] and self-testing [36,37]
protocols have been developed to assess the performance
of positive operator-valued measures [38,39] and quan-
tum instruments. However, these methods do not give full
information on the dynamics that is required in the context
of present high-precision quantum computation [40–46]
and QEC.

Here, we present a characterization method for quan-
tum instruments that will be particularly useful to char-
acterize building blocks of quantum information proces-
sors. We identify quantum instruments where conventional
quantum process tomography fails and introduce relaxed
tomography procedures beyond the underlying compu-
tational subspace (e.g., qubit levels), suitable for com-
pletely reconstructing such quantum instruments. We con-
trast instrument reconstruction to conventional quantum
process tomography that typically applies some form of
maximum likelihood estimation (MLE) and demonstrate
those to bear the risk of unfaithful reconstruction poten-
tially incorporating nonphysical results. This becomes par-
ticularly crucial in high-performance applications. Our
detailed experimental analysis is guided by a very general
example of a QND measurement dedicated to the detec-
tion of qubit loss and leakage featuring in our recent work
[11] and conveys processes that can drastically deteriorate
the performance of QEC codes, if these loss mechanisms
go unnoticed [47–49]. These findings apply to generic
QND measurements just as well, featuring, for example,
in leakage studies beyond trapped ions [50], real-time sta-
bilizer measurements [51,52] for QEC or in metrology
applications [53].

Based on an experimental quantum instrument recon-
struction using a modified process tomography scheme,
we derive a full instrument description for a faulty QND
loss detection unit. We numerically study its effect on
a QEC cycle on a low-distance near-term logical qubit.
This instrument tomography proves to be particularly use-
ful for assessing the QEC performance, since it allows

us to evaluate the effects of different microscopic pro-
cesses in the loss detection and to estimate the parame-
ter regimes where QEC becomes beneficial. Importantly,
those detailed noise dynamics are only accessible upon full
instrument reconstruction, while remaining mostly hid-
den to conventional process tomography. Although the
parameters of the precise modeling remain implementation
specific, its results reveal general scaling properties, such
as the impact of false-positive and false-negative events
on error correcting code performances. Those properties
together with our tool and its workflow apply to other
architectures just as well.

Our results further highlight the importance of devel-
oping microscopic, experimentally informed noise models
of faulty quantum instruments over widely used generic
hardware-agnostic noise models such as dephasing or
depolarizing noise channels.

The methods we develop provide the tools and theoret-
ical framework to reconstruct and characterize quantum
instruments, such as QND measurements, which have a
prominent role in all quantum computing architectures
even beyond QEC, as, for instance, in quantum informa-
tion and quantum metrology [54].

I. INTRODUCTION TO QUANTUM
INSTRUMENTS

Formally, a quantum instrument I is a set I of trace non-
increasing, completely positive (CP) maps {Ej }j ∈I , labeled
by an index j ∈ I , with the property that their sum is trace
preserving (TP), Tr(

∑
j Ej (ρ)) = Tr(ρ) for every state ρ;

see Fig. 1. For example, when I describes a quantum mea-
surement, then j ∈ I labels the measurement outcomes and
Ej transforms the input state ρ to the eigenstate corre-
sponding to outcome j . In this case, each Ej will generally
be trace decreasing, while the sum of all Ej will be trace
preserving for any orthonormal measurement basis. Per-
forming, for example, a computational basis measurement
via an ancilla defines two CP maps E0 = |0〉〈0| and E1 =
|1〉〈1|. Both are trace decreasing (except for computational
basis states), since they measure the overlap between ρ and
the computational basis states, but their sum must be trace
preserving as they form a complete basis and the measured
probabilities must add up to 1.

The quantum instrument for a measurement I : H1 �→
H2 ⊗ C|I | thus maps the input Hilbert space H1 to an out-
put Hilbert space H2 of potentially different size, and a
classical space C|I |. In practice, one might realize such
a measurement by coupling the system to an ancilla and
subsequently measuring the ancilla with a set of orthog-
onal projectors |j 〉〈j | ∈ C|I |; see Fig. 1. This final ancilla
measurement extracts the classical measurement outcome
j , which identifies which operation Ej was applied to the
system. In the following we focus on the simplest case
with two possible measurement outcomes (|I | = 2), but
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Z

FIG. 1. Example of a quantum instrument. The operation U
realizes a generic quantum instrument on the system in initial
state ρq and writes index j of the applied operation into the
state of an ancilla initialized in state |0〉a. The ancilla is finally
projected onto the computational basis to read out the classical
index.

all results can be straightforwardly extended to the general
case.

II. TOMOGRAPHY OF QUANTUM
INSTRUMENTS

For qubit systems, complete information on their quan-
tum evolution can be gained by quantum process tomog-
raphy [55]. However, when the evolution is described by
a quantum instrument, the constituent maps are, in gen-
eral, not individually trace preserving. For example, if
leakage from the qubit level is present, the tomographic
measurements do not probe the full Hilbert space. In this
case standard reconstruction techniques such as maximum
likelihood estimation [56,57] will not be able to describe
the quantum dynamics faithfully, because they force the
reconstructed map to be trace preserving. To approach this
problem, we rely on a relaxed tomography algorithm that
does not enforce trace preservation [19,58,59].

In order to reconstruct the quantum channel E , we make
use of the Choi-Jamiolkowsky (CJ) isomorphism [60] to
relate E to an (unnormalized) map �, the Choi operator.
The correspondence between � and E is given by

E(ρ) = Tr1[(ρT ⊗ 1I)�].

The Choi operator � with respect to the basis {|k〉}d−1
k=0 can

be explicitly constructed as

� =
d−1∑

k,l

|k〉〈l| ⊗ E(|k〉〈l|),

where d is the dimension of the Hilbert space. Following
the notation of Ref. [19], the probability pi,j for observing
outcome state ρj after preparing state ρi and subjecting it
to the non-trace-preserving channel described by the Choi

operator � is given by

pij = Tr[ρ†
j Tr1[(ρT

i ⊗ 1I)�]]

= Tr[(ρT
i ⊗ ρ

†
j )�]. (1)

Defining the projector �ij ≡ ρ∗
i ⊗ ρj with ρi and ρj rep-

resenting pure states alongside the column vector |�〉〉 =
∑d−1

i,j �i,j |j 〉 ⊗ |i〉, obtained by stacking the columns of�
(similarly for

∣
∣�ij

〉〉
), we can identify the trace in Eq. (1)

with an inner product of the vectorized operators:

pij = 〈〈�ij |�〉〉. (2)

We now define the vector of observed frequencies |f 〉, and
the quadratic form S, as

|f 〉 =
∑

i,j

fij |i, j 〉 ,

S =
∑

i,j

|i, j 〉 〈〈
�ij

∣
∣.

The most direct way to reconstruct the non-trace-
preserving Choi operator � is by inverting the above
relation, a technique known as linear inversion,

�̂ = arg min�‖S|�〉〉 − |f 〉 ‖2, (3)

where ‖ · ‖2 denotes the vector 2-norm, and the estimator
�̂ is analytically given by

�̂ =
∑

i,j

pij

( ∑

l,m

|�lm〉〉〈〈�lm|
)−1∣

∣�ij
〉〉
.

Unfortunately, linear inversion can produce nonphysical
results, especially in situations where the true (Choi) state
is close to pure [56]. To avoid these problems, we can use
modified maximum likelihood estimation by constraining
the estimator to be positive semidefinite, i.e., a physical
state:

minimize ‖WS|�〉〉 − W |f 〉 ‖2

subject to � ≥ 0.
(4)

Here W = ∑
i,j

√
Nj /pj (1 − pj )|i, j 〉〈i, j | is a weight

matrix, taking into account the multinomial distribution
of observed frequencies. Note that in contrast to standard
MLE quantum process tomography [61], i.e.,

minimize ‖WS|�〉〉 − W |f 〉 ‖2

subject to � ≥ 0, Tr[�] = d,
(5)

we do not enforce the map to be trace preserving in Eq. (4).
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III. EXPERIMENTAL SETUP

The experimental demonstrations are realized on a string
of 40Ca+ ions confined in a linear Paul trap in ultrahigh
vacuum [62]; see Fig. 2(a). Each ion represents a physical
qubit encoded in the metastable electronic states S1/2(m =
−1/2) ≡ |0〉 and D5/2(m = −1/2) ≡ |1〉, denoting the
computational subspace. Upon coherent laser-ion interac-
tion, we realize a universal set of quantum gate operations
combining single-qubit rotations by an angle θ around the
x or y axis of the Bloch sphere, Rσj (θ) = exp(−iθσj /2)
with the Pauli operators σj = Xj or Yj acting on qubit
j , together with two-qubit Mølmer-Sørenson entangling
gate operations RMS

i,j (θ) = exp(−iθXiXj /2) [63]. Multi-
ple addressed laser beams allow for arbitrary two-qubit
connectivity across the entire ion string [64]. Readout is
performed through continuous excitation of a dipole tran-
sition, solely involving the lower S-state and collecting
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FIG. 2. Ion-trap quantum processor and qubit loss detection
unit as the example quantum instrument. (a) Schematic of our
ion-trap quantum processor, where each ion resides along a linear
string representing a single qubit. Quantum gate operations are
realized upon coherent laser-ion interaction using tightly focused
beams addressing single ions for local gates (bright red) and
a pair of ions for entangling gates (dark red). Readout is per-
formed via collective fluorescence detection (DET). See the text
for details. (b) A QND qubit loss detection unit as our application
example for a quantum instrument. The system qubit is encoded
in the computational subspace {|0〉q , |1〉q} and is affected by loss
to a third level |2〉q. For details, see the text. (c) A quantum era-
sure channel implemented by first inducing partial loss from |0〉q
followed by its detection using the gadget from (b). Conditional
on the qubit not being lost, the same partial loss is induced from
|1〉q and subsequently detected.

its scattered photons, which identifies the qubit’s |0〉 and
|1〉 states. This dipole laser collectively covers the entire
ion string. However, we are also able to read out only
a subset of the qubit register by shelving electronic pop-
ulations of certain qubits in the upper D-state manifold,
referred to as addressed readout. This constitutes an essen-
tial building block for realizing the in-sequence detections
featuring in QND measurements. Beyond the qubit level,
we hold equivalent control over the entire S- and D-state
Zeeman manifolds, which allows us to encode a higher-
dimensional quantum decimal digit (qudit) in each ion.
Implementing our example quantum instrument requires
us to take the additional level D5/2(m = +1/2) ≡ |2〉 into
account—forming together with the qubit states a qutrit. A
qutrit readout demands for two subsequent measurements
to separate both D-state levels, namely D5/2(m = −1/2) =
|1〉 and D5/2(m = +1/2) = |2〉. Because each measure-
ment scatters photons and heats up the ion string, we coun-
teract every in-sequence measurement with polarization
gradient cooling, keeping the quality of postmeasurement
gate operations high.

IV. EXAMPLE: QUBIT LOSS DETECTION

We experimentally study an example quantum instru-
ment devised for a QND detection of qubit loss or leakage,
which represents a key building block towards fault-
tolerant quantum computation. Qubit loss occurs in a
variety of physical incarnations such as the actual loss of
particles encoding the qubits or chemical reactions that
make qubits unutilizable. Those mechanisms occur almost
never on experimental timescales as particles can be sta-
bly trapped for days and working in ultrahigh vacuum
prevents chemical reactions. However, the implementation
of quantum computational tasks can often be improved
by addressing higher-dimensional states, either to spec-
troscopically decouple certain constituents (e.g., qubits)
from subtasks or to improve the quantum circuit. Further-
more, faulty state initialization bears the risk of leakage
to levels outside the computational subspace. This applies
architecture independent as all qubits are encoded within
multilevel systems. Thus, leakage errors are most repre-
sentative and typically occur at the same rates as com-
putational errors, making their detection and correction
an inevitable challenge. Our example quantum instrument
recently played a central role in the experimental detection
and correction of qubit loss embedded in a state-of-the-art
QEC code [11]. There, the successful detection of a qubit
loss event triggered a reconstruction routine, to restore the
logical information on the remaining qubits. In the absence
of loss, however, the reconstructed maps deviate from the
aimed identity operation, owing to the in-sequence ancilla
readout, resulting in nonunitary components. When forcing
a unitary description, those mechanisms remain undetected
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and likely diminish QEC performance. Hence, a proper
quantum instrument reconstruction becomes essential.

Before we follow up with the characterization, we
deliver essential insights into the nature of our loss detec-
tion unit. The dominant loss mechanism in a trapped-ion
quantum processor is leakage from the qubit subspace
{|0〉 , |1〉} to other electronic states, which can occur due
to radiative decay from metastable electronic qubit states
[65], in Raman transitions [66], or due to imperfections in
spectroscopic decoupling pulses [67] when additional elec-
tronic states outside the computational subspace are used
deliberately. Hence, loss can be induced in a controlled
fashion by transferring part of the population from either
computational basis state to an auxiliary level D5/2(m =
+1/2) ≡ |2〉, referred to as loss transition Rloss(φ), denot-
ing a full coherent transfer in the case of φ = π . We then
apply the QND unit to map the information about a loss
of the system qubit (q) onto an ancilla qubit (a), which is
subsequently read out. In the language of quantum instru-
ments, this means that one of two possible maps (“loss” or
“no loss”) has been applied to the system, with the classical
index of the applied map stored in the qubit states |0〉a and
|1〉a of the ancilla. Similar QND loss detection protocols
have been devised using various other physical platforms
[68–70].

Notably, for both ancilla outcomes, the system qubit is
subject to a map that is CP, but in general not TP. This
nonunitarity of the individual maps leads to several coun-
terintuitive effects. For example, in the present case, the
evolution of the system qubit differs from the identity map,
even in the case where no loss is detected, if loss occurs
asymmetrically, i.e., from only one of the computational
basis states. More precisely, for loss restricted to occur
from |0〉, the system qubit follows (up to normalization)
a nonunitary evolution given by ρq �→ E0ρqE†

0 with

E0 = |1〉q〈1| + cos(φ/2) |0〉q〈0| , (6)

considering the coherent loss operation Rloss(φ). This is a
consequence of the information gain in the no-loss case,
given by the ancilla measurement [11]. In either case, the
reconstruction becomes challenging, since standard recon-
struction techniques for quantum process tomography
enforce the reconstructed processes to be completely pos-
itive and trace preserving, thereby suppressing the devia-
tions from this condition characteristic for quantum instru-
ments. This becomes evident in Fig. 3, where we compare
the accuracy of quantum process reconstructions of the
“no-loss” dynamics obtained via the standard MLE tech-
nique, referred to as the trace-constrained approach from
Eq. (5) in contrast to the trace-unconstrained approach
from Eq. (4). As a figure of merit we use the total
variation distance between the measured frequencies and
the measurement outcomes that are predicted from the
reconstructed Choi operators. This highlights how the
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FIG. 3. Comparison of trace-constrained and trace-
unconstrained tomography for the nonunitary map E0 from
Fig. 2(b). We compute the total variation distance between
directly measured frequencies and those predicted from the
reconstructed Choi operators. Standard MLE from Eq. (5),
referred to as the trace-constrained approach, increasingly fails
to capture the underlying dynamics for higher loss probabilities,
whereas the trace-unconstrained approach from Eq. (4) matches
the predicted outcomes. Error bars correspond to one standard
deviation of statistical uncertainty due to quantum projection
noise. Further notes characterizing erroneous effects owing to
a faulty quantum instrument reconstruction can be found in
Fig. 14 of Appendix A 1.

trace-constrained approach can fail to capture the dynam-
ics; an error that might go unnoticed for maps that are close
to trace preserving. Further notes on how common tomog-
raphy fails to capture a quantum instrument’s dynamics is
subject to Fig. 14 of Appendix A 1.

V. EXPERIMENTAL RESULTS

We now discuss features associated in experiments with
QND measurements that can only be captured using a full
description as a quantum instrument. We start by char-
acterizing our example instrument acting on a two-level
system (qubit), followed by a complete characterization in
a higher-dimensional Hilbert space that captures the entire
dynamics of the QND measurement.

A. Implementation of the quantum instrument

We implement the circuit in Fig. 2(b) on a two-
ion string studying several input states {|0〉q, |−〉X ,q =
(1/

√
2)(|0〉q − |1〉q), |−〉Y,q = (1/

√
2)(|0〉q − i |1〉q), |1〉q}

on the system qubit for a range of loss probabilities. We
apply quantum state tomography for the runs that signal
no-loss events, effectively applying the “no-loss” map E0
as given by Eq. (6). We focus on the no-loss outcome E0
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FIG. 4. Bloch vectors after undergoing QND detection in the no-loss case for different loss channels. (a) State vector evolution for
asymmetric loss from |0〉q is captured by the color gradient, ranging from 0% loss (bright points) to 100% (dark points) for various input
states (i) |0〉q, (ii) |1〉q, (iii) |−〉X ,q, and (iv) |−〉Y,q. Notably, the Bloch vectors remain close to the surface of the sphere, independent
of the loss probability; see the Appendix A 1. The initial superposition states |−〉X ,q and |−〉Y,q are found transitioning to the basis
state not affected by the loss. (b) The erasure channel is realized by consecutively inducing the same partial loss from |0〉q followed by
|1〉q and postselecting to both no-loss cases, i.e., both ancilla’s |0〉a outcome. Our results support the theory derivation of a map ∝ ρ

leaving the initial states up to noise unaltered; see the Appendix A 1.

given that in a realistic scenario the system qubit would
remain intact, as opposed to the loss case. We find that the
superposition input states are distorted towards the basis
state that is not affected by the loss with increasing loss
probability; see Fig. 4(a). This is a consequence to the
asymmetry of the loss, occurring only from one basis state,
as detailed in Eq. (A9) in the Appendix A 1. Importantly,
however, the states display no notable reduction in purity,
regardless of the loss probability. More details are given in
the Appendix A 1.

The archetypal description of a qubit loss channel fea-
tures symmetric loss, often referred to as a quantum
erasure channel [71], where loss occurs with a given prob-
ability, irrespective of the qubit state, and the position of
the lost qubit is known. Experimentally, we realize this
quantum erasure channel sequentially in two steps, by first
inducing partial loss from |0〉q followed by its detection,
and, conditional on detecting no loss in this first step,
inducing the same amount of partial loss, but now from
|1〉q in this second step. Experiments are conducted on a
three-ion string using a single system qubit (q) and two
ancilla qubits a1 and a2 as depicted in Fig. 2(c). By observ-
ing the evolution of the Bloch vectors in Fig. 4(b) we find
that the initial state is preserved up to experimental noise,
as derived in Eq. (A12) in the Appendix A 1. The purity is
again found independent of the loss; see the Appendix A 1.

These findings are further corroborated by quantum pro-
cess tomography characterizing the map describing the
system qubit dynamics by using the unconstrained recon-
struction approach of Eq. (4). In the case of the asymmetric
loss previously discussed, the single-qubit Choi operators
for the map E0 are close to the identity only given little loss
on the order of a few percent and clearly deviate for higher
loss, revealing their nonunitary behavior; see the left plot
in Fig. 5(a) for a low-loss probability and the right plot
for a high-loss probability. We note that a standard MLE
approach would force unitary maps and thereby prevent
the correct reconstruction not displaying this nonunitary
behavior. In contrast, for the quantum erasure channel, for
both the 2% and 61% loss cases, maps are found close to
the identity following the theoretical predictions, depicted
in Fig. 5(b).

For higher loss rates, however, we observe a deviation of
the reconstructed Choi operator from the predicted chan-
nel, quantified by the fidelity between the reconstructed
and ideal Choi operator shown in Fig. 5(c). For high loss
rates, only few experimental cycles remain in the no-loss
case. As a result, error terms, such as state-preparation-
and-measurement (SPAM) errors, as well as errors in the
implementation of the loss process contribute with a higher
relative weight. We can model these additional error terms
as depolarizing noise at the level of the Choi operator as a
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FIG. 5. Tomographic reconstruction of the maps characteriz-
ing our quantum instrument. (a) Single-qubit Choi operators
in the elementary basis {|00〉q , . . . , |11〉q} describing the QND
detection under loss from |0〉q. Process fidelities compared to
the ideal map for 2% and 61% losses read 0.97(1) and 0.98(1),
respectively. Black boxes denote the ideal operator in the higher
loss case. (b) On the erasure channel we receive the expected
identity map for loss from both qubit states up to about 60%
before errors start to dominate. (c) Corresponding process fideli-
ties compared with ideal maps together with the decay model
(dashed line) from Eq. (7).

function of the loss rate ploss:

�M (ploss) ∝ (1 − ploss) · (1 − pe) · (1 − pspam) ·�
+ ploss · pe · (1 − pspam) · 1/4
+ pspam · 1/4. (7)

Here � denotes the ideal Choi operator of the no-loss
channel, 1 is the identity matrix, representing a fully depo-
larizing channel, pe is a generic error rate of the erasure
channel, and pspam is the error rate due to SPAM errors.
The first term of Eq. (7) describes the ideal channel where
no loss happened and the QND detection worked, while
the second term is a case where a loss happened, but

FIG. 6. Multiqubit entangled state undergoing QND detec-
tion in the no-loss case. As an input, we choose the four-qubit
GHZ state (1/

√
2)(|0000〉q + |1111〉q). Loss is induced from

|0〉q,1 on system qubit 1. Results for purity (©) and popula-
tion ratio between the GHZ basis states |0000〉 and |1111〉 (♦)
in analogy to the Bloch-vector picture (Fig. 4) are shown. The
purity is found constant, while the population ratio increases
towards higher loss probabilities, finally causing a distortion
to state |1111〉q not affected by the loss. Errors correspond to
one standard deviation of statistical uncertainty due to quantum
projection noise.

the QND unit failed to detect it as such. The final term
describes the contribution from SPAM errors. From a fit to
the data, we find that pe = 0.09 and pspam = 0.03 captures
the observed drop in fidelity well. From Fig. 5(c) we see
that these effects become predominant for high loss rates,
while for up to about 60%, a faithful reconstruction of the
experimental Choi operator is possible.

The results presented so far cover a single system qubit
and reveal potential obstacles of our quantum instrument
tomography, which are generally transferable to other
experiments utilizing QND measurements. We now go
one step further by analyzing these effects on a multiqubit
entangled state. Experiments are conducted using four sys-
tem qubits, initialized in the Greenberger-Horne-Zeilinger
(GHZ) state (1/

√
2)(|0000〉q + |1111〉q), accompanied by

one ancilla. After state preparation, partial asymmetric
loss from |0〉q,1 on system qubit 1 is induced followed
by its detection using the QND-detection unit. The “no-
loss” evolution E0 is analyzed by four-qubit quantum state
tomography. In Fig. 6 the states again show no significant
reduction in purity (circles) over the range of measured
loss probabilities and by that obscuring the nonunitary
effect from our instrument. However, an asymmetric effect
is displayed by computing the population ratio of the GHZ
basis states |0000〉q and |1111〉q in Fig. 6 (diamonds)
showing a distortion towards the basis state not affected
by loss in analogy to the Bloch vectors in the single-qubit
case. The underlying theory curve follows 1 − ploss, as can
be seen from Eq. (6). The fidelity with the initial GHZ
state further remains above 50% within one standard devi-
ation of statistical uncertainty, thus certifying multipartite
entanglement independent of the loss probability.
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B. Qutrit dynamics and identification of failure modes

The full dynamics of our coherent loss process can be
reconstructed by explicitly taking the loss level |2〉q into
account. The state of the system ion needs then to be rep-
resented by a qutrit with basis states {|0〉q , |1〉q , |2〉q}. We
perform quantum process tomography on the combined
system of data qutrit and ancilla qubit. This allows us to
study both loss cases by distinguishing the maps depen-
dent upon the ancilla state, and provides more fine-grained

information on the microscopic error processes. The recon-
structed Choi operators for both ancilla outcomes and
various loss probabilities are given in Fig. 7(a). For the
sake of clarity, the operators are color coded by peaks
occurring in the absence of loss (blue), peaks denoting the
partial loss rotation (orange), and erroneous peaks (red).
The latter are restricted to the diagonal for simplicity. Note
that these experimentally derived maps on the qutrit level
are now faithful descriptions of the instrument, obtained
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FIG. 7. Full-system dynamics from combined qutrit-ancilla quantum instrument tomography. (a) Choi operator of the system qutrit
evolution in the elementary basis {|00〉q , . . . , |22〉q} after postselecting on the ancilla, revealing either loss case (rows) examined for
different loss probabilities from |0〉q (columns). The tricolor Choi operators show peaks in the absence of loss (blue), peaks occurring
due to partial loss (orange), and erroneous peaks (red). The latter are only color coded on the diagonal for visualization purposes.
Process fidelities with the ideal map from top left to bottom right read {0.97(1), 0.96(1), 0.95(1), 0.83(1), 0.86(1), 0.84(1)}. (b) False-
positive and false-negative rates extracted from raw data for loss states {|0〉q , |1〉q , 1/

√
2(|0〉q + |1〉q)} versus the loss probability.
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from the qubit-qutrit process that is indeed unitary; see
Eq. (A5) in the Appendix A 1.

One key piece of information gained from the full
tomography is the dominant failure modes of the exper-
imental realization of the QND-detection unit. In the
no-loss case, false negatives are retrieved from diagonal
elements {|02〉q , |12〉q , |22〉q} corresponding to undetected
rotations to level |2〉q outside the computational subspace.
Likewise false positives in the loss case are retrieved from
the elements {|00〉q , |01〉q , |10〉q , |11〉q , |20〉q , |21〉q} cor-
responding to qubit rotations mistakenly assigned as loss.
Note that, for standard tomography restricted to qubit lev-
els, such fine-grained analysis would be precluded for two
main reasons. First, the true population in the loss state of
the system qutrit cannot be estimated independently from
the ancilla outcome in the qubit description. Thus, one can-
not reliably assign false-positive and false-negative events
by postselecting on the ancilla since some erroneous pop-
ulation adds up to the main peaks {|00〉q , |11〉q}, blurring
the information about the error origin. Second, when trac-
ing over the ancilla, loss state |2〉q would be incoherently
added to state |1〉q, creating an nonphysical bias under
which tomography is likely to break; see the Appendix
A 1. For a more quantitative analysis, the correspond-
ing false-positive and false-negative rates are depicted
in Fig. 7(b). To avoid errors from the quantum instru-
ment reconstruction, these rates are extracted from the raw
data for three different loss states: {|0〉q , |1〉q , 1/

√
2(|0〉q +

|1〉q)}. Notably, there is a significantly higher false-positive
rate owing to their sensitivity on the entangling operation,
implementing a correlated two-qubit rotation. This oper-
ation shows a higher error rate compared to single-qubit
operations [44] and only plays a role in the no-loss case:
the reason is that, as under loss, the action of the entangling
operation, when it only acts on the ancilla qubit alone, is
on purpose trivial and no longer induces a correlated qubit-
qutrit flip process. Therefore, the loss map is left with the
local bit-flip operations, explaining why false negatives
are dominated by single-qubit errors, resulting in smaller
rates. For loss detection in a QEC setting, we expect this
asymmetry to be quite beneficial, as a false-positive event
would merely trigger an unnecessary loss correction, while
a false-negative event leads to an undetected loss, which
can be catastrophic, i.e., leading directly to uncorrectable
logical errors, as will be discussed in the next section.

C. Experimentally informed noise model

We now build noise models to characterize the QND-
detection unit, which can then be used to study impli-
cations on QEC. From the above phenomenological dis-
cussion, we assume that the dominant contributions will
come from false-positive and false-negative events, where
the latter in particular can have a severe impact. However,
extracting the respective rates from tomography data as in

Fig. 7(b) in the presence of SPAM errors can be unreliable
if these contributions are of the same magnitude. A rough
estimate of the SPAM errors from tomography of the iden-
tity yields a fidelity of 0.96(2), which indicates that this is
indeed the parameter regime we are dealing with here.

Hence, to describe imperfections in the QND loss detec-
tion unit, we instead focus on a microscopic noise model
Enoise defined as (see the Appendix A 2)

ρ �→ Enoise(ρ) = UnoiseρU†
noise, (8)

where the unitary Unoise = RMS(α)RX (β) describes the
dominating error source as correlated bit flips with a rate
of pcorr = sin2(α/2), resulting from systematic miscalibra-
tions in the two-ion RMS gate, and single-qubit flips with
a rate of psingle = sin2(β/2) from errors in the collective
local rotations. Fitting channel Enoise to the experimental
data returns values of pcorr. = 0.045 and psingle = 2.47 ×
10−4, respectively; see the Appendix A 2. The fidelity of
the experimental data with respect to this model in the no-
loss case is 0.94, compared to 0.91 for the noiseless theory
prediction.

In order to validate this model against generic hardware-
agnostic noise models typically considered in the quantum
information literature, we further add depolarizing and
dephasing noise channels [72]. As discussed in detail in the
Appendix A 2, by fitting a model that includes all four error
channels to the experimental data, we again find the corre-
lated bit-flip error to be dominant. The contributions from
depolarizing and dephasing noise are consistently of the
order of 0.01 and adding these terms does not significantly
improve the fit to the data. From this analysis, we conclude
that the microscopic model is the most suitable description
of our experimental noise and the resulting imperfections
in the QND loss detection, and we thus use this model in
the following analysis of the impact of a faulty QND loss
detection unit on QEC.

VI. IMPLICATION ON QUANTUM ERROR
CORRECTION

In the context of QEC and the pursuit for robust and
eventually fault-tolerant quantum computers, qubit leak-
age and loss errors are known to be particularly harmful
to the performance of QEC codes, if they go unnoticed
[47–49]. Dedicated protocols to fight qubit loss have been
devised, including the four-qubit quantum erasure code
[71], which has been implemented in the form of post-
selective state analysis protocols using photons [73,74].
Moreover, protocols to cope with qubit loss in elementary
quantum codes such as the five-qubit code [75] as well as
topological QEC codes including the surface code [76] and
color codes [67,77,78] have been developed.

Here, our aims are as follows. (i) To estimate the param-
eter regimes in which active qubit loss error correction and
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detection is expected to reach break even, i.e., to become
beneficial for low-distance QEC codes as currently pur-
sued in various efforts [2,11,67,69,79–82]. (ii) Whereas
most theory studies exclusively focus on the simple (and
ideal) quantum erasure channel to describe loss, we are
interested in illustrating the effect of various qualitatively
different imperfections in the loss detection process on
QEC performance, highlighting the importance of micro-
scopically informed noise models of the components used
in QEC of qubit loss. (iii) Finally, to predict the perfor-
mance of QEC protocols by numerical simulations, it is
desirable to develop effective few-parameter noise models,
informed by experimental data, which can be simulated
efficiently, e.g., using stabilizer simulations, to predict the
performance of large-scale QEC codes built from noisy
components. Here, we are particularly interested to which
extent our faulty QND loss detection can be reliably substi-
tuted by efficiently simulatable noise models. Whereas the
phenomenological studies from Fig. 7(b) pointed to false-
positive and false-negative events as the dominant noise
contributions, accurately extracting the respective error
rates from tomography data is prohibited by SPAM errors.
Instead, we here utilize the microscopic noise model cov-
ered by Sec. V C, incorporating the dominant error sources
of correlated and single-qubit errors. This model best fits
our noisy QND loss detection unit, especially in contrast
to the widely used generic hardware-agnostic models of
dephasing or depolarizing noise that lead to no notable
contribution.

A. Qubit loss correction with color codes

To be concrete, we focus on the smallest two-
dimensional color code [77], a seven-qubit stabilizer code
equivalent to the Steane code [77,83], which is at the
focus of current experimental efforts to achieve the break-
even point of beneficial and fault-tolerant QEC with low-
distance QEC codes [84–87]. The code is obtained by
projecting the Hilbert space of seven qubits (Fig. 8) into
the +1 eigenspace of six commuting stabilizer genera-
tors Sx

i and Sz
i (i = 1, 2, 3) [see Fig. 8(a)] that define a

two-dimensional code space hosting one logical qubit.
Logical X and Z operators are defined as XL = ∏7

i=1 Xi

and ZL = ∏7
i=1 Zi and the logical basis states are |0L〉 ∝

∏3
i=1(1+ Sx

i ) |0〉⊗7 and |1L〉 = XL |0L〉 (see the Appendix
A 3). The code is a distance d = 3 QEC code (d = 2n + 1
with n the number of correctable computational errors), so
that one arbitrary computational error (bit and/or phase flip
error) on any of the physical qubits is correctable. Note
that, besides computational errors, this code also allows
one to correct the loss of any two of the seven physical
qubits, or even the loss of some, though not all subsets of
three or even four qubits (see the Appendix A 3 for more
details). We note that, for each of the seven qubits form-
ing the code, we incorporate state |2〉q, i.e., adopt a qutrit
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FIG. 8. Simulations on the faulty QND loss detection embed-
ded in the seven-qubit color code. (a) A single logical qubit
encoded on a triangular planar color code lattice formed of three
interconnected plaquettes (lower part). The code space is formed
by six stabilizer operators S(i)x and S(i)z , each acting on a plaque-
tte of four physical qubits [67]. Loss is subsequently detected
on all code qubits using a faulty QND circuit (top part). We
model this taking into account both correlated and single-qubit
over-rotations, representing our leading error mechanisms by
treating every qubit as a qutrit. (b) Single QEC cycle of qubit loss
detection and correction, including initial controlled induction of
loss, followed by faulty QND loss detection operations on the
qubit subspace of all physical qutrits and stabilizer measurements
triggering respective conditional Pauli corrections.

description, and use this additional level to induce loss of
a controllable amount via the coherent rotation in the sub-
space {|0〉q , |2〉q} of the quantum instrument depicted in
Fig. 2(b).

We then model one round of qubit loss error detection
and correction, depicted in Fig. 8, as follows. Starting from
an ideal (noise-free) logical state ρL of the seven-qubit
code, qubit loss is induced with an independent and equal
probability ploss on each of the physical qubits of the reg-
ister. Subsequently, a noisy QND loss detection unit is
sequentially applied to each of the seven qubits, in order
to detect the possible occurrence of loss. This faulty unit
[Fig. 8(a)] is described by the microscopic noise model
Enoise(ρ) in Eq. (8), where the main error sources are given
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by correlated and single-qubit over-rotations with error
rate pcorr and psingle, respectively.

Each data qubit, for which the QND measurement indi-
cates the occurrence of a loss, is replaced by a fresh qubit
in the computational basis state |0〉q. This is followed by
one round of possibly faulty measurements of all six sta-
bilizers of the code. For simplicity, since our focus lies on
the QND loss detection, here we model imperfections in
each stabilizer measurement by a phenomenological noise
model, in which the stabilizer measurement outcome is
assumed to be faulty with probability q [88,89]. Since the
four-qubit stabilizer operators are typically measured with
a circuit involving (at least) four two-qubit gates, we work
with 4 times the two-qubit error rate as the error rate of
the stabilizer measurement, which results in q = pcorr, in
what follows. Based on the obtained syndrome (±1 stabi-
lizer eigenvalues) from the measurement of the stabilizers,
Pauli corrections are applied if needed (such a Pauli frame
update can be done on the software level and is thus mod-
eled as error-free). Finally, to determine the logical error
rate, it is checked whether the original logical state ρL
has been recovered or not, by evaluating the expectation
value of the logical operator corresponding to the initially
prepared encoded state.

B. Numerical results

Figure 9 shows the predicted logical error rate of the
loss QEC cycle applied to all physical qubits as a function
of the physical qubit loss rate ploss for various error rates
of faulty stabilizer measurements. At the current two-qubit
gate infidelities and associated error rates pcorr = 0.045 and
psingle = 2.47 × 10−4, the regime of beneficial loss correc-
tion, when the logical error rate falls below the physical
loss rate ploss, is not reachable. However, a moderate reduc-
tion of the two-qubit gate error rate by about 50%, from
pcorr = 0.045 to about pcorr = 0.023, suffices to enter the
regime where applying a cycle of faulty loss QEC outper-
forms storing information in a single physical qubit that
can suffer loss.

Furthermore, Figs. 10(a) and 10(b) show the calcula-
tions of the logical error rate for the no-loss case ploss = 0,
which highlights the effects resulting from imperfections
in the QND loss detection unit itself in a full QEC cycle.
Here, the imperfections in the QND unit are implemented
either with the coherent noise channel or an effective inco-
herent few-parameter Clifford noise model (details on the
error models are given in the Appendix A 2). In Fig. 10(a)
the logical error rate is shown as a function of the single-
qubit over-rotation rate psingle for pcorr = 0 and it goes
to zero as p2

single (black lines), as expected, representing
the rate of weight-two bit-flip errors, which are uncor-
rectable by the distance-3 color code. In Fig. 10(b) instead
the logical error rate is shown as a function of the cor-
related over-rotation rate pcorr for psingle = 0. In this case
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FIG. 9. Logical error rates simulated for a loss correction cycle
of the seven-qubit color code with faulty stabilizer measure-
ments. The logical error rates are shown as a function of the
loss probability ploss induced by the QND-detection scheme of
Fig. 8 for different error rates q in the stabilizer readout. The
black line (with equation 1 − ploss) represents the error rate when
no encoding is performed. The logical error rates for the ideal
case with no over-rotation errors in the QND loss detection unit
are shown with green up-pointing triangles. Blue circles show
the logical error rates when the QND-detection unit is simulated
with over-rotation parameters (pcorr = 0.045, resulting in a sta-
bilizer measurement error rate q = 0.045 and psingle = 2.47 ×
10−4) coming from the experimental data. Data simulated with
q = pcorr = 0.023 corresponding to an improvement in the RMS-
gate fidelity is shown with orange down-pointing triangles. In the
region with 0.03 � ploss � 0.33, error correction is beneficial in
protecting the logical states with respect to storing information
in an unencoded single physical qubit.

the error rate goes to zero as p3
corr (black line), represent-

ing the rate of three bit-flip errors. The bit-flip errors from
the correlated over-rotations result in false-positive events,
where a nonlost qubit is substituted by a fresh qubit before
the stabilizer measurement. Since two (detected) losses on
any two qubits are correctable, some (detected) three-loss
events are not; this results in the observed p3

corr scaling
of the logical error rate. This highlights and explains the
different sensitivities of the logical error rate to false-
positive and false-negative events where the presence of
false-negative events, i.e., overlooked losses, occurs for
psingle �= 0 and constitutes the more severe source of errors.

Finally, Figs. 10(c) and 10(d) show comparisons of
the logical error rate for the two scenarios, where faults
in the QND loss detection unit are modeled as coherent
versus incoherent errors, respectively. When pcorr �= 0 or
psingle �= 0, the logical error rate goes to a finite value when
the loss probability ploss → 0 as error processes involv-
ing data qubit bit flips arise and lead to a finite failure
rate of the error-correction cycle. Moreover, we observe
that the incoherent approximation of the coherent error
channel slightly underestimates the logical error rate, by
a maximum relative factor of 0.51. This behavior is not
unexpected, and has also been observed in other contexts,
e.g., for an incoherent approximation of coherent crosstalk
errors [90]. Overall, the results therefore indicate the reli-
ability of the incoherent approximation of the faulty QND
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FIG. 10. Comparison between the coherent and incoherent implementations of the faulty QND loss detection unit. (a),(b). Logical
error rates for ploss = 0 as a function of (a) the single-qubit over-rotation rate psingle for pcorr = 0 and (b) the correlated over-rotation
rate pcorr for psingle = 0 after a round of error correction of the seven-qubit color code following the scheme in Fig. 8 where the
imperfections in the QND loss detection unit are implemented either with a coherent or an incoherent noise channel. (c) Logical error
rate as a function of the loss probability when the faulty QND loss detection unit is modeled as a coherent channel. Panel (d) is the
same as (c), but when errors in the QND loss detection are modeled as an incoherent Clifford channel.

loss detection unit in the QEC cycle. This is important as
the latter incoherent model is efficiently simulatable and
allows the study of faulty loss correction using stabilizer
simulations of larger QEC codes.

VII. DISCUSSION AND OUTLOOK

Intermediate measurements with classical feedforward
and the use of higher-dimensional quantum systems are
rapidly becoming staple techniques in the toolbox of quan-
tum information science. Beyond the obvious example of
quantum error correction, the use of classical feedback to
stabilize quantum systems [14,91] is an inevitable require-
ment for many high-precision applications. In the field of
quantum computing the whole idea of measurement-based
quantum computing is deeply rooted in measurements and
feedforward, while quantum metrology often relies on
weak or partial measurements, which must be described
by quantum instruments. Similarly, in the field of quan-
tum simulation, in-sequence measurements might be a
way to use valuable quantum resources more efficiently
in a hybrid quantum classical optimization setting [92,93].
What is common to all these tasks is that the measure-
ment is nondestructive and imparts a backaction onto the
postmeasurement state, which will depend on the outcome.

Faithfully characterizing the dynamics of such advanced
operations will be key for the next generation of quan-
tum devices, yet conventional methods fall short of this
goal. The tools we develop here on the example of a QND
measurement for qubit loss detection directly generalize
to any quantum instrument, including the examples above.
We find that the instrument picture captures essential fea-
tures of the quantum dynamics, which in our case enable a
detailed study of the effect of these instruments on quantum
error correction. These results will inform progress on the
correction of qubit losses and leakage errors, which rep-
resent a dominant obstacle on the path to quantum error
correction above break even [51,94]. It will thus be inter-
esting to apply these methods not only to fields where the
measurement backaction has such a subtle influence, but
also to fields where it is a key part of the operation, such as
quantum metrology and sensing.

The presented techniques rely on tomographic recon-
struction to guide the development of effective mod-
els for the studied quantum instruments. An interesting
problem for future research would thus be to generalize
and validate SPAM-free characterization techniques such
as randomized benchmarking and gate set tomography
[17] with respect to quantum instruments with low error
rates.
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DATA AVAILABILITY

The data underlying the findings of this work is available
at [95].
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APPENDIX: CHARACTERIZING QUANTUM
INSTRUMENTS: FROM NONDEMOLITION
MEASUREMENTS TO QUANTUM ERROR

CORRECTION

The additional information presented here aims at pro-
viding further experimental and theoretical results support-
ing our findings in more detail. We start off by thoroughly
deriving all maps underlying our QND loss detection unit
in both cases of asymmetric loss and the quantum erasure
channel. This will be complemented by further experi-
mental data, all presented in Appendix A 1. We continue
in Appendix A 2 by developing a noise model giving a
well-founded description to our experimental limitations.
Thereafter, those noise models form the basic building
blocks to numerical simulations studying the implications
of the loss detection in respect of quantum error correct-
ing codes. We conclude with Appendix A 3 by giving
more detailed derivations covering the loss treatment in the
seven-qubit color code.

1. Quantum instrument: QND loss detection

This section gives a more thorough introduction to QND
detection, serving as our quantum instrument working
example, by deriving all maps relevant to our studies.
Then, additional experiments are presented addressing the
demonstration of QND-detection’s principal working abil-
ity complemented by results on the higher-dimensional
process tomography fully characterizing its underlying
maps.

As loss on our setup naturally occurs at rates similar
to those of single-qubit errors, we introduce it in a con-
trolled fashion. For instance, from the system qutrit’s (q)
state |0〉q, loss can be induced by coherently transferring
part of the population outside the computational subspace
into D5/2(m = +1/2) = |2〉q via the rotation

Rloss(φ) = |1〉 〈1|q + cos(φ/2)(|0〉 〈0|q + |2〉 〈2|q)
+ sin(φ/2)(|0〉 〈2|q − |2〉 〈0|q). (A1)

The loss rate φ relates to the loss probability via ploss =
sin2(φ/2). Note that loss in general can be induced through
an arbitrary state α |0〉q + β |1〉q with |α|2 + |β|2 = 1
using a single coherent rotation on the system qutrit before
and its inverse after the loss rotation Rloss(φ). To detect
loss, two full entangling RMS(φ/2) · RMS(φ/2) = RMS(φ)

couple to the ancilla and system qutrit and realize a col-
lective bit flip only if both qubits are present in their
computational subspace:

RMS(φ) = exp
(

− i
φ

2
XaXq

)

= (cos(φ/2)(1a ⊗ 1q − |2〉 〈2|q)
− i sin(φ/2)XaXq)+ |2〉 〈2|q (A2)

with

1a =
(

1 0
0 1

)

, 1q =
⎛

⎝
1 0 0
0 1 0
0 0 1

⎞

⎠ , Xa =
(

0 1
1 0

)

,

Xq =
⎛

⎝
0 1 0
1 0 0
0 0 0

⎞

⎠ . (A3)

On the other hand, if the system qutrit occupies a state out-
side the computational subspace, for instance in |2〉q, the
RMS gate is subject to an identity operation, which can be
seen from the argument of its exponential XiXi = I acting
merely on the ancilla qubit. This follows a collective bit
flip

RX
a (π) = −i(|0〉 〈1|a + |1〉 〈0|a),

RX
q (π) = |2〉 〈2|q − i(|0〉 〈1|q + |1〉 〈0|q).

(A4)
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Consequently, in the absence of loss the effect of the RMS

gate is undone, whereas under loss, the ancilla qubit gets
excited by the final bit flip, signaling the event of loss.
The overall unitary combining loss operation and QND
detection is given by

U = RX
a (π)R

X
q (π)R

MS(π)Rloss(φ)

= 1a ⊗ U(0) + Xa ⊗ U(1) (A5)

with

U(0)
q = |1〉 〈1|q + cos(φ/2) |0〉 〈0|q + sin(φ/2) |0〉 〈2|q ,

U(1)
q = sin(φ/2) |2〉 〈0|q − cos(φ/2) |2〉 〈2|q . (A6)

Taking the additional loss state |2〉q on the system qubit
into account and, by that, extending the view from qubit to
qutrit, one ends up with a unitary process fully describ-
ing this quantum instrument. We emphasize that on the
qutrit level the entire dynamics of our detection unit can
be captured, which is well exploited by the experiments
from Fig. 7 in the main text

However, to pick up the discussion on the nonuni-
tary effects potentially leading to unwanted and erroneous
mechanisms, we restrict our view again to the qubit level
and further assume that no population is initially present in
|2〉q. Hence, the operators U(0)

q and U(1)
q reduce to

A(0)q = |1〉 〈1|q + cos(φ/2) |0〉 〈0|q ,

A(1)q = sin(φ/2) |2〉 〈0|q ,
(A7)

leading to single-qubit processes describing the QND
detection restricted to the system qubit. We can describe
both maps {A(0)q , A(1)q } by two trace nonincreasing CP maps
E0 and E1,

E0 : ρ �→ A(0)q ρA(0)†q ,

E1 : ρ �→ A(1)q ρqA(1)†q ,
(A8)

acting on the system qubits as

ρ �→ |0〉 〈0|a ⊗ E0(ρ)+ |1〉 〈1|a ⊗ E1(ρ), (A9)

where the two maps are together unitary again. It is note-
worthy that the no-loss map E0 initially starting from the
superposition state 1/

√
2(|0〉q + |1〉q) would be transition-

ing to |1〉q as the loss probability from |0〉q increases,
which is subject to Fig. 4(a) in the main text. Only for very
little loss, φ ∼ 0, the no-loss map converges to an identity
operation.

Next to having loss asymmetrically with respect to
either computational basis state {|0〉q , |1〉q}, we follow a
different, often utilized, scenario called the quantum era-
sure channel [71]. Its circuit is depicted in Fig. 2(c) of the

main text. First, partial loss is induced from |0〉q followed
by its detection. The protocol only continues in the absence
of loss by inducing the same partial loss from the other
qubit state |1〉q together with its detection. The second part
of the map can be expressed via {Ã(0)q , Ã(1)q }, where we
swap the roles of |0〉q and |1〉q. Thus, the quantum erasure
channel can be described using the map

ρ �→ (1 − pL)(1 − p̃L)̃A(0)q A(0)q ρA(0)†q Ã(0)†q

+ (1 − pL)̃pLÃ(1)q ρÃ(1)†q + pLA(1)q ρA(1)†q (A10)

with probabilities pL and p̃L for any arbitrary input state
α |0〉q + β |1〉q given by

pL = |α|2 sin2(φ/2), p̃L = |β|2 sin2(φ/2)
|α|2 cos2(φ/2)+ |β|2 .

(A11)

In this case the process reduces to

ρ �→ cos2(φ/2)ρ + sin2(φ/2) |2〉 〈2|q , (A12)

where the effect of the loss is proportional to the arbitrary
input state ρ, indicating that after normalization the initial
state can be retrieved independently of the loss probability.

The basic idea of this quantum instrument is the detec-
tion of qubit loss, i.e., unwanted leakage to levels outside
the computational subspace, that in a realistic scenario
would be followed by its correction, representing the scope
of our foregoing work [11]. To give the rather formal dis-
cussion a physical meaning, we demonstrate the unit’s
working principle. Partial loss induced from |0〉q via the
loss transition Rloss(φ) is continuously increased and sub-
sequently detected. Note that both qubits are read out
yielding their populations in the upper |D〉-state mani-
fold referring to directly measured loss in the case of the
system qubit and detected loss for the ancilla qubit. In
Fig. 11 results are presented for individual and repeated
loss detection employing up to two ancilla qubits. Slopes
extracted from the linear fit in the repeated detection read
0.938(9) and 0.944(12) for ancillae a1 and a2, respectively.
On the individual readouts we get 0.977(2) and 0.995(2)
with a resonant crosstalk to the ancilla not participating of
0.005(1) and 0.003(1), respectively. When utilizing a2, we
end up with a higher detection efficiency because of a bet-
ter performing RMS

i,j gate on the particular ion pair. Two
hundred cycles are taken on this measurement. Errors cor-
respond to one standard deviation of statistical uncertainty
due to quantum projection noise.

Next, we complement the results from Fig. 4(a) in
the main part revealing a pull towards the state not
affected from asymmetric loss by further demonstrating
that the purity Tr(ρ2) of the associated reconstructed states
remains constant across the entire loss probability range;
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FIG. 11. Investigating the performance of the QND-detection unit according to Fig. 2(b) in the main text. Population in the D5/2
state for the system qubit (directly measured loss) versus transferred excitation on the ancilla qubit (detected loss) in the case of
detecting loss repeatedly using both ancilla qubits a1 and a2 (left), solely with ancilla a1 (middle), and ancilla a2 (right). The imprinted
detection efficiencies demonstrate reliable loss mapping onto the ancilla qubit and its readout by means of QND. Errors correspond to
one standard deviation of statistical uncertainty due to quantum projection noise.

see Fig. 12(a). The purity value is found independent of
the loss and therefore underlining at first glance a correct
experimental outcome, whereas only in the Bloch sphere
picture [Fig. 4(a)] deviations due to the nonunitary map
become visible. Likewise, considerations have been done
on the erasure channel, previously discussed in Fig. 4(b)
and similarly producing purity values independent of loss,
as can be seen in Fig. 12(b).

Next, we estimate the detection correlation of a sin-
gle loss event by two repeated detections. Such system
capabilities emphasize the work on the erasure channel
and, more generally, become relevant in a realistic sce-
nario demanding several consecutive readouts, especially
when embedded in QEC codes. In Fig. 13 positive corre-
lation occurs for a certain shot when both ancilla qubits
agree upon a certain loss event. Furthermore, the data on
the repeated readout allow us to quantify false-positive and
false-negative rates, manifesting important failure modes
of our detection unit. Again, false-positive rates dominate

owing to their strong sensitivity on the entangling RMS

gate, as was the case in Fig. 7(b) in the main text. One hun-
dred cycles for |0〉q loss and 200 cycles for 1/

√
2(|0〉q +

|1〉q) loss are taken on this measurement. Errors correspond
to one standard deviation of statistical uncertainty due to
quantum projection noise.

We switch our consideration from qubit to the qutrit
level and resume the discussion on the process tomogra-
phy covering both the ancilla qubit and system qutrit from
Fig. 7(a) in the main text. Thereby all presented Choi oper-
ators are postselected upon the ancilla outcome denoting
the qutrit maps separated by both loss cases. This has the
advantage of unitary operators describing the full dynam-
ics of the system qutrit in either loss case that moreover
gives an estimation on the QND-detection’s dominant fail-
ure mode, namely false-positive and false-negative rates.
As discussed in detail in the main part of the paper, stan-
dard tomography restricted to the qubit level prevents
us from getting such fine-grained analysis for two main

loss probability

0.4

0.6

0.8

1.0

pu
ri
ty

QND detection

|0
| x

| y

|1

(a) (b)

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6
loss probability

0.4

0.6

0.8

1.0

pu
ri
ty

erasure channel

|0
| + x

| y

|1

FIG. 12. Purity of a single system qubit after undergoing QND detection in the no-loss case for different loss channels. (a) After
a single QND detection with loss from |0〉q, we find purity values unaffected by the amount of loss for all of the given input states.
At high loss probabilities, tomography becomes unreliable due to the low count rates. Furthermore, the superposition states show
systematic drifts beyond the given statistical errors, which however do not affect the results. (b) The erasure channel is realized by
consecutively inducing the same partial from |0〉q followed by |1〉q and postselecting to both ancilla |0〉a outcomes. The purity of the
output state is again unaffected by loss for any of the probed input states. Errors correspond to one standard deviation of statistical
uncertainty due to quantum projection noise.
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FIG. 13. Correlations between two repeated QND detections according to Fig. 2(b) in the main text. Loss on the system qubit
is induced from the imprinted states followed by two repeated detections using ancillae a1 and a2. A positive correlation refers to
successfully detecting the same loss event twice, whereas faulty assignments can be separated into false-positive and false-negative
events; shown in the lower figure part. Errors correspond to one standard deviation of statistical uncertainty due to quantum projection
noise.

reasons. First, reliably assigning false-positive and false-
negative events is not possible when postselecting by the
ancilla qubit’s measurement outcome. Second, when trac-
ing over the ancilla, the loss state |2〉q is incoherently
added to the qubit state |1〉q, creating an nonphysical bias
under which tomography is likely to break, as demon-
strated in Fig. 14. Here, we distinguish between tracing
before and after tomography reconstruction. On the one
hand, when directly tracing on the raw data and sub-
sequently reconstructing the map, it includes coherences
owing to the reconstruction technique forcing physical
properties. On the other hand, when tracing after process
reconstruction, coherences on |01〉q vanish. Both cases
draw attention to potential risks on how commonly known
process tomography fails to describe quantum instruments.

In the context of the numerical simulations cover-
ing implications on QEC however, we make use of the
full map capturing the combined ancilla-qutrit dynamics
together with the noise models; further discussed below.
We present experimentally estimated ancilla-qutrit Choi
operators for various loss probabilities in Fig. 15 using the
elementary basis according to {|0000〉a,q , . . . , |1212〉a,q}.
The process tomography of every loss probability required
54 × 12 = 648 experimental settings. For the sake of clar-
ity, we plot ideal Choi operators (left column) and the
experimental ones (right column) for various loss probabil-
ities separated by rows side by side. Color and saturation
refer to the argument and absolute value of the complex
matrix entries. Process fidelities with the ideal Choi oper-
ator from top to bottom read {0.91(1), 0.89(1), 0.85(1)},
referring to the loss probabilities {0%, 50%, 85%}. One
hundred cycles are taken for each experiment. In the

no-loss case the expected controlled X̂a operation signaling
a loss event whenever the system qubit occupies level |2〉q
is clearly reproduced, as expressed by Eq. (A5) derived at
the beginning of this section.

Finally, we present additional data on the system qutrit
process tomography according to Fig. 16(a) and loss
induced from |0〉q and |1〉q presented in Figs. 17 and 18,
respectively. We emphasize that here, similar to the qubit
level, certain coherences vanish when tracing over the
ancilla, which is no longer covered by the process tomog-
raphy. Still, the dynamics on the system qutrit clearly
captures the population transfer from either basis state
{|0〉q , |1〉q} to the loss level |2〉q. Furthermore, a change in
the asymmetric behavior between loss from |0〉q and |1〉q
becomes distinctly visible in the qubit subspace.

For the sake of completeness, we present similar Choi
operators on the repeated loss detection in Fig. 19, con-
secutively mapping the same loss event to two different
ancilla qubits; shown for loss from |0〉q. As the recon-
structed Choi operators follow the expected behavior pre-
viously observed, their fidelities turn out slightly lower
compared to Fig. 17, as expected due to the more complex
experiment.

2. Noise model on QND loss detection

Here, we study various noise models in order to find
the best suitable description of the experimental limita-
tions underlying our QND detection. Although very small
contributions will be precluded by SPAM errors, the result-
ing models give us a rough estimate as a guide for
where to look at upon which a microscopic noise model
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FIG. 14. Potential risks
on system qubit process
reconstruction when partial
tracing the ancilla qubit.
Left column: partial trac-
ing before reconstructing
the map directly on the
raw data, previously used
in Fig. 7 of the main part.
In this case, the loss level
|2〉q is incoherently added
onto state |1〉q. Coherences
present in |01〉q originate
from the reconstruction
technique, forcing physical
properties. Right column:
postselecting from the
already reconstructed
qubit-qutrit maps pre-
sented in Fig. 15. In
contrast to before coher-
ences on |01〉q vanish,
whereas the nonphysical
bias remains.

for the numerical simulations can be developed. Getting
more insights on these error mechanisms is essential when
observing implications of the quantum instrument in the
context of QEC protocols and is further an essential build-
ing block towards fault-tolerant quantum computation; see
Sec. VI of the main text.

We refer to Eq. (A5) from above and express the
action of the ideal QND map U under a given loss rate
φ acting on the combined ancilla-qutrit system in terms
of the Choi operator ρCJ = 1⊗ U · |�+〉 〈�+| · 1⊗ U†,
where |�+〉 〈�+| is the maximally entangled state of two
copies of the ancilla-qutrit system. An erroneous chan-
nel Enoise transforms the Choi operator ρCJ to ρCJ

noise =
(1⊗ Enoise)(ρ

CJ). Noise rates entering Enoise for given
model parameters are then extracted by minimizing the
distance between modeled noisy Choi operators ρCJ

noise and
the experimentally determined ones ρCJ

exp from Fig. 15. As a
measure for the distance in the cost function, we minimize
the infidelity:

||1 − F(ρCJ
exp, ρCJ

noise)||. (A13)

Our initial considerations covered the study of the
QND-detection’s failure modes, i.e., false-positive and

false-negative rates both quantified in the main part of
the paper. Measuring process tomography however comes
with overhead in the form of preparation and measurement
gates followed by two consecutive detections at the end of
each experiment required for reading out the qutrit’s state.
Therefore, SPAM errors are not to be neglected and lead
to a significant bias on false-positive and false-negative
rates. With this in mind, we put the failure modes aside and
focus on experimental limitations instead. In the following,
we consider as models for Enoise a depolarizing channel,
a dephasing channel, and coherent two- and single-qubit
over-rotations.

Depolarizing and dephasing channels.—We start off
by testing the agnostic models, namely depolarizing and
dephasing channels as those represent error mechanisms
typically considered in the field of quantum computation
[72]. The effect of the latter can be understood by losing
phase information between the quantum states involved.
Coherences get lost and an arbitrary single-qubit state in
the Bloch sphere picture would finally shrink onto the Z
axis as no phase information is left. Depolarizing noise
can be considered as simultaneous dephasing in the X ,
Y, and Z bases, eventually leading to a complete mixed
state that, for a single qubit, can be illustrated by shrinking
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FIG. 15. Combined process reconstruction on the ancilla-qutrit system according to Fig. 16(b). The resulting Choi operators (right
column) denoted in the elementary basis ({|0000〉a,q , . . . , |1212〉a,q}) describe the whole dynamics of the QND-detection unit under
loss from |0〉q. Hue relates to phase according to the top right color bar and saturation to the absolute value of the complex entries.
Process fidelities with the ideal Choi operators (left column) from top to bottom read {0.91(1), 0.89(1), 0.85(1)}. Errors correspond to
one standard deviation of statistical uncertainty due to quantum projection noise.
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FIG. 16. Schematics on higher-dimensional process tomography. (a) Qutrit process tomography solely covering the system qubit (q)
together with the loss level {|0〉q , |1〉q , |2〉q} undergoing the QND-detection unit by using nine preparation settings together with six
measurement settings, resulting in 54 experiments each run. (b) Combined process tomography on ancilla (a) and qutrit (1), capturing
the entire dynamics of this quantum instrument using 12 settings on the ancilla qubit (four preparation settings and three measurement
settings) alongside 54 settings on the system qutrit, resulting in 648 experiments. (c) Qutrit process tomography on the erasure channel,
focusing on the no-loss case, i.e., twice postselecting the ancilla qubit’s |0〉a outcome.

the Bloch sphere towards its center. Note that we imple-
ment those models such that they act both on the ancilla
and the qutrit using only a single noise parameter [96].
The upper row of Fig. 20 depicts the fidelities (top part)
for the individual models at the optimized parameters
(bottom part). Both results indicate similar improvements
compared to the fidelity with the ideal QND map from
Eq. (A5). Numbers on fidelities and optimized parameters
for depolarizing noise pdepol. and dephasing noise pdeph. are
further summarized in Table I. The parameters typically
lie around 1% or below, yet the small increase in fidelity
indicates other error mechanisms to be more dominant.

Correlated two-qubit over-rotations.—The erroneous
peaks in the experimentally estimated Choi operators from
Fig. 15 imply that additional rotations should be taken
into account by the agnostic models. Those dominant
error peaks are found originating from correlated rota-
tions between the ancilla and system qubit, as illustratively
labeled in Fig. 21(a). Note that the error terms are restricted
to the qubit level and partial coherences are still present.
Hence, if the system qutrit’s state is |2〉q, no correlated
error is induced on the ancilla qubit. Therefore, correlated

errors are due to faulty entangling RMS gates. A potential
noise model covering correlated rotations in such a way
reads

ρ �→ Enoise(ρ) = UcorrρU†
corr (A14)

with

Ucorr = cos
α

2
1a ⊗1q + i sin

α

2
(Xa ⊗ Xq +1a ⊗ |2〉 〈2|q),

(A15)

where α describes the correlated under- and over-rotations
and relates to the corresponding error probability via
pcorr. = sin(α/2)2. For comparison, a value pcorr. of 0.5
would induce a maximally entangling two-qubit opera-
tion on the ancilla and system qubit. We first test the
model alone followed by combining it with depolarizing
and dephasing noise. The resulting fidelities (top part) at
the optimized model parameters (bottom part) are shown
in the second row of Fig. 20 and clearly overcome those
on the agnostic models denoting correlated rotations to
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FIG. 17. Qutrit process
tomography characterizing
the QND-detection unit for
loss from |0〉q according to
Fig. 16(a). (a) System qutrit’s
Choi operator in elementary
basis {|00〉q , . . . , |22〉q} after
tracing over the ancilla qubit
and various loss probabilities
denoting the effect of the
loss transition transferring
population from |0〉q to |2〉q.
(b) The respective fidelities
with the ideal Choi operators
covering the complete loss
range.

be our leading noise mechanism. The effect of the addi-
tional depolarizing and dephasing noise (bottom right)
leads to slight improvements. The modeled Choi oper-
ator on this combined noise model is plotted for the
no-loss case in Fig. 21(b), showing strong similarities
to the experimental one and underlining good agreement
between the model and experiment. Numbers on fidelities
and optimized parameters for all models are summarized
in Table I.

Correlated and single over-rotations.—Finally, we
combine the action of correlated rotations with single-qubit
rotations on the ancilla and the qutrit and we consider the
coherent error model given by

ρ �→ Enoise(ρ) = R UcorrρU†
corr R†, (A16)

where ρ is the state obtained after the application of the
loss operation U of Eq. (A5) [see also Fig. 8(a) of the main

text], Ucorr is a correlated two-qubit over-rotation defined
in Eq. (A15), and R = RX

a (β)R
X
q (β) with

RX
a (β) = cos(β/2)1a − i sin(β/2)Xa, (A17)

RX
q (β) = cos(β/2)(1q − |2〉 〈2|q)− i sin(β/2)Xq

+ |2〉 〈2|q (A18)

over-rotations with angle β of the ancilla and the qutrit
system that corresponds to the single-qubit flip error rate
psingle = sin(β/2)2. After measurement of the ancilla, the
quantum process arising from the erroneous channel in
Eq. (A16) can be written as

ρ �→ |0〉 〈0|a ⊗ R0(ρq)+ |1〉 〈1|a ⊗ R1(ρq), (A19)

where ρq is the state related to the qutrit only and the pro-
cesses R0 and R1 describe the maps that transform the
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FIG. 18. Qutrit process tomog-
raphy characterizing the QND-
detection unit for loss from
|1〉q according to Fig. 16(a).
(a) System qutrit’s Choi
operator in elementary basis
{|00〉q , . . . , |22〉q} after tracing
over the ancilla qubit and
several different loss proba-
bilities denoting the effect of
the loss transition transferring
population from |1〉q to |2〉q.
(b) The respective fidelities
compared to the ideal Choi
operators covering the complete
loss range.

qutrit state in the case of no-loss detected (ancilla qubit in
|0〉a) and of loss detected (ancilla qubit in |1〉a). The Choi
operators�0 and�1 of maps R0 and R1 can be computed

for all values of the over-rotated angles α and β. In partic-
ular, if we consider small deviations for α and β, �0 and
�1 read at second order

�0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 − α2

4 − β2

2

(−α
4 − i

2

)
β 0

(−α
4 − i

2

)
β 1 − α2

4 − β2

2 0 0 0 i
2β

(−α
4 + i

2

)
β

β2

4 0 β2

4

(−α
4 + i

2

)
β 0 0 0 − 1

4β
2

0 0 0 0 0 0 0 0 0
(−α

4 + i
2

)
β

β2

4 0 β2

4

(−α
4 + i

2

)
β 0 0 0 − 1

4β
2

1 − α2

4 − β2

2

(−α
4 − i

2

)
β 0

(−α
4 − i

2

)
β 1 − α2

4 − β2

2 0 0 0 i
2β

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

− i
2β − 1

4β
2 0 − 1

4β
2 − i

2β 0 0 0 β2

4

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (A20)

030318-21

182 qubit loss protection



ROMAN STRICKER et al. PRX QUANTUM 3, 030318 (2022)

�1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

β2

4
αβ

4 0 αβ

4
β2

4 0 0 0
(
α
4 − i

2

)
β

αβ

4
α2

4 0 α2

4
αβ

4 0 0 0 β2

4 − iα
2

0 0 0 0 0 0 0 0 0
αβ

4
α2

4 0 α2

4
αβ

4 0 0 0 β2

4 − iα
2

β2

4
αβ

4 0 αβ

4
β2

4 0 0 0
(
α
4 − i

2

)
β

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

(
α
4 + i

2

)
β

β2

4 + iα
2 0 β2

4 + iα
2

(
α
4 + i

2

)
β 0 0 0 1 − β2

4

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (A21)

where we have labeled the qutrit basis states in the order |00〉 , |01〉 , |02〉 , . . . , |22〉. In the next section we discuss how to
approximate the channel in Eq. (A19) with Clifford gates.
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FIG. 19. Qutrit process tomog-
raphy on two repeated QND
detections for loss from |0〉q
according to Fig. 16(a). (a)
System qutrit Choi operators
mapping loss repeatedly onto
ancillae a1 and a2 under sev-
eral different loss probabilities.
The processes for which we
trace over both ancillae prior to
reconstruction denote the loss
transition transferring popula-
tion from |0〉q to |2〉q. (b) Fideli-
ties compared to the ideal opera-
tors remain approximately con-
stant along all measured loss
probabilities and show slightly
decreased values compared to
the results on single QND detec-
tion from Fig. 17.
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FIG. 20. Noise-model QND detection. Various noise model describing the experimental limitations on the ancilla-qutrit Choi oper-
ator depicted in Fig. 15. The limitations are best described when combining correlated coherent rotations together with depolarizing
and dephasing noise. Correlated errors clearly dominate as depolarizing and dephasing errors only lead to minor improvements. The
error parameters on the bottom of each plot refer to depolarizing error pdepol., dephasing error pdeph., and correlated error pcorr., the latter
according to Eq. (A15). Lines connect the points for clarity.

Effective Clifford channel.—Before deriving the analyt-
ical expression for the Clifford channel, the forms of Choi
operators �0 and �1 allow us to have a qualitative dis-
cussion on the events that will form the Clifford channel
approximating Eq. (A19). In�0 and�1 we can easily iden-
tify the following events happening to the ancilla-qutrit
system. If the ancilla is in |0〉a, the qutrit state is left
unchanged with probability 1 − α2/4 − β2/2 or it under-
goes an Xq bit-flip error with probability β2/4. When the
ancilla is instead in |1〉a, the qutrit state is left unchanged
in the loss state |2〉 〈2|q with probability 1 − β2/4.

We can also identify the origin of the false-negative and
false-positive events. From �0 we see that the qutrit will

TABLE I. Summary on noise model parameters and results. The parameters and fidelities refer to the best suitable model values
describing the experimental noise from Fig. 20: depolarizing error pdepol., dephasing error pdeph., and correlated error pcorr. according to
Eq. (A15).

Loss Depolarizing Dephasing Correlated Correlated, depol., and deph.

(%) F ideal Fmodel pdepol. Fmodel pdeph. Fmodel pcorr. Fmodel pcorr. pdepol. pdeph.

0 0.906 0.912 0.004 0.915 0.013 0.939 0.045 0.948 0.042 0.012 0.002
2 0.899 0.912 0.009 0.908 0.014 0.916 0.021 0.923 0.045 0.010 0.010
50 0.894 0.905 0.007 0.905 0.018 0.924 0.032 0.934 0.037 0.020 0.007
85 0.854 0.861 0.005 0.863 0.017 0.897 0.054 0.903 0.045 0.010 0.010

be projected on the loss state |2〉 〈2|q with probability β2/4,
while the ancilla will be in the no-loss detected state |0〉a.
This corresponds to a false-negative event whose origin
can be traced back to the single-qubit over-rotation R of
Eq. (A16).

From �1 we see that, when the qutrit is generated in
the computational space by |0〉q and |1〉q, the ancilla will
be found in the loss detected state |1〉a. In particular, the
qutrit will be left unchanged with probability β2/4 and
it will undergo an Xq bit-flip error with probability α2/4.
These events correspond to false-positive events whose
origin can be traced back to the single-qubit over-rotation
R and to the correlated over-rotation Ucorr of Eq. (A16).
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(a) (b)

FIG. 21. Comparison between experimental and noisy-modeled Choi operators. (a) Experimentally estimated map according to
Fig. 15(a) with additionally marked transitions denoting correlated errors describing our leading error mechanism; see Eq. (A15).
(b) Most suitable noisy-modeled Choi operator combining correlated, depolarizing, and dephasing errors.

The previous considerations on the Choi operators �0
and �1 can be made more precise by explicitly comput-
ing the process in Eq. (A19) with the help of Eqs. (A15),
(A17), and (A18) and by retaining only the terms that can
be written in the Kraus form PρP†, where P is a Pauli
operator. In this way, we can approximate the channel in
Eq. (A19) as

ρ �→ paP01ρP†
01 + pbXqρXq + pcXaXqρXqXa

+ pdXaP01ρP†
01Xa + qaXa |2〉 〈2| ρ |2〉 〈2| Xa

+ qb |2〉 〈2| ρ |2〉 〈2| , (A22)

where ρ is the density matrix of the whole ancilla and qutrit
system, P01 = 1 − |2〉 〈2|q is the projector on the computa-
tional space {|0〉q , |1〉q} of the qutrit, and the probabilities
take the form

pa = sin2 α sin4 β + cos2 α cos4 β ∼ 1 − α2/4 − β2/2,
(A23)

pb = sin2 β/4 ∼ β2/4, (A24)

pc = sin2 α cos4 β + cos2 α sin4 β ∼ α2/4, (A25)

pd = sin2 β/4 ∼ β2/4, (A26)

qa = cos2(β/2) ∼ 1 − β2/4, (A27)

qb = sin2(β/2) ∼ β2/4. (A28)

The channel in Eq. (A22) can then be implemented in the
following way.

1. If the ancilla is in |0〉a, we

(a) leave the qutrit state in the computational space
with probability 1 − β2/2 − α2/4;

(b) apply an Xq bit-flip error to the qutrit with
probability β2/4;

(c) apply an Xq bit-flip error to the qutrit and an Xa
bit-flip error to the ancilla with probability α2/4
(corresponding to a false-positive event from
the correlated over-rotation);

(d) leave the qutrit state as it is and flip the ancilla
with probability β2/4 (corresponding to a false-
positive event from the single rotations).

2. If the ancilla is in |1〉a, we

(a) leave the qutrit state in the loss state |2〉q with
probability 1 − β2/4;

(b) flip the ancilla to the no-loss detection state |0〉a
with probability β2/4 (corresponding to a false-
negative from the single rotations).

The comparison between the coherent channel in
Eq. (A16) and the effective Clifford channel previously
described is shown in Fig. 22 and in Fig. 10 of the main
text.

3. Losses in the seven-qubit code

In this section, we discuss the correction from losses for
the seven-qubit color code, in the ideal scenario of perfect
QND loss detection and stabilizer measurements. We also
assume that losses occur on each qubit independently with
loss probability p .

A loss event is correctable if the density matrix of the
losses is fully mixed or, more generally, it does not con-
tain any information on the encoded logical state. With this
criterion, we can then check the loss events that can be cor-
rected. Obviously, the event [happening with probability
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(a) (b)
×10–4

FIG. 22. Comparison between the coherent and incoherent implementations of the faulty QND loss detection unit in the case of
no losses. (a) Logical error rate as a function of the correlated over-rotation rate p1 for the parameter p2 = 0.045 obtained from the
experimental data. (b) Logical error rate as a function of the correlated over-rotation rate p2 for the parameter p1 = 2.47 × 10−4

obtained from the experimental model.

P0 = (1 − p)7] where no loss occurs is correctable. The
events where one loss occurs are also correctable. To show
this, let us consider, for instance, the encoded |0L〉 state

|0L〉 ∼ (1+ S(1)x )(1+ S(2)x )(1+ S(3)x ) |0〉⊗7 , (A29)

where the S(j )x are the stabilizer generators, and let us sup-
pose that the loss affects qubit q1 [see Fig. 8(a) of the main
text]. By introducing the two orthogonal states |χ0〉 =
P(2)x P(3)x |0〉⊗6 and |χ1〉 = X2X3X4P(2)x P(3)x |0〉⊗6 (where
P(j )x = 1+ S(j )x with j = 2, 3 are chosen because the loss
does not belong to S(j )x ), the state |0L〉 can be written
explicitly as

|0L〉 ∼ |01〉 |χ0〉 + |11〉 |χ1〉 . (A30)

As |χ0〉 and |χ1〉 are orthogonal, the reduced density
matrix of the loss q1 obtained by tracing out the six other
qubits will be ρ1 ∼ |01〉 〈01| + |11〉 〈11|, i.e., it will be fully
mixed. Therefore, the events with one loss [happening with
probability P1 = 7p(1 − p)6] can be correctable. A sim-
ilar reasoning applies to all the events where two losses
happen [P2 = 21p2(1 − p)5] and to the events where three
losses that do not form a logical operator happen as
well. The events with three losses that form a logical
operator are instead not correctable. There are precisely
seven such events [corresponding to the logical operators
L = {[1, 2, 5], [1, 3, 6], [1, 4, 7], [2, 3, 7], [4, 3, 5], [5, 6, 7],
[2, 4, 6]} in Fig. 8(a) of the main text]. The last one
([2, 4, 6]) is given by the product of the logical operator act-
ing on all the seven qubits multiplied by all three stabilizer
generators. This implies that the probability to successfully
recover the logical state is P3 = [

(7
3

) − 7]p3(1 − p)4 =
28p3(1 − p)4. In the case of four losses, in seven cases out
of

(7
4

) = 35, the reduced density matrix of the losses does
not depend on the encoded logical state. These cases corre-
spond to the losses happening on the qubits of the stabilizer

generators and their products and are given by

S = {[1, 2, 3, 4], [2, 3, 5, 6], [3, 4, 6, 7], [1, 4, 5, 6],

[1, 2, 6, 7], [2, 4, 5, 7], [1, 3, 5, 7]}. (A31)

This can be shown by considering, for instance, four losses
happening on the stabilizer [1, 2, 3, 4]. A bit of algebra
shows that the logical states |0L〉 and |1L〉 can be written
as

|0L〉 = |G〉 |000〉 + X2X3 |G〉 |110〉 + X3X4 |G〉 |011〉
+ X2X4 |G〉 |101〉 , (A32)

|1L〉 = |G〉 |111〉 + X2X3 |G〉 |001〉 + X3X4 |G〉 |100〉
+ X2X4 |G〉 |010〉 , (A33)

where |G〉 = |0000〉 + |1111〉 is a GHZ state of qubits 1,
2, 3, 4 where the losses happen. Tracing on qubits 5,
6, 7 transforms any logical state |ψL〉 = c0 |0L〉 + c1 |1L〉
into a mixture with equal probabilities of the four states
{|G〉 , X2X3 |G〉 , X3X4 |G〉 , X2X4 |G〉} that is independent
on the coefficients c0 and c1. Finally, no event with five,
six, or seven losses can be corrected. The total probabil-
ity of a successful correction is given by the sum of all
probabilities Pj and reads

psuccess = (1 − p)7 + 7p(1 − p)6 + 21p2(1 − p)5

+ 28p3(1 − p)4 + 7p4(1 − p)3

= 1 − 7p3 + 21p5 − 21p6 + 6p7. (A34)
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6
C O N C L U S I O N & O U T L O O K

The field of quantum information processing is on the upswing, with recently advanced
devices using more quantum information carriers than ever allowing fruitful new computa-
tional capabilities. While these novel capabilities already challenge classical computers [13],
new problems arise as we move towards scalable hardware. Some of those problems have
been explored in this thesis and contribute the ongoing developments, not only for the
trapped-ion device presented here, but for quantum hardware in general.

The topics presented in this thesis follow broadly two different paradigms. The first
is certification of large-scale quantum hardware using classically tractable computation
outcomes (single-setting QST in Ch. 3, classical verification in Ch. 4 and characterizing
quantum instruments in Ch. 5). The second is a means to keep such large quantum devices
functional, even if some of their information carriers get lost due to the unavoidable
influence of environmental noise (qubit loss correction in Ch. 5).

First reported in Ch. 3 is a novel single-setting QST offering significant relief from
the heavy measurement and sampling requirements of existing tomography tools. The
method is practical in many ways, e.g., because it does not require costly changes in
measurement settings and allows efficient sequence compiling—both reducing the overall
time cost of experiments. We combined single-setting QST with classical shadows data
analysis [168] and demonstrated state reconstruction at the minimum dimension of the
N-qubit density matrix (2N × 2N). This single-setting QST based on classical shadows can
furthermore predict arbitrary polynomial function properties of the density matrix only
from the subset of qubits on which the operators act on. Avoiding the full density matrix
reconstruction makes it orders of magnitudes faster than existing methods. The larger
the overall system becomes in terms of the analyzed subsets, the more improvements can
be observed over existing characterization tools. Further project extensions could focus
on more rigorous entanglement studies covering, e.g., higher-order Rényi-entropies [48].
Another promising research direction is state-dependent convergence behaviour in view of
differently orientated measurement sets. This holds the potential to speed-up applications
like VQE [37, 169] that rely on the simultaneous prediction of multiple observables [163] by
orders of magnitude. From a technical point of view, there is a need to speed up the camera
readout to improve the detection of qudits, since a long pause (compared to the time
for gate operations) between detections currently leaves the system prone to amplitude
damping.

Moving away from rigorous device testing towards cryptographically-secure cerification
methods, Ch. 4 presented the first experimental verification of a quantum computation
by purely classical means [63]. We tested this novel verification technique in view of the
capabilities of current NISQ-hardware and drew attention to the significant operational
overhead required for the fully secure procedure. Yet even the proof-of-principle case
presented pushed the limits of current devices. As such, we slightly amended the original
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proposal in favor of a feasible protocol incorporating eight qubits to verify one [54]. This
protocol, however, can be straightforwardly scaled up towards larger systems. The next
bigger implementation targets the verification of a two-qubit operation requiring twice
as many qubits. For a fully secure implementation, the protocol required hundreds of
extra qubits for each one to verify and demands orders of magnitude lower noise rates
than currently available. In order to offer secure options for devices in the near future, the
theoretical concepts of classical verification must be refined to either reduce the operational
overhead of auxiliary information carriers or increase their tolerable noise levels.

In-depth system characterizations underpin that quantum systems remain prone to errors
due to unwanted environmental interactions. At the same time, advanced quantum tasks
often use additional levels beyond the computational subspace to store more information
than the qubit or to simplify circuit implementations. The use of larger dimensions, however,
bears the risk of leakage errors to beyond the computational subspace. Yet, leakage errors
are mostly ignored by today’s QEC applications, focusing on errors that change the logical
state. Along those lines, we demonstrated the first detection and correction of qubit loss
in real-time in Ch. 5. Crucially, we built qubit loss correction into the surface code [79] to
in principle allow for computational errors on top of losses and to keep the operational
overhead for their combined correction as low as possible. While our demonstrations
target the smallest surface code fragment, our experiments cover all the necessary steps for
loss correction that are readily applicable to larger surface codes [72, 209]. In a follow-up
work, a fault-tolerant implementation in the presence of computational errors could be
demonstrated—a fundamental next step towards realistic QEC.

Inspired by the semi-classical algorithm structure of the QND loss detection unit featuring
in-sequence measurement and classical feed-forward, we presented a suitable characteriza-
tion toolbox based on quantum instrument tomography [129] at the end of Ch. 5. In doing
so, we moved away from existing characterization methods that limit dynamics to unitary
evolution. Beyond loss correction, non-unitary evolution complies with the needs of many
novel quantum algorithms [122–128]. Our instrument tomography framework enables the
identification of erroneous features that go unnoticed by standard analysis tools, but are
critical for high-precision and future fault-tolerant QEC applications. The results provide
detailed information about deviations from unitary processes and emphasize the need
for careful characterization of quantum computing building blocks—independent of the
platform. Using this detailed error information, we were able to numerically investigate the
effects of experimental failures on QEC performance, using our loss detection instrument
as a building block in QEC protocols. These simulations also provided the parameter
regimes for simultaneous qubit loss and computational error correction in the context of a
state-of-the-art QEC code—information that is paramount for realizing fault-tolerance.

To finally demonstrate quantum advantage, we need new setup designs that can control
hundreds of qubits and reduce error-rates by at least an order of magnitude compared to
existing devices. These technological improvements require the support of extensive device
testing to determine system limitations and ultimately verify their computational outcomes
in a cryptographically-secure way, which we have supported with the work presented
here. Since the influence of noise remains present on large-scale devices and the types of
errors are more general than just computational ones, loss detection and correction must
furthermore become a standard building block in QEC protocols.
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