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A B S T R A C T

Computers have revolutionized modern society and have provided us with immense calculating power.
In recent decades, a new revolution in computing technology has begun to develop, in which the
classically inexplicable properties of quantum physics are utilized to speed up certain computations. A
prominent example of such a computational speed-up is Shor’s algorithm for factorization, in which
factorizing large prime numbers could take several minutes on a quantum computer, compared with
thousands of years on a classical one.

The fundamental unit of information in quantum computation is a qubit, the quantum analog of
a classical computer’s bit. Ions stored in radio-frequency traps are a promising platform for storing
and manipulating qubit information. In order for quantum computation to outperform its classical
counterpart in certain algorithms, thousands of qubits will be required. As the field of trapped-ion
quantum computation is still in its infancy, reaching such numbers of qubits is still a technological
challenge.

This work documents the design and experimental use of a trapped ion quantum computer based
on a cryogenic segmented surface ion trap, capable of trapping 40Ca+and 88Sr+ions. The apparatus
is designed to demonstrate the prospects of scaling up the number of usable qubits. Three distinct
projects are presented in this thesis.

Firstly, we investigate a property of radio-frequency traps known as RF heating, an adverse coupling
between ions and the RF field required to operate the trap. This coupling perturbs an ion’s motion and
renders them useless for quantum computation. We present a conceptual and theoretical background
of RF heating, perform ion-motion simulations and experimentally confirm our findings. Secondly, we
investigate transport operations of trapped ions. As ion-based quantum computers are envisioned to
have dedicated regions in the trap for various tasks (such as qubit manipulation, ion-ion coupling,
storage, cooling, and loading), traps are designed to be able to move ions from region to region. We
describe and experimentally realize techniques to perform and optimize several types of transport
operations. Lastly, we extend the current toolbox of quantum computation by introducing a method of
qubit control that combines elements of classical and quantum computation: we apply irreversible
boolean operations to a quantum system. Such techniques could simplify quantum error correction
protocols.
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1I N T R O D U C T I O N

The development of the field of quantum physics over the past decades has been so astounding that it
has become one of the greatest clichés for Ph.D. theses with the word ‘quantum’ in the title to start the
introduction with some permutation of that statement. This thesis is no exception: The past decades
have seen an unbelievable growth in the study and application of quantum properties of well-controlled
systems [1], which less than a century ago was deemed to be impossible to experimentally reach and
manipulate (Erwin Schrödinger compared working with individual quanta to raising “Ichthyosauria
in a zoo” [2]). Quantum mechanics, the study of light and matter at the atomic scale, provides theories
to help us understand microscopic systems, but has applications in the macroscopic ‘classical’ world [3],
and therefore attracts great interest from the scientific community.

One of the many envisioned applications of quantum mechanics is its inclusion in the field of
computation [4]. It is hard to overstate the power and capabilities of computers, both for research and
public use. Computers open up a world of possibilities and applications, ranging from solving complex
non-linear equations, to encrypting and decrypting data, to transmitting cat videos. Such applications
are only limited by computational resources such as the available memory, processing speed, and
energy supply. These finite resources make certain tasks a near impossibility with conventional classical
computational techniques [5].

Fortunately, there are motivated minds that look for alternate routes around those conventional
techniques. Richard Feynman is one example of such a mind: he discussed the prospect of using
computers to simulate quantum dynamics of collections of interacting particles [6]. The limitation
lies in the fact that a collection of N quantum particles can exist in any combination of 2N different
states. Simulating the full dynamics of such a system, including possible sources of external noise,
could require solving a system of up to 2N coupled equations. Storing information about a system
containing N > 130 particles would already require more bits than there are particles in the universe
— and we’d have to find whole other universes worth of particles to do any kind of calculation with
all of that information. Feynman therefore proposed that for a device to realistically handle such a
simulation, “let the computer itself be built of quantum mechanical elements which obey quantum
mechanical laws” [6]. In such a simulation, known as analog quantum computation (QC), a system of
particles with controllable quantum states and interactions are used to mimic, thus simulate, those
properties of another less-controllable system [7, 8]. Feynman’s ideas were seminal, but at the time
(1981), purely theoretical. It would take a few more decades before such simulators made their way
from textbooks to laboratories.

In the meantime, another branch of quantum computers was founding its roots: digital QC [9]. This
type of computation, compared with analog QC, is fundamentally more similar to classical computation
in that it operates through logical operations applied sequentially to binary encoded information
carriers. In contrast, however, quantum physics opens up a new paradigm of information processing,
by allowing information carriers to make use of properties of quantum mechanics that do not have a
classical analog: superposition and entanglement. Harnessing the quantum analogue of bits, qubits,
allows us to perform specific computation tasks on timescales notably shorter than required of classical
computers.

The go-to example of a task whose computational cost is greatly reduced by the inclusion of
quantum mechanics is Shor’s algorithm for prime factorization [10]. Prime factorization of large
numbers is notoriously time-consuming for classical computers, which is one of its integral features in
the scope of data encryption: Decryption of such data requires the near-impossible task of factorizing
large numbers. Running Shor’s algorithm on a quantum computer, (specifically a subroutine known
as period-finding), however, has the potential to lower the computational time required for this task,
benefiting from polynomial scaling of number of required operations per number of digits of the
number to be factorized, compared to an exponential scaling for the best known classical algorithm
[11].
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2 introduction

In the past decade, tremendous progress has been made in demonstrating Shor’s algorithm on
quantum computers [12–14]. However, it is worth keeping perspective: such implementations have
been able to determine the prime factors of numbers as large as 21 [13, 14], a value that classical
computers have little difficulty working with1. That statement is not intended to downplay these
achievements, but to emphasize the immense complexity in controlling a quantum system well enough
to perform calculations that aim to one day compete with classical computers. We are now in the
infancy of a new era of information technology, and are overcoming challenges and obstacles to
work towards a regime where digital quantum computers undeniably outperform their classical
counterparts. To reach this goal, there exist many promising platforms of quantum computers, such as
solid-state superconductors [15], photonics [16], neutral atoms [17], implanted defects in solid-state
crystals [18], and trapped ions. This thesis explores the prospects of using trapped ions as qubits for
quantum computation [19].

Trapped ions have several properties that make them promising candidates to host qubits: they
have long-lived electronic levels that can be used to encode the qubit, which can be manipulated
using optical or microwave fields [20]. Other electronic levels have short-lived transitions, ideal for
rapid readout of the qubit state. Ions, being charged particles, can be isolated from the surrounding
environment through the use of dynamic electric fields [21]. This separation from the environment is
crucial, because it is a source of uncontrolled perturbation of the qubit state. Another advantage of
ions being charged, is that their mutual Coulomb interaction couples their motion, which provides a
mechanism to exchange information and enable qubit entanglement.

One example of a device that produces the required dynamic electric fields to confine ions is
known as a Paul trap [22], and comes in many shapes and sizes [23]. For the purpose of trapped-ion
based quantum computation, Paul traps are generally a three-dimensional configuration of electrodes
designed to stably confine ions along one dimension. Ions, separated by Coulomb repulsion, form a
chain, referred to as an ion string. Laser beams can be focused down to manipulate the quantum state
of each ion individually, all ions collectively, or some combination.

Using that concept of trapped-ion qubit manipulation, decrypting RSA-encrypted data, which
involves factorizing numbers that are hundreds of digits, requires stably trapping some thousands —if
not tens of thousands— of ions along a chain, probing them with a series of well-timed, well-aimed
laser pulses, and reading out their final states. This is, of course, a drastic understatement of the
complexity involved, as attested by the latest attempts to factorize the number 21 on a quantum
computer. Many challenges stand in the way of building a quantum computer that competes with
classical ones, most of which are related to reducing sources of noise that perturb the qubits’ state. As
the number of qubits and qubit operations in a quantum computer increases, so too does the error
induced by these sources of noise.

One of the major envisioned obstacles in scaling up the number of usable qubits is that the single
trapping potential that is produced by a traditional three-dimensional Paul trap is going to be
overcrowded with ions. It becomes more challenging to keep ions in their crystalline structure along
a single chain, and the increased density of motional modes in frequency space limit the success
and speed of entangling operations. A proposed path towards scaling up the number of qubits
for trapped-ion quantum computation is to use ion traps that contain multiple separated trapping
regions, each containing a manageable amount of trapped ions. In 2002, Kielpinski et al. [24] proposed
an array-like ion trap architecture, in which electrodes that carry the voltages required to produce
ion-trapping potentials are confined to a two-dimensional surface. Such a Paul trap, which resembles
the array-like layout of a charge-coupled device (CCD) chip, hosts numerous trapping regions with
dedicated tasks, such as memory storage, qubit interaction, and state readout. This type of segmented
surface trap chip, known as the Quantum Charge-Coupled Device (QCCD) architecture2, remains one
of the prominent visions of what scalable trapped-ion quantum information processing (QIP) will
resemble [25–27].

Within the vision of the QCCD architecture, the aim is for an ion trap to produce a potential landscape
in which separated trapping locations each form a quantum register and can be independently
manipulated through varying electrode voltages. Independent control of ion registers requires that

1 An exhaustive brute-force search on a cheap classical computer takes less than a millisecond to find 21 = 7 × 3.
2 Note 1 in Appendix e
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the separation between a register and an electrode is at most on the same order of magnitude as
the separation between registers. This requires ions to be placed relatively close to trap electrodes,
compared to most three-dimensional ion traps that have only one trapping region. Herein lies one of
the prominent difficulties in surface trap-based quantum computation: electric field noise emanating
from nearby surfaces adds thermal energy to ions, which negatively correlates with the success of
many quantum operations [28]. The rate at which ions gain motional energy, the heating rate, due to
surface electric field noise scales very unfavorably with the distance between ions and surfaces, more
than an inverse-cubic scaling [29]. The design and fabrication of suitable surface trap architectures that
minimize the influence of surface-induced electric field noise (along with a host of other obstacles) is
an ongoing field of research in the ion-trap community [30–38].

An increase in ions’ motional energy can be combated by laser-cooling techniques. Such techniques
cannot be directly applied during computation sequences, since the access to the ions’ electronic levels
required for cooling disturbs the qubit state. One can bypass this restriction by introducing a second
ion species into the register, which does not take part in computation and can be freely laser-cooled
without affecting the qubits. Coulomb interaction couples the motion of qubits to that of the coolant
species, thus remain cooled, a process known as sympathetic cooling [39–42].

Another method of maintaining a low motional energy of trapped ions is by cooling down the
trap surface, which reduces the electric field noise emanating from it [43]. For this reason, surface
traps are often operated at cryogenic temperatures. Cryogenic environments come with the additional
benefit that they improve the vacuum pressure by orders of magnitude compared to room temperature
setups [44], reducing the chance that particles in the background gas interfere with experiments by
colliding with ions. Improved vacuum due to cryo-pumping reduces the amount of time required to
bring a vacuum chamber down to acceptable pressures after installing a trap. It can take months after
installing a trap into a room-temperature setup before it is ready for ion-trapping, whereas cryogenic
setups could potentially be ready for loading ions within a day. Since the performance of surface traps,
especially those with novel designs, is to-date often unpredictable, having a short turn-around time
for switching out traps is beneficial.

When used for quantum computation, cryostats, ion traps, and experimental hardware are designed
to minimize errors that undesirably influence a qubit’s state. Despite the incredible technological
achievements in such designs, qubits can never be perfectly protected from sources of noise. To
ensure QC can still function in the presence of sources of error, quantum error correction (QEC) is a
requirement [11]. QEC is, as the name suggests, the quantum variant of error correction schemes used
in information theory to protect data from errors. The current technological status of trapped-ion
quantum computation is at the point that errors induced by proposed correction algorithms [45–48]
outweigh the ability of those algorithms to fix errors. Fault-tolerant QC requires both technological
improvements to reduce sources of error, and improved error correction algorithms to combat those
that remain [49–51].

Research in the field of scalable quantum information processing is tasked with implementing techno-
logical improvements and QEC protocols, to enable an increase of the number of trapped ion qubits
from tens to hundreds to thousands, while avoiding and/or correcting errors. Many challenges must
be dealt with, ranging from operating in cryogenic environments, to trap design and fabrication, to
scaling of experimental hardware, to suppressing influence from noisy environments. This thesis
documents a contribution to a vast field aiming to scale up the current paradigm of digital quantum
computation with trapped ion qubits.

The work in this thesis details the design, development, and use of a cryogenic surface ion trap, designed for
mixed-species operation, with the ultimate goal of advancing the field of scalable quantum information processing.

The thesis is structured as follows3: Chapter 1 recursively introduces the layout of the rest of this
thesis. Chapter 2 gives a generalized overview of how ions are trapped and used as qubits for quantum
computation. The core concepts of ion traps and their confining potentials are introduced, and a
description of the motion of ions within such potentials is given. We describe how laser-ion interaction
is used to manipulate an ion’s electronic state, how this type of interaction is practically used to control

3 Note 2 in Appendix e
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qubits, and how they are used within experimental sequences. Finally, experimental techniques that
characterize qubits and the properties of surface traps are discussed.

Chapter 3 gives an overview of the experimental setup, introducing the cryogenic apparatus, the
laser setup, the control software, and the surface traps designed and used throughout the course of
this thesis. Experimental characterization of the performance of the most recent iteration of surface
traps in our setup are presented.

Chapter 4 discusses numerical simulations and experimental results of a phenomenon unique to Paul
traps that causes trapped ions to gain energy in specific regimes of ionic motion. This phenomenon,
known as RF heating, can make ion motion chaotic and unpredictable, and regularly disrupts trapped
ion experiments. Such disruptions are increasingly detrimental as the number of qubit registers
increases. A solid understanding and effective strategies to manage the adverse effects of RF heating
are therefore imperative for scalable quantum computation. The chapter investigates the physical
origin of RF heating, and makes sense of the underlying chaos to produce accessible and generalized
models that predict energy change rates of ions. Suggestions on recooling strategies are made, based
on numerical simulations, which are experimentally verified.

Chapter 5 focuses on one of the most distinguishing features that makes segmented surface traps a
good candidate for scalable QC: the ability to physically transport trapped ions during computional
sequences. The main strategies for shuttling ions and splitting ion chains are discussed. Furthermore,
experimental results of an ion reordering operation, ion crystal rotations, are shown, including the
calibration routines required to realize them.

In Chapter 6, we explore a novel approach to qubit control, which extends the the current toolbox of
quantum operations used within QC. The methods operate in a regime where quantum and classical
control of qubits is combined, allowing for controlled non-unitary qubit operations. We discuss the
engineering of a gate applied to trapped ions that generates state transfer only to specifically chosen
initial states. In stark contrast with traditional QC gates, this state transfer is uni-directional, enabled
by the dissipative process of sympathetic cooling. The primary envisioned application for this process,
for which we have coined the term dissipation through engineered resonance, is in QEC, where it aims to
circumvent the complications involved in non-destructive readout of error syndromes with a single
non-unitary correction operation. Although a full implementation of this tool for QEC is technically
challenging, we demonstrate the viability of the methods, through a proof-of-principle investigation
using another less demanding type of non-unitary operation: we apply the tools of dissipation through
engineered resonance to produce classical boolean logic gates on a quantum system.



2T R A P P E D I O N S F O R Q UA N T U M C O M P U TAT I O N

It has been written for the technologist, and is not addressed in any sense to the pure mathematician, for whom I
am not qualified to write. [...] Although, by virtue of necessity, the technologist may occasionally deviate from
the narrow path followed rigorously by the pure mathematician, it must not be forgotten that the consequences of
such deviation may be practical results of considerable benefit to the community at large.

— N.W. McLachlan, Theory and Application of Mathieu Functions

This section gives an overview of how trapped ions are used as qubits for quantum computation. In
Section 2.1, we discuss how Paul traps confine ions in stable positions, while isolating them from the
surrounding environment. Section 2.2 covers how the electronic states of trapped ions encode qubits,
and how qubit states are manipulated and read out using electromagnetic fields. Finally, in Section 2.3,
we discuss typical methods of characterizing performance specifications of trapped ions for use in
quantum computation.

2.1 ion trapping

Ions are charged particles, and therefore experience a force in the presence of an electric field. Paul
traps [22], also known as radio-frequency (RF) traps, use a combination of static and oscillating electric
fields to control and confine the position of ions, outlined below.

In this section, we start with a general overview of how electric fields can generate confining
potentials for charged particles. Then, a common trap design, the macroscopic linear Paul trap,
is introduced. Such a trap can store a linear chain of ions, an ideal configuration when used as
individually addressable qubits. However, a macroscopic linear trap is not considered to be a scalable
solution for ion-based quantum computation. We thus introduce another trap design as a promising
candidate for scalable quantum computation, the planar segmented trap.

2.1.1 RF trap overview

In order to confine a charged particle at some point in space, one would desire to generate a static
(DC) field that produces confinement in all three dimensions around that point. One of the most
straightforward smooth confining potentials is a static harmonic potential, which corresponds to form

VDC =
1
2

(
αxr2

x + αyr2
y + αzr2

z

)
(2.1)

for positions rk in an arbitrary orthogonal basis k ∈ {x, y, z}. Confinement in all dimensions is achieved
when the field curvatures αk are positive for all k. Unfortunately, Maxwell’s equations prohibit this,
since ∇2VDC = 0 requires that ∑k αk = 0. Therefore, at least one of the values of αk must be negative,
and thus at least one axis will be anti-confining.

A Paul trap gets around this limitation by introducing, in addition to VDC, a radio-frequency (RF)
field, with potential VRF. If this potential is harmonic in the same orthogonal basis as VDC, and centered
around the same position, this RF field can be expressed as

VRF =
1
2

(
βxr2

x + βyr2
y + βzr2

z

)
cos(ΩRFt) (2.2)

with time t, and field curvatures βk oscillating at a frequency ΩRF.

5
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A single charged particle, with charge q, mass m, and at position r⃗ = {rx, ry, rz}, experiences a force
F⃗ due to the combined potential VTot = VDC + VRF, given by F⃗ = −q∇VTot. The equations of motion,
F⃗ = m d2⃗r

dt2 , are separable in each dimension, and are given by

d2rk
dt2 =

q
m

(αk + βk cos(ΩRFt)) rk. (2.3)

This equation can be written as

d2rk
dχ2 + [ak − 2q cos(2χ)] rk = 0, (2.4)

using the substitutions t = 2χ/ΩRF, and

ak =
4qαk

mΩ2
RF

, qk =
2qβk

mΩ2
RF

. (2.5)

Equation 2.4 is known as the Mathieu equation, with ak and qk aptly named Mathieu a and
q parameters1. Specific combinations of the a and q parameters lead to solutions of the Mathieu
equations where the particle’s motion is bounded [52] and are considered stable. Stable solutions
can be analytically expressed as an infinite sum of trigonometric functions, whose coefficients are
determined by infinitely continued fractions [53–55]. Ion traps are generally operated in a regime
where ak ≪ qk ≪ 1, where luckily the infinite sums of infinite fractions can, by approximation, be
truncated to a more intuitive equation of motion2:

rk ≈ r(0)k cos(ωkt)
(

1 +
qk
2

cos(ΩRFt)
)

. (2.6)

Here, r(0)k is an amplitude that depends on initial conditions, and ωk is a frequency whose exact value
also requires a continued fraction to calculate exactly3. The same ak and qk restriction as before allows
us to approximate ωk as [55]

ωk ≈
ΩRF

2

√
ak +

q2
k

2
. (2.7)

For sufficiently small a and q parameters, we have that ωk ≪ ΩRF. It is thus apparent that the motion
described by Eq. 2.6 has two distinct timescales: The motion corresponding to the frequency ωk is
known as secular motion, and the motion at ΩRF is known as micromotion. This spectral separation (and
the fact that in typical ion-trapping operation the micromotion amplitude is smaller than that of the
secular motion), one can simplify an ion’s motion by neglecting the higher-frequency micromotion.
This is a useful simplification, because then the motion of an ion trapped in an RF trap can be seen
as harmonic oscillator, with oscillation frequency ωk. We will see in Section 2.2.6 that this harmonic
motion plays a fundamental role in qubit manipulation. On the other hand, we will see in Chapter 4

that the simplification of neglecting micromotion is not always justified.
Starting from the assumption that a trapped ion has only harmonic motion, rk = r(0)k cos(ωkt), we

can derive an effective static potential ṼTot that would describe that motion4. Once again using the
equations of motion, −q∇ṼTot = m ¨⃗r, with r̈k = −ω2

k rk, we find

ṼTot = ∑
k

1
2

mω2
k

q
r2

k . (2.8)

1 Note 3 in Appendix e
2 Note 4 in Appendix e
3 Note 5 in Appendix e
4 Note 6 in Appendix e
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ṼTot can be written as the sum of the DC potential VDC and an effective, time-independent potential
ṼRF:

VDC + ṼRF = ∑
k

1
2

mω2
k

q
r2

k . (2.9)

Substituting ωk with Eq. 2.7 and Eq. 2.5, and substituting VDC with Eq. 2.1, yields

ṼRF =
q

4mΩ2
RF

∑
k

β2
kr2

k . (2.10)

For a final substitution, we define the amplitude of the RF potential to be V0,RF ≡ 1/2 ∑k βkr2
k , which

has the property

|∇V0,RF| =
√

∑
k

β2
kr2

k , (2.11)

thus giving

ṼRF =
q

4mΩ2
RF

|∇V0,RF|2 (2.12)

which is known as the pseudopotential approximation [56]. This approximation allows us to view the
total trapping field as if it were a static harmonic potential, capable of confining trapped particles in
all three dimension. The pseudopotential approximation simplifies the analysis of ion positions and
their motional modes.

2.1.2 Linear Paul trap

Now that we have introduced the potentials that are used to confine ions, we can get creative with how
to arrange electrodes to produce those potentials. There exist an abundance of variations of electrode
configurations that produce confining potentials for charged particles [23], many of which have been
realized in practice. However, when the goal is to utilize multiple trapped ions as qubits for quantum
computation, a prevailing trap geometry is a linear trap. The design of a linear trap is such that there
exists one axis that is free of any RF potential gradient. Referring to Eq. 2.2, this corresponds to one
of the values of βk being zero. We will choose βz = 0, without loss of generality, which then sets the
restriction that βx = −βy. The z-axis is free of RF, and is known as the RF-null. It is desirable to keep
ions close to the RF-null, since along this region the RF field is at a minimum, and thus is the place
where ions experience the least amount of micromotion. A collection of ions, to be used as qubits,
can be stored in a chain along the RF-null, remaining separated from each other due to their mutual
Coulomb interaction.

Producing an RF field with the potential curvatures βx = −βy and βz = 0 can be achieved by placing
four hyperbolic electrodes symmetrically around rx = ry = 0 as shown in Figure 2.1(a), and extending
those electrodes infinitely along the z-axis. Applying an RF voltage to two opposing electrodes
produces the desired potential. In practice, designing perfectly hyperbolic electrodes that extend
to infinity in all dimensions is impractical. Instead, it is only required to produce an approximate
harmonic potential locally around the RF-null, where ions are stored. Simplified electrode structures,
such as rods or blades, are therefore commonly used, depicted by the dashed lines in Figure 2.1(a).
Since the deviation in an ion’s position from the RF-null is, in regular operation, much smaller than
the ion-electrode separation, higher order terms of the potential are negligible, and the field around
the ions can be assumed to be harmonic. The electrodes extend far enough along the z-axis to ensure
that βz is negligible for the extent of the chain of ions. Specific design of the RF electrodes is based on
machinability and required optical access to the trap center.

We have so far covered confinement of ions in two out of three dimensions, the radial directions. To
confine ions along the z-axis, the axial direction, electrodes with a static voltage are placed at opposing
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VRF

0

RF RF

GND

GND

RF

GND

DC

DCRadial blades

Endcaps
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x
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z

Figure 2.1: Overview of linear Paul trap geometry (a) An applied voltage on one of two pairs of hyperbolic
electrodes produces a harmonic saddle-potential, indicated by the contour lines. This potential becomes
effectively confining when an oscillating voltage (RF) is applied. In reality, electrodes are not hyperbolic
in shape, but more blade-like, as indicated by the dashed lines. (b) A positive voltage on endcaps
placed on opposing ends of the z-axis provides axial confinement.

ends of the trap, symmetrically around the z-axis. These electrodes, shown in Figure 2.1(b), are known
as end-caps. This type of trap configuration is known as a 3D linear Paul trap. A positive end-cap
voltage produces a positive axial curvature αz. Noting that the sum of the potential curvatures is zero,
∑k αk, and that by symmetry the radial curvatures are equal, we find that the radial curvatures due to
the DC voltage on the endcaps are negative, given by αx = αy = −αz/2. One must therefore ensure
that the radial confinement produced by the RF electrodes outweighs the anti-confinement of the DC
electrodes. This requirement is often met by default, since the axial confinement is intended to be the
weakest, such that multiple ions preferentially align themselves along this direction.

We denote the distance between the trap center and one of the end-caps as Z0 and the distance
between the trap center and one of the RF electrodes as R0. We can solve for the field curvatures αk
when a voltage vDC is applied to the trap’s end-caps, by combining the equation for the static harmonic
potential (Eq. 2.1), the restriction αx = αy = −αz/2, and the boundary conditions that VDC = vDC at
r⃗ = (0, 0, Z0), and VDC = 0 at r⃗ = (R0, 0, 0). The curvatures are then calculated5 to be

αz = −2αx = −2αy =
4vDC

R2
0 + 2Z2

0
. (2.13)

Similarly, applying an RF voltage with amplitude vRF to the RF electrodes, with the conditions
VRF = vRF cos(ΩRFt) at r⃗ = (R0, 0, 0) and VRF = 0 at r⃗ = (0, R0, 0) and βx = −βy, and βz = 0, we find

βx = −βy =
vRF

R2
0

. (2.14)

We express the RF pseudopotential as a sum of effective potential curvatures, V̂RF = 1/2 ∑k β̂kr2
k . Using

the definition of the pseudopotential V̂RF in Eqs. 2.11 and 2.12, the effective curvatures are derived to
be

β̂z = 0, β̂x = β̂y =
2qv2

RF
mΩ2

RFR4
0

. (2.15)

The choice of electrode placement and voltages described above results in potentials that produce
identical radial secular frequencies, ωx = ωy. For reliable operation of ions as qubits, this type of
degeneracy is undesirable6, and can be lifted with a bias potential Vb, introduced by applying a bias

5 Often an additional scaling factor, a so-called geometric factor, is introduced to account for the non-hyberbolic shape of the
electrodes.

6 In particular, Doppler cooling (see Section 2.2.8) becomes inefficient, and state manipulation through motional modes (see
Section 2.2.6) becomes unreliable.
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DC voltage vb to the two opposing blades that do not carry an RF voltage. Similar analysis as above
reveals that this bias voltage produces potential curvatures of ±2vb/R2

0 in the two radial directions.
The full potential, using the pseudopotential approximation, is given by:

VTot = VDC + VRF + Vb (2.16)

with

VDC =
vDC

R2
0 + 2Z2

0
(2r2

z − r2
x − r2

y)

VRF =
qv2

RF
mΩ2

RFR4
0
(r2

x + r2
y)

Vb =
vb

R2
0
(r2

y − r2
x) (2.17)

2.1.3 Segmented surface traps

The previous section has introduced a general trap architecture which produces potentials that confine
ions in all three dimensions. For use in quantum computation, potentials are set such that multiple
co-trapped ions align themselves in a chain along the RF-null, separated by Coulomb repulsion. We
continue the discussion of ion positions and their motional modes in Section 2.1.4, and then how
trapped ions are used as qubits in Section 2.2. However, while on the topic of trap geometry, and
having introduced the basics of linear trap potentials, we take a small detour to discuss why and how
one would migrate from a blade trap architecture, such as the one discussed in the previous section,
towards what is considered a more scalable trapping solution, the linear segmented surface trap.

The problem of scalability boils down to increasing the number of trapped ions to be used as qubits.
The macroscopic linear trap described in the previous section creates a single trapping region, in
which ions are stored in a chain along the RF-null. Tens of ions can be confined in such a region,
but such a trap is hard-pressed to introduce more ions while maintaining a stable linear chain [57],
in which a one-dimensional chain buckles into a second axis. Keeping a linear chain at higher ion
numbers requires either a higher radial confinement or a lower axial confinement, and both options
come with technical complications. Motional modes (discussed in the following section) grow with ion
number leading to so-called spectral mode crowding. Since shared modes form the basis for ion-ion
communication, it is important that they remain spectrally well-separated.

One solution is to split up the trap geometry such that multiple separate trapping regions are
formed [58, 59]. A small number of ions, typically single digits, can then occupy each trapping site.
Such segmentation involves subdividing the non-RF-carrying blades into electrically isolated sections.
Each section is an electrode whose voltage can be controlled independently. Applying appropriate
voltages to a set of such electrodes produces multiple minima in the potential along the RF-null, with
each minimum a region where ions are trapped. Electrode voltages can be independently adjusted
to precisely control the trapping potential around each ion chain. They can be changed over time,
allowing the physical positions of ion chains to be manipulated, giving rise to ion transport operations,
the topic of Section 5.

Another step towards scalability lies in the ability to utilize not just a single one-dimensional
RF-null as a channel to store ions, but to create an interconnected network of such channels [60–62].
Implementing such a network into a three-dimensional blade trap is technically challenging and poses
limits in optical access. Instead, a two-dimensional trap, known as a surface trap, can be used, which
hosts an interconnected set of rails that serve as channels over which ions can be transported. This
concept follows the Quantum Charge-Coupled Device (QCCD) proposal [24].

Just as with macroscopic blade traps, a multitude of surface trap architectures exist. A commonly
used design is shown schematically in Figure 2.2(a). It’s functionality can be intuitively understood
when viewing its electrodes as projections (with a bit of imagination) from the 3D design discussed in
the previous section. Two rails carry RF voltage, and produce the radial pseudopotential, shown in
Figure 2.2(b). The rest of the surface is segmented such that a supply of DC voltages can be applied
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to produce an axial ‘end-cap-like’ confinement. In the example in Figure 2.2(a), this corresponds to
applying a positive voltage on the corner electrodes.

RFRF DCDC DC

DC
RFRF DCDC DC

(a) (b)

x

Figure 2.2: (a) Example layout of a linear surface trap, which can be seen as a projection from the linear blade
trap. Similar to the 3D blade trap, a surface trap produces a saddle potential, marked by a cross in the
contour plot in (b).

The larger number of DC electrodes in a surface trap compared the non-segmented 3D trap
introduces more degrees of freedom in producing a potential VDC around the trapping region(s). It is
therefore not as straightforward to produce trapping potentials similar to those as discussed earlier
for the 3D trap. Our method of determining electrode voltages that produce the desired potentials
is covered in Section 2.3, which also discusses characterization of surface traps. First, however, we
discuss what “desired potentials” means, in terms of the motion of ions.

2.1.4 Ions in a linear Paul trap - positions and modes

In this section, we give an overview of ions positions and their secular motion in a linear trap. For this
analysis, the pseudopotential approximation is used, and it is assumed that ions have low enough
kinetic energy that their average displacement is much smaller than the mean distance between ions,
such that they form a chain.

The total potential energy Epot of a trapped ion crystal is given by the sum of the trap’s potential
energy Etrap and the interaction energy of the ions ECoul,

Epot = Etrap + ECoul (2.18)

The Coulomb energy for N ions of charge qi and position r⃗(i) is

ECoul =
1

4πϵ0

N

∑
i

∑
j>i

qiqj∣∣⃗r(j) − r⃗(i)
∣∣ . (2.19)

with ϵ0 the vacuum permittivity, and i and j indices of the N ions.
The total potential energy in the trap is the sum of the potential energies of each ion, Etrap =

∑i qiVTot (⃗r(i)). The potential is given by the sum of the DC potential VDC and the RF pseudopotential
VRF, where we from here on omit the tilde notation that previously distinguished the pseudopotential
from the time-dependent RF potential. Before it was assumed that both the RF and DC potentials
had only quadratic contributions, both with principal axes in the same {x, y, z} basis. Now, for
completeness, we include the possibility that principal axes don’t necessarily follow this basis, and
that the potential minimum is not centered around zero (i.e., there exists a linear component to the
field potential).

A notationally convenient way to express harmonic potentials is with the 3 × 3 curvature matrices,
Φ(i)

RF and ΦDC, which are the Hessian of the potentials VRF and VDC. The Hessian of the RF pseudopo-
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tential is indexed (i), since its value is dependent on the mass mi and charge qi of ion i. The potential
VE, originating from an undesired homogeneous electric field, can be expressed by its electric field
vector, E⃗ = −∇VE.

The trap potential, considered to be harmonic (i.e. no third or higher order polynomial terms) is
given by

Etrap =
1
2

N

∑
i

qi⃗r(i)TΦ(i)
RF⃗r(i) +

1
2

N

∑
i

qi⃗r(i)TΦDC⃗r(i) −
N

∑
i

qi E⃗ · r⃗(i), (2.20)

with the superscript T indicating the vector transpose. In order to satisfy Maxwell’s equation ∇2VDC =
0 for static fields, it is required that ΦDC satisfies tr{ΦDC} = 0. The RF pseudopotential does not obey
∇2ΦRF = 0. In a linear trap, it is assumed that there is one dimension along which there is no RF
curvature, the trap’s axial axis. The coordinate basis can be chosen such that the pseudopotential’s
curvature matrix is given by

Φ(i)
RF =

qi

4m(i)Ω2
RF

|∇VRF|2min

1 0 0

0 1 0

0 0 0

 . (2.21)

We denote the factor in front of the matrix as v(i)RF.
Grouping all individual ion positions r⃗(i) into a single vector r⃗ of length 3N, the equilibrium

positions r⃗0 of all ions can be determined by solving the set of differential equations

∂Epot

∂⃗r
= 0⃗. (2.22)

Motional modes and their frequencies ω
(i)
{x,y,z} can be obtained by finding the eigenvectors and

eigenvalues of the mass-corrected Hessian matrix of Epot, with masses mi, given by the terms

Hij =
1

√mimj

∂2Epot

∂ri∂rj

∣∣∣∣∣⃗
r0

, (2.23)

linearized around r⃗0. Stable trapping potentials require real positive eigenvalues ek, and have motional
mode frequencies given by

√
ekq.

For a single trapped ion, the position and motional modes are analytically obtainable. If one can
assume that the principal axes of the DC potential are the same as those of the RF pseudopotential,
then ΦDC does not contain off-diagonal elements7. Under this assumption, solving Eq. 2.22, the ion’s
position is given by the terms

rk = Ek/
(

Φ(kk)
DC + Φ(kk)

RF

)
(2.24)

and, solving Eq. 2.23, motional mode frequencies are

ωk =

√
q(Φ(kk)

DC + Φ(kk)
RF )/m, (2.25)

where the superscripts denote the element of the respective matrices. In the coordinate system used
here, ωz is an axial frequency, and ωx and ωy are radial frequencies. In the absence of a homogeneous
electric field E⃗, a single ion is located at the ‘center’ of the trap, r⃗ = 0⃗. The motional frequencies are
unaffected by E⃗.

7 For many ‘standard’ trap designs, such as the ones shown in Figure 2.1 and 2.2, this is a reasonable assumption
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The positions and motional frequencies of two trapped ions are also analytically attainable. The
mean position of both ions r(m)

k is the same as the single-ion case. Under the assumption that the
confinement along the z-axis is the weakest, ions align along this axis, and are placed at [63]

r(i)z = r(m)
z +

1
2

3

√
q

2πϵ0Φ(zz)
DC

(−1)i. (2.26)

For ions i = 1, 2. This solution is also applicable if the masses of the two ions differ, as long as there is
no homogeneous electric field in the radial directions, Ex = Ey = 0.

Two ions have a total of 6 motional modes. In each dimension, they can oscillate in phase with each
other, in which case their motion is known as the common mode or center-of-mass mode, or out of phase
with each other, known as the stretch mode. If ion masses are identical, common mode frequencies in
each dimension ωk,com are identical to the previously defined single-ion frequencies, ωk. Stretch mode
frequencies are given by [64, 65].

ωx,str =
√

ω2
x,com − ω2

z,com (2.27)

ωy,str =
√

ω2
y,com − ω2

z,com (2.28)

ωz,str =
√

3ωz,com. (2.29)

Analytic solutions for common and stretch mode frequencies also exist if the masses of the two ions
are not identical [65]. Three same-mass ions also have analytically obtainable positions and motional
frequencies [64], including that of a third type of mode, Egyptian, in which the central ion moves out
of phase with the outer ions. The analytic solutions of two- and three-ion positions and frequencies
require that off-diagonal terms in ΦDC are zero, and that no higher-order potentials [66] are present.
For all other cases, including larger numbers of ions, positions and mode frequencies can only be
obtained through numerical calculation or from analytical approximations [64].

The axial mode structures and frequencies of trapped 40Ca+and 88Sr+ions in various configurations
are shown in Figure 2.3, which reflects the relevant ion constitutions of works presented in this
thesis. The values in the top right of each window is the motional frequency, expressed relative to the
motional mode of a single 40Ca+ion, where the same confining potentials are used for all examples.
The values below the arrows, denoted with η̃z indicate a dimensionless coupling strength between
an applied light field and the motional mode, through each ion, and is expressed relative to that of a
single 40Ca+ion. The significance and interpretation of this value is discussed in Section 2.2.6, where it
is referred to as the Lamb-Dicke parameter, after having introduced light-atom interaction. For now, it
can be loosely interpreted as the relative amplitude of each ion in a particular oscillator mode.

1 0.67 1 0.77 0.83

1.73 1.53 1.56

1.72

1

Ca Sr Ca - Sr Ca - Sr - CaCa - Ca

0.88 0.71 0.71

-0.54 0.54

0.49 0.75

-0.73 0.25

0.69 0.480.48

0 0.53-0.53

-0.33 0.400.40

Common

Stretch

Egyptian

Figure 2.3: Various configurations of axial modes of 40Ca+and 88Sr+ion chains. The upper values in each box
are mode frequencies, scaled in reference to that of a single 40Ca+ion. The lower value is the scaled
Lamb-Dicke parameter, η̃z, described in Section 2.2.6

As is described in the following section, ions’ motional modes play an important role in quantum
computation, since they enable interaction between qubits. For this purpose, ions should have a low
enough kinetic energy that their motion is considered in terms of quanta of motion, phonons [67]. An
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ion’s motional state is expressed in terms of the occupation number n of each mode l, |n⟩l and can be
found in a superposition or mixed state of occupation numbers.

Manipulation of these modes is typically expressed in terms of the creation and annihilation
operators â†

l and âl for each mode l, with the properties

â†
l |n⟩l =

√
n + 1 |n + 1⟩l (2.30)

âl |n⟩l =
√

n |n − 1⟩l (2.31)

â†
l âl |n⟩l = n |n⟩l (2.32)

Using these operators, the Hamiltonian that describes the energy of an ions motional mode l is given
by

H(l)
osc = h̄ωl(â†

l âl +
1
2
) (2.33)

with h̄ the reduced Planck constant.
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Figure 2.4: Bloch sphere representation of a qubit state

2.2 trapped ions as qubits

2.2.1 Qubits

Trapped ions serve as the carriers of quantum information, qubits. A qubit is stored in two of an ion’s
electronic states. These states have the requirement that one should have the means to manipulate and
measure their occupation in a controlled way[68]. Correspondingly, the qubit must have lifetimes much
longer than the timescales associated with state control and detection. The internal level structure of
the ionic species used in our experiment are discussed in Section 2.2.7, but for now we assume an ion
with two electronic levels that meets these requirements. We denote these states of the qubit with |0⟩
and |1⟩, being the ground and excited state, respectively. An arbitrary pure quantum state |ψ⟩ can
exist in a superposition of these basis states

|ψ⟩ = c0 |0⟩+ c1 |1⟩ (2.34)

where c0 and c1 are complex numbers that obey |c0|2 + |c1|2 = 1. We assume that spontaneous decay
from the excited state |1⟩ to the ground state |0⟩ can be neglected. The Hamiltonian of this two-level
system with the basis {|0⟩ , |1⟩} is given by

Ha = − h̄ω0

2
σz (2.35)

where h̄ω0 is the energy difference between the states, and σz one of the Pauli matrices, which are
given by

σx =

(
0 1

1 0

)
, σy =

(
0 −i

i 0

)
, σz =

(
1 0

0 −1

)
. (2.36)

A convenient method of representing a qubit state is by means of the so called Bloch-sphere [11],
depicted in Figure 2.4. Any possible combinations of the complex values c0 and c1 (adhering to
the normalization criterion) can be uniquely represented by a vector whose endpoint lies on the
surface of a sphere with radius 1. We take the Bloch-vector pointing to the southern-most point of this
sphere to represent |c0| = 1, and to the northern-most point to be |c1| = 1 8. Any intermediate point
represents a superposition of |0⟩ and |1⟩. Notably, points on the ‘equator’ are an equal superposition,
1/

√
2(|0⟩+ eiϕ |1⟩). Here, ϕ is a phase difference between the states, which sets the angle along the

equatorial circle on which that state is mapped.

8 Note 7 in Appendix e
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In QC experiments, operations are applied to the qubit to induce controlled changes of the state |ψ⟩.
A basic unitary operation acting on the qubit state, U = exp(−iσkθ/2), is represented by a rotation of
the Bloch-vector around the axis k ∈ {x, y, z}, by an angle θ. The z-axis is the line that passes through
the north and south pole, and the x and y-axes lie in the equatorial plane.

2.2.2 Ion - light interaction

We now discuss the controlled manipulation of a qubit state, which is achieved by coupling the
two-level ion with an electromagnetic light field. We take this field to be a plane wave whose electric
field at a given position, at time t, is given by

E(t) = E0 cos (w f t + ϕ f ) (2.37)

with E0 the field amplitude, ω f the frequency, and ϕ f the field’s phase.
The two-level system, with a bare-state Hamiltonian Ha, is perturbed with an interaction Hamiltonian

Hl , given by

Hl = h̄Ωσx cos(ω f t + ϕ f ) (2.38)

with Ω the so-called Rabi frequency, whose value is dependent on the coupling strength between the
ion’s dipole moment and the applied field, and is proportional to the field amplitude E0.

The total system Hamiltonian, H = Ha + Hl , can be transformed to an interaction picture with
respect to Ha, yielding

Hint = exp (iHat/h̄)H exp (−iHat/h̄)

=
h̄Ω
2

(
cos

(
(ω f − ω0)t + ϕ f

)
σx + cos

(
(ω f + ω0)t + ϕ f

)
σx ...

+ sin
(
(ω f − ω0)t + ϕ f

)
σy + sin

(
(ω f + ω0)t + ϕ f

)
σy

)
. (2.39)

The rotating wave approximation (RWA) allows us to drop terms that contain fast oscillations, ω f + ω0.
With the substitution ∆ = ω f − ω0, where ∆ is the detuning between the light-field and the ion’s
transition frequency, the interaction Hamiltonian becomes

Hint =
h̄Ω
2

(
e−i(∆t−ϕ f )σ+ + ei(∆t+ϕ f )σ−

)
(2.40)

where we use the electronic raising and lowering operators σ± = (σx + iσy)/2.
Another rotating frame transformation, with U = exp(−i∆tσz/2) allows us to to express Hint as a

time-independent operator, which can be written in matrix form as

Hint =
1
2

h̄

(
−∆ Ωe−iϕ f

Ωeiϕ f ∆

)
. (2.41)

2.2.3 Rabi oscillations

The time-dependent dynamics of the quantum state |ψ(t)⟩ can be calculated using the Schrödinger
equation:

ih̄
∂

∂t
|ψ(t)⟩ = Hint |ψ(t)⟩ . (2.42)
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Figure 2.5: Bloch sphere representation and excitation plots for various light-atom interactions. (a) A light field on
resonance with the atomic transition cyclically transfers population between |0⟩ and |1⟩. Applying
the light field for a time t = π/Ω is known as a π-pulse, as depicted by the half rotation in the Bloch
sphere, and the gray dashed line in the excitation plot. (b) Full population transfer is does not occur
when the beam is detuned. (c) Electronic population does not change at very large detuning, but a
phase shift between the states does occur.

Let us consider the case that the light field is on resonance with the atomic transition frequency,
∆ = 0, and, for notational convenience set the light field phase to ϕ f = 0. If the initial state is
|ψ(0)⟩ = |0⟩, solving Eq. 2.42 results in

|ψ(t)⟩ = c0(t) |0⟩+ c1(t) |1⟩ = cos
(

Ωt
2

)
|0⟩ − i sin

(
Ωt
2

)
|1⟩ . (2.43)

The probability of an ion being in the excited state |1⟩ is given by

P|1⟩ = |c1(t)|2 = sin2
(

Ωt
2

)
. (2.44)

This oscillatory behavior is known as a Rabi cycle, with Rabi frequency Ω. The Rabi frequency is
proportional to the square root of the light field’s intensity, and is additionally dependent on charac-
teristics of the transition being probed (such as magnetic quantum numbers), and the polarization and
orientation of the light field [69].

This type of interaction, resonant Rabi oscillations, is a crucial component of quantum computation,
as it represents one of the basic mechanisms of control of a qubit’s state. Applying a light field on
resonance with an ion’s electronic transition for a time t = π/Ω, fully transfers population from the
state |0⟩ to |1⟩, and vice versa. In the Bloch-sphere picture, this operation can be viewed as a rotation
of the Bloch-vector around the x-axis, by an angle π, shown in Figure 2.5(a). The operation is therefore
known as a π-pulse. Applying this field for half of that time, t = π/(2Ω), allows us to generate
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superposition states, |ϕ⟩ = 1√
2
(|0⟩ − i |1⟩). As one might be able to guess, this operation is referred to

as a π/2-pulse. Collectively, operations that rotate the Bloch-vector about a fixed axis are known as
qubit rotations9.

Now let us consider what happens when the applied field is near, but not on, resonance with the
atomic transition, ∆ ̸= 0. The states now evolve as

c0(t) = cos
(

Ωefft
2

)
+ i

∆
Ωeff

sin
(

Ωefft
2

)
(2.45)

c1(t) = −i
Ω

Ωeff
sin
(

Ωefft
2

)
(2.46)

with an effective Rabi frequency Ωeff =
√

Ω2 + ∆2. The population of the excited state is given by

P|1⟩ =
Ω2

Ω2
eff

sin2
(

Ωefft
2

)
. (2.47)

This population transfer is shown in Figure 2.5(b), again for a pulse duration of t = π/Ω, but with
a detuning of ∆ = −0.6Ω. Population transfer still exhibits oscillatory behavior, as in the resonant
case, but Eq. 2.47 shows that the excited state will never be fully populated. Additionally, the effective
cycling frequency is increased when the light-field is detuned from resonance.

In trapped-ion experiments with qubits, one typically finds the frequency at which a light field
is resonant with an ion’s transitions by applying light pulses of fixed duration for varying light
frequencies. The resulting excitation spectrum, shown in Figure 2.6 for t = π/Ω, is a simple and
effective tool to help calibrate the laser frequency to be on resonance.
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Figure 2.6: Rabi excitation spectrum as a function of detuning ∆, with a pulse duration t = π/Ω

2.2.4 AC Stark shift

We can consider the case where the detuning is much larger than the on-resonance Rabi frequency,
∆ ≪ Ω. As can be seen from Eqs. 2.47, there is hardly any excitation from the ground state, as Ω2/Ω2

eff
tends to zero. However, the energy levels still have a slight energy change with respect to the case
where Ω = 0. This shift in energy, known as AC Stark shift, results in a relative phase change of the
states |0⟩ and |1⟩ [70].

The change of phase over time, the AC Stark shift frequency, can be calculated by looking at the
shift in eigenvalues, thus energies, of the Hamiltonian in Eq. 2.41, as done in [71]. Another instructive
way to calculate this shift is by monitoring what happens to the states of |0⟩ and |1⟩, when initially
placed in a superposition c0 = c1 = 1/

√
2 before switching on the detuned beam.

9 Not to be confused with ion crystal rotations in Chapter 5
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In this case, the Schrödinger equation gives us

c0(t) =
1√
2

cos
(

Ωefft
2

)
+ i

Ω − ∆√
2Ωeff

sin
(

Ωefft
2

)
(2.48)

c1(t) =
1√
2

cos
(

Ωefft
2

)
+ i

Ω + ∆√
2Ωeff

sin
(

Ωefft
2

)
. (2.49)

For a small Rabi frequency, Ω ≪ ∆, the populations in each state, |c0(t)|2 and |c1(t)|2, hardly change.
However, the two states do acquire a non-negligible phase difference with respect to each other: The
phase ϕ|0⟩ and ϕ|1⟩ of the states |0⟩ and |1⟩ are given by

ϕ|i⟩ = tan−1
(

Im(ci)

Re(ci)

)
= tan−1

(
Ω ± ∆√
∆2 + Ω2

tan

(√
∆2 + Ω2t

2

))
(2.50)

with a minus sign for |0⟩ and a plus sign for |1⟩. The accumulated phase difference is ∂ϕ = ϕ|1⟩ − ϕ|0⟩.
Since Ω is small, we can do a Taylor expansion of ∂ϕ around Ω = 0. The leading term scales with Ω2,
and is given by

∂ϕ ≈ 2∆t − 4 sin(∆t) + sin(2∆t)
4∆2 Ω2 (2.51)

The mean AC Stark shift frequency between the states ∆AC is the average phase change over time, and
is thus

∆AC = lim
T→∞

∂ϕ(T)− ∂ϕ(0)
T

=
Ω2

2∆
. (2.52)

The AC Stark shift is another fundamental tool (though occasionally also a hindrance) in quantum
computation. Applying a light field far enough off-resonance from a transition allows us to change the
phase between qubits, without altering their populations. In the Bloch-sphere picture, this operation
corresponds to a rotation of the Bloch-vector around the z-axis, and is commonly referred to as a
z-gate. In such an operation, a state in an equal superposition traverses the equator of the Bloch-sphere,
as shown in Figure 2.5(c).

2.2.5 Decoherence

All previous descriptions of light-matter interaction have assumed perfect conditions: the laser
frequency and power are perfectly stable, the ion’s two-level transition frequency is constant and it’s
excited state does not spontaneously decay. A theorist might happily make such assumptions, but
an experimentalist may not easily get away with that mentality. Imperfections in an experimental
setup disrupt the intended qubit manipulation, leading to experimental errors. Imperfections can be
categorized into coherent and incoherent sources of error.

Unintentional, but otherwise stable, offsets in experimental parameters lead to coherent errors. Qubit
operations still consistently rotate any Bloch vector from one point to another on the surface of the
Bloch sphere, but the intended mapping might not be achieved. The qubit remains representable as
c0 |0⟩+ c1 |1⟩ as in Eq. 2.34, though the values of c0 and c1 may deviate from the intended output.

Experimental parameters may unintentionally change during the execution of a quantum algorithm,
leading to incoherent errors, resulting in qubit decoherence. In the presence of noisy experimental
parameters, if one were to repeatedly initialize a qubit and execute a set of quantum operations, the
final position of qubit’s Bloch vector would be at a different point on the surface of the Bloch sphere
on each run. Executing multiple experimental runs to determine the qubit state effectively averages
out the different Bloch vectors. The resulting Bloch vector does not lie on the surface of the Bloch
sphere, but somewhere within it. Similarly, interaction between the qubit and the environment leads
to dissipative loss of qubit information, also represented by a reduction of the Bloch vector length. In
such cases, the qubit cannot be expressed by the coefficients c0 and c1 alone, and is said to be in a
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mixed state. It is instead expressed by a property that captures the mean of output qubit states in the
ensemble of experimental runs, the density operator ρ. The density operator is defined in terms of the
statistical probability pj to produce the state

∣∣ϕj
〉

from an ensemble of possible states, and is given by

ρ = ∑
j

pj
∣∣ϕj
〉 〈

ϕj
∣∣ . (2.53)

To summarize, and introduce/reiterate some useful terms:

• A qubit state whose Bloch vector lies on the surface of the Bloch sphere is known as a pure state,
which can be expressed as |ψ⟩ = c0 |0⟩+ c1 |1⟩ with |c0|2 + |c1|2 = 1, and has a density operator
given by ρ = |ψ⟩ ⟨ψ|. More generally, if the system contains more than just one qubit, a pure
quantum state is given by |ψ⟩ = ∑i ci |i⟩, with i the index of the state, which lie in the set of all
possible terms of the tensor product of the individual qubits. As before, the weight-terms are
normalized, ∑i |ci| = 1. One could describe the Bloch vector as lying on the surface of a Bloch
hypersphere, but maintaining an intuitive picture gets harder in more than three dimensions.

• If a qubit state is not pure, and is referred to as a mixed state, and is depicted by an average
Bloch vector that lies within the volume of the Bloch sphere. This state is described by the density
operator ρ, as in Eq. 2.53.

• The purity of a qubit state is a quantitative description of how close a Bloch vector is to the
surface of a Bloch sphere, given by γ = tr(ρ2). A pure state has γ = 1. A maximally mixed state
(i.e. a Bloch vector of zero length, 0⃗) of a system with d states has a purity of γ = 1/d.

• Coherence is a qualitative property of a qubit that describes how well it can maintain a su-
perposition. Decoherence is the process of coherence loss, and is paired with a reduction in
purity.

• The Schrödinger equation (Eq. 2.42) cannot be used to describe the dynamics of a state that
undergoes mixing. Instead, the dynamics of ρ can be obtained by using the Lindblad master
equation:

dρ

dt
= −i [H, ρ] + L(ρ) (2.54)

L(ρ) is known as the Lindblad decoherence term [72], a Liouvillian operator whose mathematical
description is outside the scope of this thesis. This term describes the dynamics that lead to loss
of purity, including dissipation and decoherence.

2.2.6 Light-atom interaction of a harmonically confined ion

In Section 2.1.4 we have discussed the motional modes of trapped ions, introduced the harmonic
oscillator ladder operators â†

l and âl of mode l, and introduced the oscillator’s Hamiltonian, H(l)
osc. In

this section, we extend the light-atom interaction analysis of the previous section, by additionally
considering the ion’s motion.

The interaction Hamiltonian was previously defined in Eq. 2.38. We can now include the ion’s
motion with respect to the laser field, by adapting our definition of the interaction Hamiltonian to
include the ion’s position:

Hint = h̄Ωσx cos(r̂k + ω f t) (2.55)
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where r̂ =
√

h̄/(2mωl)(â†
l + âl) is the ion’s position operator, and k is the projection of the laser field’s

wavevector k⃗ onto the unit vector of the axis of ion motion êr (i.e. k = k⃗ · êr). The position term in the
exponent kr̂ can be written as η(â†

l + âl) using the substitution

η = k

√
h̄

2mωl
. (2.56)

The value η is known as the Lamb-Dicke parameter. It relates the extent of the ion’s ground state
wavepacket to the wavelength of the light field.

The perturbed Hamiltonian is now adapted to

Hl =
h̄Ω
2

σx

[
exp

(
i(η(â†

l + âl) + ω f t)
)
+ exp

(
−i(η(â†

l + âl) + ω f t)
)]

(2.57)

This Hamiltonian’s frame can be changed into an interaction picture, as Hint = UHU† with the unitary
operator U = exp(−i(Ha + Hosc)t/h̄). The interaction Hamiltonian then reads

Hint =
h̄Ω
2

σ̂+
[
exp

(
iη(âle−iωl t + â†

l eiωl t)
)]

exp (−i∆t) + h.c. (2.58)

where, as in the previous section, we have made the RWA, and used the substitution ∆ = ω f − ω0. The
interaction Hamiltonian can be further simplified under the assumption that the ion’s wavepacket is
much smaller than the wavelength of the light field, formally defined by the condition η2(2n + 1) ≪ 1.
This condition is the so-called Lamb-Dicke regime, and allows us to truncate the Taylor expansion,

exp
(

iη(âl + â†
l )
)
) ≈ 1 + iη(âl + â†

l )−
η2

2
(âl + â†

l )
2. (2.59)

We apply this approximation to the interaction Hamiltonian, and expand it into three parts, Hint =
Hcar + Hrsb + Hbsb, with

Hcar =
h̄Ω
2

(1 − η2n) (σ̂+ exp(−i∆t) + σ̂− exp(i∆t)) (2.60)

Hrsb =
h̄Ωη

2

(
σ̂+ âl(0) exp(−i(∆ + ωl)) + σ̂− â†

l (0) exp(i(∆ + ωl))
)

(2.61)

Hbsb =
h̄Ωη

2

(
σ̂+ â†

l (0) exp(−i(∆ − ωl)) + σ̂− âl(0) exp(i(∆ − ωl))
)

(2.62)

where we have used n = â†
l âl , and omit terms in Hrsb and Hbsb that scale with η2.

We see three distinct cases of resonance ∆ = 0, ∆ = −ωl , and ∆ = +ωl . In the first case, the
dynamics of the ion’s state are dominated by Hcar and follow exactly the on-resonance Rabi cycles
described in the previous section. There is no change of motional quanta at this detuning. This type of
oscillation is known as a carrier excitation. The Rabi frequency depends on the mode occupation n,
and is given by

Ωn,n = Ω(1 − η2n) (2.63)

If ∆ = −ωl , the light field is on resonance with a so-called red sideband transition. A transfer from
the ions ground to excited state σ̂+ |0⟩ = |1⟩ is paired with a removal of a phonon in mode l, âl . This
exchange between electronic and motional excitation, with dynamics following from the Hamiltonian
H ∝ (σ̂+ â + σ̂− â†), is known as the Jaynes-Cummings model [73]. Noting that âl |n⟩l =

√
n |n − 1⟩l ,

we see from Hrsb that the red sideband transition from |0⟩ |n⟩l ↔ |1⟩ |n − 1⟩l occurs with a coupling
strength of

Ωn,n−1 = Ωη
√

n (2.64)
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Similarly, if ∆ = ωl , the field is on resonance with a blue sideband, in which case an excitation of
the electronic state is paired with the gain of a phonon10. The transition |0⟩ |n⟩l ↔ |1⟩ |n + 1⟩l has
coupling strength

Ωn,n+1 = Ωη
√

n + 1 (2.65)

The ability to control the motional state of an ion or multiple ions is a fundamental tool in quantum
computation. Firstly, as described in Section 2.2.8, the process of sideband cooling, makes use of sideband
transitions (as the name suggests) to bring ions close to the motional ground state, |0⟩l , where an ion’s
thermal energy does not negatively influence the outcome of qubit operations. Secondly, since the
quantized states of motion are shared among multiple ions in a chain, these motional modes serve as
a data bus to transfer information between ions, or to entangle them.

2.2.7 Qubit operations of Group II ions

The previous section introduced how light fields are used to manipulate a two-level system in a
harmonic oscillator. In this section we look at the practical implementation of this type of matter-light
interaction in our experiment. The experiments described in this thesis use 40Ca+and 88Sr+ions as
information carriers, or qubits. Both species are group II ions (alkaline earth metals), and share similar
level structures. In particular, for 40Ca+(88Sr+), the meta-stable 3D5/2(4D5/2) level has an optical
quadrupole transition to the 4S1/2(5S1/2) ground state. The narrow linewidth, long lifetime, and
accessible optical frequency of the transition makes it well-suited for coherent operations, and thus to
be used as a qubit.

The following applies to both 40Ca+and 88Sr+, so we generalize the discussion for both species
and omit the principle quantum number of the electronic levels. An external magnetic field splits the
S1/2 and D5/2 levels into 2 and 6 Zeeman sublevels, respectively, denoted by their magnetic quantum
numbers m, with m = ±1/2 for S1/2 and m = ±{1/2, 3/2, 5/2} for D5/2. The change in frequency of
the individual Zeeman sublevels due an applied magnetic field B is given by

∆ f =
µBB
2πh̄

(gj(D5/2)mD − gj(S1/2)mS) (2.66)

where µB is the Bohr magneton, gj the Lande g-factors of the respective levels11, and mD and
mS their magnetic quantum numbers. Selection rules for quadrupole transitions dictate that only
transitions where the magnetic quantum number changes by |∆m| = {0, 1, 2} are accessible. The
allowed transitions between S1/2 and D5/2 are schematically shown in Figure 2.7(a).

In addition to the ion’s internal electronic levels, its external modes of motion collectively represent
ladders of possible states, depicted in Figure 2.7(b). For simplicity, we only consider one of the ion’s
motional modes, allowed since states of different modes ideally do not couple. An ion’s full state is
described by the tensor of its electronic and motional state.

The energy splitting due to an external magnetic field separates the levels such that a light field
can selectively address specific Zeeman sublevel transitions by choosing an appropriate detuning.
Figure 2.7(d) shows an illustrative example of an excitation spectrum similar to that in Figure 2.6, but
now taking into account all possible excitations from the S1/2(m = −1/2) ground state, under the
influence of an applied magnetic field. Next to the various S1/2 ↔ D5/2 carrier transitions, we see blue
and red sideband transitions, detuned from the carrier resonance by ±ωl .

In principle any two of the electronic states in the S1/2 and D5/2 manifolds can be used to host a
qubit. An optical qubit has an energy difference in an optical frequency, made by choosing one sublevel
from S1/2 and one from D5/2. Here, a transition where ∆m = 0 is a logical choice since its frequency
is comparatively less sensitive to magnetic field noise (see Eq. 2.66), making it a more stable qubit.
An alternative choice is to use the two ground state sublevels, S1/2(m = ±1/2), as the qubit, known

10 The omitted terms that scale with η2 in Hrsb and Hbsb contain âl âl and â†
l â†

l , known as second order sidebands, where two
phonons are added or removed with one electronic excitation. Less truncation of the Taylor expansion of Eq. 2.59 reveals even
higher order sidebands.

11 gj(S1/2) ≈ 2.002 [74] and gj(D5/2)) ≈ 1.2 [75, 76].
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Figure 2.7: Overview of qubit transitions of group II ions. (a) Zeeman sublevels and allowed transitions of S1/2
and D5/2 in group II ions. (b) The motional mode occupation n of mode l represents a ladder of
possible states. (c) Transitions between Zeeman sublevels of S1/2 and D5/2 have unique frequencies,
which depend on the strength of the applied magnetic field (d) Theoretical excitation spectrum from
S1/2(m = −1/2) at 3 G, including first-order motional sideband transitions.
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as a ground state qubit, which has a few advantages: The upper of these two levels has an effectively
unlimited lifetime and coherent operations on the transition, if accessed resonantly, are immensely
less sensitive to frequency noise of the field that couples the two states12. The downside is that the
field that couples these states directly cannot be focused narrowly enough to address ions individually.
Instead, the D5/2 level can be used as an auxiliary level to couple the ground state qubit optically, for
example using a two-photon Raman transition [77].

The qubit state of each of these levels can be manipulated using the light-matter interaction methods
discussed in the previous section, many of which can be expressed as rotations on the Bloch sphere. In
the following, we give an overview of the most common experimental tools and terminology for qubit
manipulation.

• A light-field can be applied to multiple ions simultaneously, referred to as global operations, or
to individual ions by focusing it down narrowly, referred to as addressed operations.

• Coherent population transfer is done with on-resonance Rabi oscillations, denoted by the unitary
operation

R(θ, 0) = exp(−iθσx/2) (2.67)

The pulse duration and power of the light field determines the rotation angle θ = Ωt.

• A far-detuned light field produces a change in phase due to the AC Stark shift, which is a
rotation around the z-axis, given by the operation

Z(θ) = exp(−iθσz/2) (2.68)

where the rotation angle is determined by θ = Ω2t/(2∆).

• Changing the phase of the light field results in a rotation around a different equitorial axis. In
particular, if the light field is shifted by a phase of ϕ = π/2, we have the operation

R(θ, π/2) = exp(−iθσy/2). (2.69)

• In general, a light-field with phase ϕ f is given by the rotation operation

R(θ, ϕ) = exp
(
−iθ(σx cos ϕ + σy sin ϕ)/2

)
. (2.70)

• The operation R(θ, ϕ) can be realized with the concatenated operation Z(−ϕ)R(θ, 0)Z(ϕ). A
laser phase-change is less error-prone than using AC Stark shifts.

• The phonon occupation of an ion (or multiple ions’) motional modes can be manipulated through
qubit rotations with the light field on resonance with red or blue sideband transitions.

• The shared motional modes are used for entanglement between ions. Several methods exist
to achieve entanglement [67, 78]. The method most commonly used for optical qubits is the
Mølmer-Sørensen (MS) gate [79], whose experimental implementation is described in Section
2.3.6. An MS gate’s operation on two ions is given by:

MS(θ) = exp(−iθ(σ(1)
x + σ

(2)
x )2) (2.71)

with Pauli operators σ
(i)
x acting on ions i = 1, 2.

The set of operations in this list is sufficient to form a universal set of gates for quantum computation
[80].

12 Compare how steady an archer needs to hold a bow to hit a target 1 meter away against how steady he’d have to hold it if the
same target was tens of thousands of kilometers away



24 trapped ions for quantum computation

2.2.8 Experimental sequences

The light-atom interaction presented in the previous section provides a foundational framework
of trapped-ion quantum computation. A set of such operations form the core of an experimental
sequence, and are used as elements of a quantum circuit. In addition to executing a quantum circuit,
an experimental sequence is preceded with steps of state preparation, and finalized with state readout.
This section gives an overview of the components that make up a typical experimental sequence.
The details of some of these steps are specific to which ionic species is used as a qubit. We limit
the discussion to the ions used in this thesis, 40Ca+and 88Sr+. Generic level schemes, valid for both
species, are shown in Figure 2.8(a), illustrating relevant transitions for various sequence steps.

Doppler cooling
Refreeze

State detection

Optical pumping Sideband cooling

Doppler cooling (5 ms)

Refreeze (4 ms) Optical pumping (0.5 ms)

Sideband cooling (4 ms)

Qubit operations 

State detection (5ms)

(a)

(b)

Figure 2.8: (a) Experimental operations on group II ions, and (b) typical sequence for trapped ion quantum
computation measurements. Times vary for different experiments, but the values indicate typical
orders of magnitude.

-Doppler cooling-
The fidelity of quantum operations is dependent on having a well-defined motional state. Prior to

executing a quantum circuit, ions are to be initialized as close to the motional ground state as possible.
Whether due to collisions with the background gas, or motional excitation due to the relatively
high-power beam used in state detection (described later in this section), one cannot assume that an
ion is near the motional ground state at the start of an experimental sequence. Doppler cooling is a
first step in reducing the ions’ energy.

Doppler cooling is done by applying a light-field to the ions, red-detuned from a short-lived
electronic transition. By now, Doppler cooling is well-enough documented [81, 82] and so common-
place in trapped atom and ion experiments, that it doesn’t require a full treatment here. It is, however,
worth noting that beam parameters, beam power and detuning from resonance, are generally chosen in
such a way to minimize the final energy of the ions. This limit can be reached by choosing a detuning
of δ = −Γ/2 and a beam power (expressed in terms of the coupling strength, a.k.a. Rabi frequency
— see previous section) Ω ≪ Γ, where Γ is the spontaneous decay rate of the probed transition13 .
Under these conditions, the ions energy can reach a mean phonon number of n̄ ≈ Γ/(2ωl), in each
mode with frequency ωl . For typical mode frequencies (∼ 1 MHz), this limit, the Doppler limit, is
approximately ten phonons.

The Doppler cooling settings for reaching the Doppler limit (δ = −Γ/2, Ω ≪ Γ) are not well-suited
for efficiently cooling ions with energies orders of magnitude above the cooling limit, which can occur,
for example, when a particle in the background gas collides with an ion. More efficient cooling is
achieved by including a high power (Ω > Γ), far-detuned (∆ ≫ Γ) Doppler cooling beam. This cooling

13 Γ = 2π 22.4 MHz for 40Ca+(4S1/2 ↔ 4P1/2) and 2π 20.4 MHz for 88Sr+(5S1/2 ↔ 5P1/2)
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process, referred to as refreezing, spans multiple orders of magnitude of ion energy. The term ‘refreeze’
alludes to the phase transition that ions undergo while cooling, discussed in detail in Chapter 4.

The group II ions, undergoing Doppler cooling, suffer from occasional decay into the meta-stable
D3/2 level, where the cooling process is halted. To avoid population remaining trapped in this level, a
‘repump’ beam is on during Doppler cooling, returning the electronic state to the cooling cycle.

-Optical pumping-
Two of an ion’s electronic sublevels are used to encode a qubit. At the start of a computation

algorithm, the qubit is to be initialized in a particular state, which in our experiments is usually
S1/2(m = −1/2) ≡ |0⟩. After Doppler cooling, the ion may be in either the m = +1/2 or m = −1/2
state. The transfer from this state towards a population of 100% in m = −1/2 is achieved by a process
known as optical pumping [83].

There are two common methods of optical pumping. One involves using circularly polarized light
on the Doppler cooling transition, where the light’s polarization is tuned to favor ∆m = −1 in
the S1/2 → P1/2 transition: negative-circularly polarized light carries negative angular momentum,
which must be conserved when an ion absorbs a photon. The S1/2(m = +1/2) sublevel takes part in
this transition, whereas population transfer from S1/2(m = −1/2) is suppressed (since there is no
P1/2(m = −3/2)). Since decay to the S1/2(m = −1/2) level still occurs, population ends up trapped in
that state. While this method is relatively quick (on the order of the spontaneous decay rate from P1/2
to S1/2, approximately 20 MHz), the probability to end up in the desired state is sensitive to the beam’s
polarization. A high-quality optical setup is required to maximize this probability. In our experiment,
we elect to use another method, which is comparatively slower but has a higher state initialization
fidelity.

The second method of optical pumping is, in contrast to the polarization selective method, frequency
selective. The ions state is transferred by resonantly exciting the S1/2(m = +1/2) ↔ D5/2(m = −3/2)
quadrupole transition and the D5/2 ↔ P3/2 transition simultaneously. Spontaneous decay transfers
the state from P3/2 back to S1/2. This cycle continues, until the decay occurs to the sublevel S1/2(m =
−1/2). While this method is conceptually similar to the previous one, the distinction is that the
relatively narrow linewidth of the S ↔ D transition (∼ 1 Hz) allows for a significantly higher resolved
state transfer between the different sublevels. This comes at the cost that the S ↔ D transition typically
has a considerably lower Rabi frequency, making this process slower. In our experiment, typical optical
pumping times are 400 µs, after which we reach > 99.9% population in the S1/2(m = −1/2) state.

-Sideband cooling-
Doppler cooling is limited to reducing an ion’s energy to 7 − 10 quanta in each motional mode.

Further reduction to the motional ground state is achieved with ground-state cooling. There exist
multiple techniques to achieve near-ground-state cooling, such as EIT cooling [84] and polarization-
gradient cooling [85]. However, by far the most commonly utilized technique is sideband cooling14.

Sideband cooling is conceptually similar to optical pumping, in the sense that decay due to
spontaneous emission provides a dissipative transfer of population. In the case of sideband cooling,
this dissipation process involves reducing the phonon occupation number of motional modes. A pulse
is applied to the S1/2(m = −1/2) ↔ D5/2(m = −5/2) transition, though the beam is detuned by
∆ = −ωl , where ωl is the frequency of the mode that is to be cooled. In this red sideband interaction,
described by Eq. 2.62, a phonon is removed whenever population is transferred from the S-level to the
D-level. Simultaneously, a beam couples the D5/2 ↔ P3/2 transition, the latter of which undergoes fast
spontaneous decay back to the S1/2 level. This transfer to a fast-decaying level is known as quenching.
After the spontaneous decay, the process is repeated, and a phonon is removed with each cycle. The
cycle continues until the mode occupation is zero, at which point a red sideband transition is no longer
possible. The photon recoil of the last quenching and spontaneous decay processes poses a limit to the
minimum attainable mean phonon number.

Sideband cooling is relatively time-consuming, taking up a considerable portion of an experimental
sequence, possibly exceeding 10 ms if multiple motional modes require cooling. The frequencies and
powers of the beams involved in sideband cooling should be tuned to optimize the cooling rate.

14 If one has the hardware in place for running QC algorithms, sideband cooling is doable by default. The same cannot be said for
EIT and PG cooling, which require additional advanced setups.
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Other than simply to reduce experimental time, optimizing the sideband cooling rate is important
for minimizing the phonon number at the end of a cooling sequence, which finds an equilibrium
value determined by the cooling rate and the heating rate (see Section 2.3.4). In practice, the beam
coupling the S1/2 ↔ D5/2 sideband transition is set to be as strong as possible (limited by the amount
of laser power experimental hardware can provide), while the D ↔ P “quenching” transition coupling
strength is set relatively low with respect to the experimentally available power, since a lower coupling
strength minimizes lowest attainable mean phonon number [69]. On the other hand, too low beam
power results in a low cooling rate, and thus a higher final mean phonon number, as it competes with
the trap’s heating rate.

Though relatively unlikely, decay may occur from the P3/2 to the D3/2 level. While population
trapped in D3/2 can also be repumped, followed by decay to S1/2, this process may result with state
population in the S1/2(m = +1/2) sublevel, which terminates the cooling cycle. Sideband cooling is
therefore interleaved with optical pumping pulses to reintroduce the state into the cooling cycle, if
necessary. A final optical pumping pulse follows the sideband cooling step. Depending on cooling
requirements, multiple modes may need to be cooled. In this case, each mode is cooled sequentially.

-Qubit operation-
The heart of an experimental sequence, and the most versatile and thus difficult to generalize, is the

set of pulses that produce the desired qubit operations, for example implementing the set of gates of a
QC circuit [86]. Generally, this part of the sequence entails the set of operations discussed in Section
2.2.7, but can include other operations, such as waiting times, or manipulation of an ion’s position
through changes in electrode voltages.

This step in the experimental sequence is specific to the experiment being carried out. Detailed
descriptions are therefore deferred to the Chapters that describe the specific experiments, Chapters 4

through 6.

-State detection-
At the end of a sequence, the state of the ion(s) is determined using fluorescence detection [55].

The same set of beams used for Doppler cooling are used for state detection. If the qubit was in the
S1/2 ≡ |0⟩ state, the ion will fluoresce since this state is part of the Doppler cooling cycle. If it was in
the D5/2 ≡ |1⟩ state15, the electronic level is not part of the cooling cycle and the ion is ‘dark’.

A photomultiplier tube (PMT) or a CCD camera is used to detect emitted fluorescence photons. If
during the detection time the photon counts exceed a predetermined threshold, the ion is determined
to have been in S1/2, and otherwise in D5/2. State detection through a CCD camera allows one to
distinguish the state of individual spatially separated ions, whereas a PMT only detects the total number
of bright and dark ions. Historically, the use of PMTs is based on their superior detection efficiency, high
signal-to-noise ratio, and a relatively simple integration into experimental control software. With recent
developments on each of these fronts for CCD cameras, using them for state detection is becoming more
favorable. Our experimental setup has, as of yet, not implemented improved CCD camera detection.
Therefore, most presented data makes use of PMT-based state detection, where the exceptions are cases
that resolution of multiple-ion states is necessary.

2.3 surface traps : potentials and characterization

In Section 2.1, the foundation of ion traps and their trapping potentials was introduced. Scalable
trapping architectures, to be used in the context of quantum computation, are envisioned to take
on a QCCD design: a segmented surface trap. In contrast to the traditional 3D blade trap, producing
a confining potential like in Eq. 2.17 is not trivial on a 2D segmented trap. For example, since trap
electrodes are not placed symmetrically around the trap center, one cannot simply apply a high
voltage on two opposing ends of the trap to create a harmonic confining potential, without introducing
additional unwanted fields. On the other hand, the number of degrees of freedom in control over
trapping potentials is comparable to the number of electrodes. The larger number of electrodes of a
segmented trap provides more control over the trapping potentials compared with a 3D blade trap.

15 If the qubit is encoded in the Zeeman sublevels of S1/2, (i.e., a ground-state qubit), an additional analysis pulse is used to first
transfer one of the two states to a sublevel in D5/2
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Section 2.3.1 gives an overview of how we generate and control trapping potentials using voltages
on a surface trap’s electrodes. Once trapped, ions can be used as sensors to characterize properties of
the experimental setup such as trap potentials, surface noise from the trap electrodes, magnetic field
stability, and laser frequency stability. Such characterization makes use of the laser-ion interaction
toolbox discussed in Section 2.2. Section 2.3.2 describes how potentials are calibrated in order to
characterize the discrepancy between simulated and experimentally realized potentials. Section 2.3.4
discusses how an unintended gain in energy in the ion’s motion, a notorious issue for ions in surface
traps, is characterized. A method of determining how well quantum coherence in a qubit is maintained
is discussed in Section 2.3.5. Finally, the ability to entangle qubits through a common entangling gate,
the Mølmer-Sørensen (MS) gate, and characterization of the gate performance is discussed in Section
2.3.6.

2.3.1 Trapping potentials - Spherical harmonics expansion

Voltages on the trap’s electrodes produce an electric field potential. One aims to apply voltages to the
electrodes to place ions at a specific position within the trap, with a specific motional frequency. It is
impractical to control these parameters by tweaking individual voltages, since this will likely incur
undesired stray fields, leading to excess micromotion. Instead, we determine how a set of voltages
applied to the electrodes produces a given potential. Multiple of such potentials form a basis from
which a linear combination generates a total trap potential, which uniquely governs ion positions and
motional frequencies.

For this basis of potentials, we chose spherical harmonic potentials [87]. We see later that this basis
contains terms that are natural and intuitive for ion trapping. The terms in this basis are denoted by the
spherical harmonic functions Yl,n, characterized by a degree l and an order n. They are a function of
position and can be analytically expressed in Cartesian coordinates. The terms make up an orthogonal
set of solutions of the condition ∇2Yl,n = 0. Any potential in a charge-free volume can be expressed
up to a chosen degree as a linear combination of these terms, known as a multipole expansion. The
Yl,n terms are referred to as multipoles. Terms up to and including l = 2 are sufficient to precisely
describe any quadratic potential.

The terms up to second degree16 are given by

Y0,0 = 1

Y1,{−1,0,1} = {y, z, x}
Y2,−2 = xy

Y2,−1 = yz

Y2,0 = 2z2 − x2 − y2

Y2,1 = xz

Y2,2 = x2 − y2 (2.72)

Referring back to Eq. 2.17, we can see why this basis is considered intuitive for ion trapping. The term
Y2,0 is the same as the axial confining potential brought on by the end-caps, VDC. Y2,2 corresponds to
the radial bias introduced by applying a voltage to opposing blades, Vb. The Y1,{−1,0,1} terms represent
homogeneous electric fields, typically used to compensate undesired stray fields that may be present
around the trapping region. We will see in Chapter 5 that Y2,1 plays a crucial role in manipulating the
angular orientation of an ion chain.

The goal is to derive a set of electrode voltages that produces the potential corresponding to each
individual multipole. The method of deriving these voltages is as follows (adapted from App. B. in
Ref. [88]).

A model of our trap’s electrode layout, including the gaps between the electrodes, and the slot in the
center of our trap (see Section 3.2 for a description of surface trap layouts) is analyzed in the simulation

16 Often these terms are displayed with a normalization constant before them. We omit them because they are unnecessary for the
purpose of generating ion trap potentials. In fact, it’s easier to make an intuitive link to field potentials, which directly relates to
motional frequencies and ion positions, without these scaling factors.
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software Comsol. Comsol uses finite-element methods to calculate electrostatic potentials for a set
of boundary conditions, such as voltages on electrodes. We calculate the potential Φi,k(xi, yi, zi) that
results from applying 1 V to electrode k, at discrete points {xi, yi, zi} indexed i, centered around the
trapping region. All other electrodes are set to 0 V. The range of this grid of points is chosen such
that higher-than-second order gradient terms are negligible, but large enough that the curvature
(second-order gradient) is not underdetermined. We choose a range that is approximately 20% of the
electrode-ion separation of our trap, 20 µm3. The potential is analyzed in a uniform grid within this
range, with 21 grid points in each dimension, giving ni = 9261 data points per electrode k, cast into
the vector Φ⃗k.

The potential produced by an electrode is to be expanded into the basis of spherical harmonics. This
is done by first analytically calculating the values of Yl,n(xi, yi, zi) for all grid points, for the nm = 9
terms of Y up to second degree, l ≤ 2. For notational convenience, all 9 possible combinations of l
and n are denoted with a single index m. The center of the grid volume coincides with the desired
trapping location, with x = y = z = 0.

The potential at each grid point can be expressed as a linear combination of spherical harmonic
terms, ∑m Ym(xi, yi, zi)w

(k)
m = Φk(xi, yi, zi), where w(k)

m is a set of weights, cast into w⃗(k).
To solve for w(k)

m , it is helpful to cast the values Ym at each grid point i into a ni × nm matrix Y. The
equation to be solved is

Yw⃗(k) = Φ⃗k (2.73)

in which the least-squares solution can be obtained by using the singular-value decomposed pseu-
doinverse [89], Y−1, a matrix-inversion technique for solving over-determined linear equations with a
least-squares regression. The weights are given by

w⃗(k) = Y−1Φ⃗k. (2.74)

The coefficients in w⃗(k) describe the potential of electrode k, expressed in the basis of spherical
harmonic potentials. Combining all w⃗(k) into the nm × nk matrix w, we now need to determine what
linear combination of voltages V⃗m can produce each individual spherical harmonic potential. In matrix
form, this is represented by the equation

wV = 1 (2.75)

where V is the nk × nm matrix containing V⃗m for all m. Once again, a pseudoinverse is used to find the
least-squares solution, given by

V = w−1. (2.76)

In calculating voltage solutions for spherical harmonic potentials, some harmonic terms can be
omitted. This removes constraints on the remaining solutions, allowing solutions to be found at
lower voltages, which may be useful for setups with limited voltage supply range. It is particularly
useful to remove entries corresponding to Y0,0, since this potential does not produce any electric field
(E = −∇Y0,0 = 0) and so does not affect an ion’s position. Other rows can be omitted, for example,
when the number of electrodes is low: as a rule-of-thumb, each electrode adds a degree of freedom to
producing a unique potential. Therefore, if one wants to uniquely control 8 multipole potentials, at
least 8 electrodes are required. For reasonable trap operation, at least the multipoles Y1,−1, and Y1,1,
used for nudging the ions towards the RF-null, and Y2,0, the primary DC trapping potential, should be
included.

The significance of V is that it describes which set of voltages are required for each spherical
harmonic potential. This means there is an independent set of voltages that controls the magnitude of
each potential. We will describe later that a chosen position and set of motional frequencies can be
uniquely described by a combination of spherical harmonic potentials. We will thus have a mapping
between desired positions and frequencies, and electrode voltages.
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2.3.2 Potential calibration

The solution for the required electrode voltages for a given static trapping potential may not produce
the actual expected potentials, due to simulation imprecision, uncontrolled electric charges on the trap
surface, and manufacturing tolerances. These discrepancies may lead to unexpected mode frequencies
and ion positions. Deviations from intended mode frequencies are typically easily dealt with since
they are straightforward to measure and correct. Deviations in an ion’s intended position are caused
by incorrect settings of the Y1,{−1,0,1} terms, often caused by the presence of stray fields that have
not been accounted for. Crucially, offsets in Y1,−1 and Y1,1 force ions away from the RF-null, where
they experience a higher micromotion amplitude, known as excess micromotion. There exist several
commonly used methods of minimizing excess micromotion, as is discussed in Section 2.3.3.

For some applications, a higher degree of understanding and control of actual trap potentials is
required. Notably, Chapter 5 discusses methods for physically manipulating ion positions through
control of trap potentials, where it is clear that successful ion transport requires precisely tailored
sequences of potentials. For such operations, the discrepancy between desired and actual potentials
needs to be estimated. This section covers a measurement protocol to calibrate this discrepancy.

A list of voltages V⃗ is generated for a chosen list of multipoles, m⃗set, using Vm⃗set = V⃗, with
the multipole matrix V found using Eq. 2.76, discussed in the previous section. m⃗set contains the
8 multipole terms corresponding to Yl,n for l = 1, 2. Applying these voltages to the trap electrodes
produces a potential that can be expressed in terms of multipole contributions, denoted by m⃗, which
might deviate from m⃗set. We model this possible discrepancy as

m⃗ = Am⃗set + b⃗. (2.77)

A is an 8 × 8 correlation matrix between set and actual multipoles, and the vector b⃗ is a constant offset.
A method to estimate A and b⃗ is outlined below.

The applied RF power and the eight terms of the vector m⃗ uniquely define a potential with ellipsoidal
equipotential surfaces. Such an ellipsoid can be characterized by nine parameters: the displacement of
the center of the ellipsoid in three Cartesian directions, three tilt angles of the ellipsoid’s principal
axes with respect to the Cartesian axes, and three lengths of the principal axes of the ellipsoid. These
parameters translate into measurable quantities of a single trapped ion. The calibration terms A and b⃗
can therefore be found by experimentally estimating the actual trapping potential for various multipole
settings m⃗set, and comparing experimental results to calculated expected potentials. We will now
describe how each of the potential parameters are experimentally determined.

The lengths of the principal axes of an equipotential ellipsoid define the curvature of the potential in
three orthogonal directions α{x,y,z}, and are thus determined by the motional frequencies of the ion, as
ωk =

√
αkq/m, with q and m the charge and mass of the ion. Sideband spectroscopy (see Section 2.2.7)

is used to determine the ion’s motional frequencies ω
(j)
k for various multipole settings m⃗(j)

set, indexed
by j.

The tilt of the principal axes can be determined by measuring the relative coupling strengths of a
beam with wavevector k⃗ on resonance with the motional sidebands of an ion’s electronic transition.
As shown in Section 2.2.6, the Lamb-Dicke parameter, and therefore the coupling strength Ωk of
mode k, depends on the angle of incidence of the beam with respect to orientation of the motional
mode, Ωk ∝ k⃗ · ê′k. Here ê′k are the to-be-determined unit vectors of the potential’s principal axes
k ∈ {x′, y′, z′}, accented to denote that they are not necessarily the Cartesian axes of the lab system.
The coupling strength also depends on the motional mode frequency, Ωk ∝ ω−1/2. One can find the
coupling strengths by measuring the effective Rabi frequency when exciting the blue sideband for each
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motional mode of an ion prepared in the motional and electronic ground state. The tilt of the principal
axes can be estimated by determining their unit vectors by solving the following set of equations:

ê′x × ê′y =ê′z (2.78)

Ωx

Ωy
=

k⃗ · ê′x
k⃗ · ê′y

√
ωy

ωx
(2.79)

Ωy

Ωz
=

k⃗ · ê′y
k⃗ · ê′z

√
ωz

ωy
(2.80)

Using this method assumes that the wavevector k⃗ is known. If there is uncertainty in the wavevector,
one can also compare the sideband coupling strengths to that of a carrier excitation Ωcar, which gives
the following additional equation

Ωk
Ωcar

=

√
h̄

2mωk
k⃗ · ê′k. (2.81)

ê′k is dependent on the configuration of multipoles, m⃗set. Similar to the measurements of ω
(j)
k , we

measure values of ê(j)′
k for various multipole configurations, m⃗(j)

set, where the index j refers to each
distinct configuration.

Finally, a displacement of the ellipsoid, caused by a uniform field, results in an identical displacement
of an ion, r⃗, since the center of the ellipsoid represents the potential minimum. Therefore, one can
measure the position of the ion to characterize this component of the potential. In our experiment, a
CCD camera monitors the position of a single ion with respect to the trap plane. We thus determine
the displacement in the xz-plane, denoted by r(j)

x and r(j)
z , for various multipole settings m⃗(j)

set by
monitoring the position of an ion on the CCD image. The magnification is calibrated by using imaged
trap electrodes as a scale reference. Alternatively, one can calculate the separation d of two trapped
ions for a measured common mode frequency ωz with d3 = q2/(2πϵ0mω2

z ), with ϵ0 the vacuum
permittivity, and compare this to the separation on the CCD.

The displacement ry is perpendicular to the image plane, and is therefore not readily detected by
the CCD. An ion displaced in this direction experiences excess micromotion, as discussed in Section
2.3.3. The amplitude of this motion depends linearly on the displacement of the ion from the RF
pseudopotential minimum. We can therefore infer ion displacement by measuring the micromotion
amplitude. This amplitude is measured with micromotion sideband spectroscopy [90], in which we
determine the ratio between the coupling strength of a micromotion sideband ΩMM, and that of a
carrier transition Ωcar. The micromotion amplitude, denoted by the micromotion modulation index β,
is given by β/2 ≈ ΩMM/Ωcar. The modulation index β is related to ion displacement as ry = 2β/kqy
[91]. Here, k is the wavenumber of a beam propagating perpendicular to the trap surface, and qy is the
trap’s stability parameter (see Eq. 2.5).

For any given multipole configuration m⃗j, positions r̃k(m⃗(j)) can be calculated using equation 2.22,
and frequencies ω̃k(m⃗(j)) and tilts ˜̂ek(m⃗(j)) are given by the eigenvalues and eigenvectors of equation
2.23. Calculated values of these parameters for various intended multipoles m⃗j are compared with
measured values, giving a cost function given by:

∑
k,j

[
(ω

(j)
k − ω̃k(m⃗j))

2 +
∣∣∣ê(j)′

k − ˜̂ek(m⃗j)
∣∣∣2 + (r(j)

k − r̃k(m⃗j))
2
]

(2.82)

where the sum is taken over all measurements j, with measurement results in each of three axes k. We
numerically minimize the cost function of Eq. 2.82. The correlation matrix A and offset b⃗ are used as
optimization parameters, noting that the values of m⃗j are dependent on these parameters, as given by
Eq. 2.77. We thus find optimized values for A and b⃗.
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2.3.3 Micromotion compensation

The equations of motion of an RF trap, presented in Section 2.1.1, lead to solutions that include motion
at two distinct timescales, secular motion and micromotion. The solution of Eq. 2.6 suggests that the
amplitude ratio between secular motion and micromotion is qk/2, with qk the Mathieu q-parameter.
Eq. 2.6, however, is derived with the assumption that the DC potential VDC has no linear component
around the trap center r⃗ = 0, such that ∇VDC |⃗r=0 = 0. In reality, charges on electrodes or miscalibrated
electrode potentials can lead to undesired stray fields. These fields force an ion away from the trap
center. If ions are radially further away from the trap center, they are subjected to a larger RF force
(which grows quadratically with distance away from the RF-null). The ion is then said to experience
excess micromotion.

While some excess micromotion may be tolerated, it has several adverse effects. For example, it
reduces the nominal coupling strength between a light field and a carrier, it presents a fundamental
limit to the lowest attainable phonon number with sideband cooling [90], and it may induce stronger
coupling between motional modes [66], particularly in anharmonic trapping potentials. It is therefore
a requirement for QC to compensate stray fields in order to minimize micromotion. There are multiple
experimental techniques to minimize micromotion [91]. Two of these techniques have already been
alluded to in the section on potential calibration, Section 2.3.2. There, we have introduced the vector b⃗,
which describes the stray fields around the trapping region when all electrode voltages are zero. In
particular, the first three terms of b⃗ correspond to homogeneous electric fields, of which the x and y
directions, the first and third entry of b⃗, require compensation. The values of m⃗set must be chosen in
such a way that these entries in m⃗ become zero.

In practice, stray fields change on a day-to-day basis. Daily recalibration of all terms in A and
b⃗ is time-consuming, so a more direct method of micromotion compensation is desired, described
below. The following methods are ones that are commonly used in our experiment, though is not an
exhaustive list of micromotion compensation techniques. More methods can be found in Ref. [91].

-Camera detection-
The potential in one radial dimension (r ∈ {x, y}) is given by

Vr =
1
2
(ϕRF + ϕDC)r2 + (Er + Eb)r (2.83)

with the RF pseudopotential curvature ϕRF, the DC curvature ϕDC, and a DC electric field Er that may
be due to stray charges or potential miscalibration, and Eb an intentionally applied field to correct for
it.

The ion’s equilibrium position, found by solving δVr/δr = 0, is given by

r0 = − Er + Eb
ϕRF + ϕDC

(2.84)

Micromotion is compensated when the ion is at the RF-null, r0 = 0, valid when Eb = −Er. Compensa-
tion through camera detection involves adjusting the RF power, thus changing the pseudopotential
curvature ϕRF, while monitoring the ion’s position by fluorescence detection with a CCD camera. If the
ion is at the RF null, its position does not change. Otherwise, if Eb ̸= −Er a change in RF power will
result in a change in ion position. Eb is adjusted until the ion no longer visibly moves. This method is
only applicable for compensation in the directions that are accessible in the image plane.

-Micromotion sideband-
It was shown in Section 2.2.6 that an ion’s secular oscillatory motion produces motional sidebands in

the laser excitation spectrum. A similar argument can be made for micromotion: excess micromotion
produces sidebands, whose coupling strength ΩMM to the light field depends on the amplitude of
the motion. Simultaneously, the light field’s carrier coupling strength Ωcar decreases when excess
micromotion is present. Both coupling strengths are readily obtained by measuring Rabi oscillations



32 trapped ions for quantum computation

(see Section 2.2.7) on the carrier and micromotion sideband. The ratio of coupling strengths is given by

ΩMM

Ωcar
=

J1(β)

J0(β)
(2.85)

with Jn(β) the Bessel function of the first kind, with order n. The modulation index β relates the ion’s
micromotion oscillation amplitude r⃗MM to the wavelength of the laser, as

β = r⃗MM · k⃗ (2.86)

with k⃗ the light field’s wavevector. The micromotion amplitude is related to the ion’s displacement r⃗
by

r⃗MM ≈

1 0 0

0 −1 0

0 0 0

 r⃗
q
2

(2.87)

with q the Mathieu q-parameter.
For β ≪ 1, the coupling strength ratio is approximated by

ΩMM

Ωcar
≈ β

2
(2.88)

Micromotion is thus minimized by measuring and minimizing the ratio of coupling strengths ΩMM
and Ωcar when varying the compensation fields Eb. This minimizes an ion’s micromotion amplitude
projected in the direction along the light field’s wavevector. For compensation along both radial
dimensions, at least two beams, each at a different angle in the radial plane, are required.

-Photon correlation-
A third method of micromotion compensation is through the photon correlation technique. The

technique relies on the fact that the absorption and subsequent spontaneous emission rate of an ion
undergoing Doppler cooling is dependent on the ion’s velocity. An ion’s velocity, in turn, is driven by
the trap’s RF field, and is dependent on how far the ion is from the RF null. Excess micromotion can
be detected by temporally correlating the the phase of the RF field and the ion’s emission rate. This
process is illustrated in Figure 2.9, and described below.

An ion’s velocity is correlated with the phase of the RF field that drives it, as shown in the two-
dimensional histograms in the upper panels of Figure 2.9, where lighter colors represent a higher
likelihood for that combination of RF phase and ion velocity to occur. The plots are generated by
simulating the motion of an ion in an RF trap (the simulations are discussed in detail in Section 4.4).

Velocity-phase correlation plots are shown for the case where there is no radial field (left), and
where there is a 10 V mm−1 field (right), under otherwise typical trapping conditions. The interaction
of the ion with the Doppler cooling beam is velocity dependent, as displayed in the plot on the right,
calculated using typical Doppler cooling parameters17.

Since the ion’s velocity depends on the RF drive phase, it is evident that the fluorescence rate is
likewise dependent on that phase18. Combining the information from the upper plots in Figure 2.9,
we display the Doppler cooling fluorescence as function of RF phase, where its phase dependence
—or lack thereof— indicates how well micromotion is compensated.

In our setup, a portion of the trap’s RF drive signal is sent to a signal counter. Simultaneously,
photomultiplier tube (PMT)-pulses from the detection of an ion’s fluorescence are sent to another port
of the counter. The time delay between each RF drive signal and subsequent PMT counts are recorded,
and displayed as a histogram. A flat histogram indicates that micromotion is compensated. As with the

17 Γ/(2π) = 22 MHz, δ = −Γ/2, Ω ≪ Γ, see Section 2.2.8
18 The natural decay time of the P1/2 → S1/2 is ∼ 8 ns. Comparing that to the oscillation period of the RF drive, ∼ 25 ns, we note

that photon detection times are not perfectly correlated with the RF phase, but enough to be able to measure a correlation signal.
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previous methods, the photon correlation technique is only sensitive to micromotion in the direction
of the wavevector of the Doppler cooling beam.
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Figure 2.9: Photon correlation for micromotion compensation: the upper plots are histograms of simulated
Doppler cooled ion velocities, and the phase of the RF trap drive, shown for no stray field (left) and
10 V mm−1 stray field (right). Light colors indicate a high occurrence. The lower plots show expected
fluorescence as function of RF trap drive phase, noting that a higher fluorescence count is expected
when an ion’s velocity is negative (as shown in the right plot). Micromotion is compensated by
flattening the correlation curve between trap drive phase and measured fluorescence.

In our experiment, we use a combination of techniques discussed above to detect and correct for
micromotion. The micromotion sideband method for micromotion compensation is the most accurate
of the three and provides a quantitative description of the amount of micromotion in terms of the
modulation index β. However, the advantage of the photon correlation technique over the previous
methods is that it non-invasively runs in the background, and does not require any calibration of
micromotion sideband frequency or beam power. The necessary signals for photon correlation, PMT

counts and the trap drive RF are continuously picked off without affecting the experiment. The
photon-correlation technique is more sensitive when the Doppler cooling beam has low power (Ω ≪ Γ)
and thus is less precise when high power is applied, for example during state detection.

2.3.4 Heating rates

The functionality of entangling operations relies on the ions’ shared motional modes. High-fidelity
quantum computation with trapped ions therefore requires that the motional state of an ion is well-
controlled. In practice, this means that an ion’s motional modes should be cooled to the ground state
prior to any logical operations. While common entangling operations are designed to be resilient
to imperfect ground state cooling [79], undesired changes in the motional state during a sequence,
motional heating, disrupts the gate operation.

The predominant source of ion heating is usually electric field noise generated by surfaces near
the ion, the trap electrodes [29, 32, 92–94]. Heating rates are especially a nuisance in surface ion traps,
as the distance between the ion and the nearest electrode is typically an order of magnitude smaller
than conventional macroscopic traps. Since motional heating presents a major source of error in QC

sequences, it is useful to characterize a trap’s heating rates. Two common methods [29] used are Rabi
decay measurements and sideband thermometry19. The general sequence for both measurements is
similar: ground state cool an ion, wait a fixed duration, and then perform Rabi cycles on either a
carrier S1/2 ↔ D5/2 transition, or on its sidebands. The ion’s mode occupation can be inferred from
measurements of the state population as a function of Rabi cycle time. The measurement is repeated

19 A third type of heating rate measurement is the Doppler recooling [95] technique, reserved for particularly high heating rates. If
one needs to resort to using this kind of measurement on a trap intended for quantum computation, one would do well to
consider replacing the trap altogether.



34 trapped ions for quantum computation

for various wait-times between cooling and probing the ion. The change in mean mode occupation n̄
over time is the heating rate ˙̄n.

-Carrier excitation-
It was shown in Section 2.2.6 that the Rabi frequency of a resonant carrier transition is, to second

order, given by Ωn,n = Ω(1 − η2n), with Ω the bare (n = 0) Rabi frequency, and η the Lamb-Dicke
parameter. An ion whose motional state is in a thermal distribution20 with mean phonon number n̄
has a phonon occupation probability given by

Pn(n̄) =
1

n̄ + 1

(
n̄

n̄ + 1

)n
(2.89)

for phonon number n.
An ion with a phonon distribution Pn(n̄) will exhibit Rabi oscillations with multiple frequency

components, following Eq. 2.44. The excited state population develops as

P|1⟩ =
∞

∑
n=0

Pn(n̄) sin2
(

Ωn,nt
2

)
(2.90)

The distribution of Rabi frequencies for n̄ > 0 leads to a dephasing of the Rabi oscillations over time,
which is seen as a decay in the excitation cycles of P|1⟩. A high rate of decay indicates a high mean
phonon number. Examples of this decay for n̄ = 0 and 10 are shown in 2.10(a), using a Lamb-Dicke
parameter of η = 0.06, that of a 40Ca+ion with 1 MHz motional frequency. Measured Rabi oscillations
can be fit using Eq. 2.90 to infer the mean phonon number.
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Figure 2.10: Examples of motional mode occupation (phonon number) measurements using η = 0.06, through (a)
decay in Rabi cycles when exciting a carrier transition at mean phonon number n̄ = 0 and 10, and (b)
development of blue and red sideband (bsb, rsb) excitation for n̄ = 0 and 1.

-Sideband thermometry-
Alternatively to the carrier oscillations, we can monitor the excitation development when applying a

beam on resonance with the red and blue motional sideband. The Rabi frequencies of these interactions
are Ωn,n−1 = Ωη

√
n for the red sideband, and Ωn,n+1 = Ωη

√
n + 1. For a thermal distribution, the

excitation probabilities evolve as

P(rsb)
|1⟩ =

∞

∑
n=0

Pn(n̄) sin2
(

Ωη
√

nt
2

)
(2.91)

P(bsb)
|1⟩ =

∞

∑
n=0

Pn(n̄) sin2

(
Ωη

√
n + 1t
2

)
, (2.92)

which are shown for n̄ = 0 and n̄ = 1 in Figure 2.10(b).

20 A Doppler cooled ion, or one that has undergone heating from a ground state, is generally considered to have a thermal
distribution.
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Noting that the n = 0 term in in the sum of P(rsb)
|1⟩ is zero, we can rewrite it as

P(rsb)
|1⟩ =

∞

∑
n=1

n̄n

(n̄ + 1)n+1 sin2
(

Ωη
√

nt
2

)
(2.93)

=
∞

∑̃
n=0

n̄ñ+1

(n̄ + 1)ñ+2 sin2

(
Ωη

√
ñ + 1t
2

)
(2.94)

=
n̄

n̄ + 1
P(bsb)
|1⟩ (2.95)

where the substitution ñ + 1 = n was used. The ratio between the red and blue sideband excitation
is thus only dependent on the mean phonon number n̄, given by R = P(rsb)

|1⟩ /P(bsb)
|1⟩ = n̄/(n̄ + 1).

Measuring this ratio allows us to estimate the mean phonon number, as n̄ = R/(1 − R). Note that for
n̄ ≫ 1, R approaches 1, and becomes increasingly less reliable as a measurement of phonon number.
At higher phonon numbers, typically around ten or more, carrier excitation measurements are more
accurate indicators of ion temperature. However, unlike with sideband thermometry, carrier excitations
do not readily distinguish heating of multiple modes. Should this distinction be desired, more delicate
curve fitting, and/or multiple beams with different wavevectors are required.

2.3.5 Coherence time

This section has so far only considered qubit operations involving pure states, which were formally
defined in Section 2.2.5 in terms of the density operator tr(ρ2) = 1, and informally defined as states
whose Bloch vectors have unit length, and thus lies on the surface of the Bloch sphere. High fidelity
quantum computation requires that qubit states remain pure, which implies that decoherence should
be avoided [9, 96]. Qubit dephasing mechanisms, such as fluctuations in the magnetic field or laser
phase, lead to a loss of coherence over time. It is therefore beneficial to characterize how long a qubit’s
quantum coherence is maintained. In a trapped ion experiment, the coherence time is obtained using a
Ramsey sequence, which is outlined below and schematically shown in the Bloch sphere representation
in Figure 2.11.

A qubit is initialized in |0⟩. A Ramsey measurement consists of the sequence

R(π/2, 0) ⇒ twait ⇒ R(π/2, ϕ) (2.96)

where twait is a chosen waiting time between pulses. The first pulse prepares the state 1/
√

2(|0⟩ − i |1⟩).
If the second pulse is applied without a change in phase with respect to the first, R(π/2, ϕ = 0),
ideally the state |1⟩ is fully populated. Similarly, a laser phase change of ϕ = π, R(π/2, ϕ = π), ideally
fully returns population to |0⟩. Sources of noise (most commonly changes in magnetic field and laser
frequency) during the waiting time cause the qubit phase to change on a shot-to-shot basis, after which
the final pulse no longer fully transfers to |1⟩ and |0⟩. The loss of contrast between these two states
indicates qubit dephasing, and can be obtained as a function of wait time. Figure 2.11 schematically
shows this decay process in the Bloch sphere representation.

The qubit phase could evolve coherently during the waiting time, which, in the presented scheme,
would be detected as a loss of contrast. This could occur, for example, if the frequency of the laser
pulses is marginally off-resonance from the transition it is probing, which results in a constant qubit
phase accumulation during the waiting time. Scanning the laser phase of the second pulse over the full
range ϕ ∈ [0, 2π] instead of just at ϕ = 0 and ϕ = π ensures that maxima and minima in population
transfer are still found and contrast due to decoherence can be established. The plot in Figure 2.11

displays an example of the output of such a scan at two wait times. The wait time required for contrast
to reduce to 1/e ≈ 0.37 is known as the T2-time of the qubit.

When characterizing sources of decoherence, one can distinguish noise in two timescales. ‘Fast’
noise arbitrarily alters the qubit phase during an experimental cycle, and is difficult to actively correct
for. ‘Slow’ noise is considered to be stable during a single cycle, but can result in a different qubit
phase evolution in each subsequent experimental cycle. The influence of this type of noise can often
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Figure 2.11: Bloch sphere representation of a Ramsey sequence for a coherence time measurement. A state along
the equator dephases due to environmental noise, shown by the fanning out of Bloch vectors. This
spread limits the population transfer to |0⟩ and |1⟩ with the final π/2 pulse. Scanning the phase of
the final pulse results in the plot on the bottom left, where the contrast indicates qubit coherence.

be corrected for and can drastically increase the qubit coherence time. In Ramsey sequences for
determining qubit coherence, this type of noise can be accounted for by including a so-called echo
pulse, which is an additional π-pulse, R(π, 0), midway through the waiting time. Such a pulse maps
the position of a Bloch vector on the equator to another point on the equator, mirrored on the yz-plane.
As a consequence of this mirroring, a constant phase shift during the waiting time before the echo
pulse is undone (canceled out) by an opposite phase shift after the echo pulse. The echo sequence is
given by

R(π/2, 0) ⇒ twait

2
⇒ R(π, 0) ⇒ twait

2
⇒ R(π/2, ϕ), (2.97)

which cancels out linear phase drifts. More complex phase drifts can be canceled with more elaborate
echo schemes [97, 98].

Coherence time is inherent to the states chosen to encode the qubit. For example, the frequency of
different transitions are unequally sensitive to fluctuations in magnetic fields and will exhibit different
coherence time in the presence of magnetic field noise. One can therefore perform coherence time
measurements on various transitions to infer the contribution of magnetic field noise to decoherence.
Additionally, a ground state qubit is insensitive to laser field noise, and thus also serves as a good
indicator of magnetic field noise. A coherence measurement of a ground state qubit (using only optical
transitions) is done with the sequence

R(π/2, 0)|0⟩↔D ⇒ R(π, 0)|1⟩↔D ⇒ twait ⇒ R(π, π)|1⟩↔D ⇒ R(π/2, ϕ)|0⟩↔D (2.98)

where the subscript denotes the transition that the rotation operation applies to (see Section 2.2.7).



2.3 surface traps : potentials and characterization 37

Figure 2.12: Schematic of MS gate levels and transitions

Measuring of coherence between states is not limited to electronic states of the ion: The coherence of
motional states can be queried. This is particularly useful for estimating fidelity of gates that make use
of the motional modes, such as entangling gates. Motional coherence is measured with the sequence

R(π/2, 0) ⇒ R(π, 0))rsb ⇒ twait ⇒ R(π, π))rsb ⇒ R(π/2, ϕ) (2.99)

where the subscript rsb denotes a pulse on a red sideband. Such sequences also have variations that
include spin echos.

2.3.6 Entanglement

Qubit entanglement plays a vital role in QC. A multitude of techniques to generate ion-ion entanglement
exist [67, 79, 99–104], most of which make use of multiple ions’ shared motion to mediate the gate
action. One of the commonly used entangling gates for optical qubits is the Mølmer-Sørensen (MS)-gate
[79], which produces an entangled Bell-state. The MS-gate is described thoroughly in Ref. [105] and
is qualitatively summarized below. The desired gate operation is described in Section 2.2.7. The
operation is realized by a bichromatic light-field which addresses two or more ions simultaneously.
The bichromatic light field has a frequency component that is detuned by −δ from a red motional
sideband and a second frequency component that is detuned by δ from a blue motional sideband. The
levels scheme of two ions under such a light-field interaction is shown in Figure 2.12. The starting state
|00⟩ |n⟩n, with mode occupation number n, is excited through |10⟩ |n + 1⟩n + |01⟩ |n + 1⟩n to |11⟩ |n⟩n.
Due to the detuning from the sidebands δ, the states containing |n + 1⟩n destructively interfere after
time t = 2π/|δ|. The two-photon process that leads to |11⟩ |n⟩ is effectively a Raman transition and
does not destructively interfere. An appropriate choice of beam power creates a superposition of
|00⟩ |n⟩n and |11⟩ |n⟩n. The beam power is set to Ω = δ/(4η), where Ω is the carrier Rabi frequency
and η the Lamb-Dicke parameter (see Section 2.2.6).

At the gate time t = 2π/|δ|, the Bell state 1/
√

2(|00⟩+ i |11⟩) is generated. To validate that this is a
pure state, a global analysis pulse is applied to the output state of the MS-pulse. Using the notation
introduced in Section 2.2.7, the analysis pulse operation is given by R(π/2, ϕ), with a variable phase
ϕ. At phase ϕ = 0, π/2, π..., this pulse ideally produces an even distribution of populations of all
possible states, |00⟩, |01⟩, |10⟩, and |11⟩. At phase ϕ = π/4, odd terms (|01⟩ and |10⟩) destructively
interfere, and population remains in |00⟩ and |11⟩. At ϕ = 3π/4, even terms destructively interfere,
and population is placed in |01⟩ and |10⟩. The amount of occupation in either the even states or the odd
states is quantified with the so-called parity. The state’s parity is given by P|00⟩ + P|11⟩ − P|01⟩ − P|10⟩,
which has the value +1 when only even states are occupied and −1 when only odd states are occupied.

Scanning the phase of the analysis pulse and analyzing the parity of the resulting state reveals the
purity of the entangled state, since phase coherence is required for destructive interference. The contrast
in such a parity scan, together with the measured state population, are used to determine the fidelity
of the MS-gate operation. Fidelity [11] is a measure of how close a measured state, characterized by the
density operator ρ, is to the intended state, in the case of the MS-gate given by |ψ⟩ = 1/

√
2(|00⟩+ i |11⟩).

The fidelity F is given by F =
√
⟨ψ| ρ |ψ⟩.
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A common mistake that people make when trying to design something completely foolproof is to underestimate
the ingenuity of complete fools.

— D. Adams, Mostly Harmless

This chapter covers the design of the experimental setup, which aims to demonstrate the prospect
of scalability in QC. The setup is a cryogenic apparatus that houses a planar segmented surface trap,
with the ability to trap and manipulate two different ion species, 40Ca+and 88Sr+.

The cryogenic setup has been endearingly named ‘Cryostina1’ by its initial designer, Matthias Brandl.
The setup and many of the considerations that went into designing it are described in detail in the
publication Ref. [106], and in greater detail in the thesis Ref. [107].

This chapter covers, in lesser detail, much of the setup, and highlights some of the notable upgrades
that have been made since those publications. Throughout the course of my Ph.D. research, the setup
has undergone many refurbishments and has seen multiple different ion traps, the majority of which
have had the pleasure of trapping ions. The research discussed in further chapters of this thesis has
been carried out at various stages of the setup’s lifetime. An overview of the evolution of the cryogenic
setup and ion traps is shown in Figure 3.1.

Cryostina V1

Cryostina V2

Cryostina V3

Mainz trap

Yedikule trap

Berkeley trap

HOA V1
HOA V2
HOA V3
HOA V4

Golden Gatetrap

January 2014
March 2014

May 2014

June 2015

July 2015

December 2017
January 2018

February 2018
May 2018

August 2018

December 2018

Chapter 5
  Ion crystal
  rotations

Chapter 4
  RF heating
Chapter 6
  Engineered
  dissipationPresent (2022)

Date Setup Trap Project

Figure 3.1: Timeline of various versions of the cryostat setup and traps. Trap images taken from [108–110]

1 Cryostina follows our group’s naming convention that cryostats should have human names with cold puns. Other examples
include Coolien, Iceabelle, and Marcold.
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-A bit of history-
The cryogenic vacuum chamber was first closed for operation in early-2014. At this point, a trap

provided by Ferdinand Schmidt-Kaler’s ion trapping group in Mainz was installed. Unfortunately,
after several months of fruitless attempts to load ions, the trap was discarded. As it was becoming
critical2 to demonstrate that the experimental setup was at a stage in which ions could be reliably
trapped, we sought out a quick alternative. A ‘Yedikule’ trap was provided by the cryogenic trap
team in our group, courtesy of Michael Niedermayr [108]. This trap stably stored the setup’s first
calcium and strontium ions. While a good test-bed for learning the ropes of aligning optics, tuning
trapping parameters, and trap characterization, the Yedikule trap ultimately would not be useful for
QC experiments, as it lacked the necessary optical access to address single qubits without adverse laser
scattering. Preparations were being made for a newer version of the cryogenic setup, and for a new
trap.

After a solid year of designing, measuring, and otherwise preparing the upgrades, the new version
of Cryostina was assembled, with a trap designed and provided by Hartmut Häffner’s group at
University of California, Berkeley (UCB)3. This version of the experimental setup was in use for several
years. Coherent operations on the qubit transitions of both 40Ca+and 88Sr+were available, allowing
us to characterize heating rates and coherence times, and set up gate sequences, even doing mixed-
species gates. Furthermore, the experiment acquired an upgraded version of the arbitrary waveform
generator (AWG) voltage supply, the ‘Bertha’, provided by Prof. Schmidt-Kaler’s ion trapping group in
Mainz. This allowed us to investigate ion transport, which led to an in-depth study of coherent ion
crystal rotations and is the topic of Chapter 5.

In the meantime, preparations were made for another experimental adaptation, which was assembled
in December, 2017. This version exhibited multiple upgrades, such as improved DC wiring and filtering.
The main design goal, however, was to incorporate a new trap: Sandia National Laboratory’s High
Optical Access (HOA) trap [109]. The package holder, which uses electrical connectors known as fuzz
buttons4 in a standardized land grid array, was designed with the idea that trap replacement would
be reasonably simple. As it turned out, repeated trap replacement was a necessary operation (and was
hardly “reasonably simple”). The first HOA trap never held ions, and the subsequent three HOA traps
all exhibited high heating rates, and laser-induced trap charging, neither of which being desirable
for QC. Also, we were unable to load calcium and strontium ions simultaneously, which very much
defeated the purpose of a setup intended for mixed-species operation.

To bring the experiment back on the path of operating in the scope of quantum computation, a new
trap was designed. The new trap, the ‘Golden Gate’ trap, was based on the already proven design
of the Berkeley trap. It was bonded onto a chip carrier with the same footprint as the HOA trap, and
was thus straightforward to plug in to the existing setup. Shortly after the installation, ions were
trapped5, even mixed-species chains. This trap was and will be used for multiple projects, including
an investigation of RF heating and recrystallization of ion clouds (Chapter 4), and dissipation through
engineered resonance with mixed-species ion chains (Chapter 6). Additional projects, to be covered in
the Ph.D. thesis of Lukas Gerster, include Bayesian gate optimization [111] and using phase gates for
generating a higher-dimensional version of qubits, qudits. [112]. At the moment of writing, the Golden
Gate trap is still in operation in our experimental setup.

The following section gives an overview of the experimental setup, specifically the latest version
which has been used for most of the work presented in this thesis. The ion crystal rotation project
(Chapter 5) was done on an earlier version of the setup. The description of the setup is, however,
for the most part applicable to all experiments described in this thesis. One notable difference is the
electronic filters of the direct current (DC) electrode voltage lines, which were redesigned based on
experimental difficulties present in ion crystal rotations. The filters used during these experiments are
therefore explicitly discussed in Chapter 5.

2 Note 8 in Appendix e
3 Note 9 in Appendix e
4 Custom Interconnects
5 Even with accidentally scrambled DC electrode wiring
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3.1 setup overview

This section covers the experimental setup used for the experiments presented in this thesis. Most of
what is described in this section is also covered in detail in [107]. Section 3.1.1 describes the cryogenic
apparatus in which the surface trap is mounted. Section 3.1.2 describes the laser setup, and Section
3.1.3 covers the electronics and software that make up the experimental control.

3.1.1 Cryogenic apparatus

Figure 3.2 shows a schematic overview of the cryogenic apparatus, whose components are discussed
below.

3.1.1.1 Cryostat

While not considered an absolute requirement, QC with ions trapped in a surface trap greatly benefits
from a cryogenic setup. A primary reason is the known correlation between anomalous excitation
of a trapped ion’s kinetic energy and trap surface temperature [34, 43, 113]. Another benefit of a
cryogenic setup is improved vacuum pressure due to cryopumping [44]. Gas particles condense on
cold surfaces, and are thus removed from the vacuum volume. At temperatures of 4 K and below,
most molecules that are typically prominent in vacuum setups experience a significant drop in partial
pressure. At this temperature, achievable with modern helium-based cooling techniques, vacuum
pressures below 7 × 10−17 mbar are reachable [114]. Typical ion trapping setups used for QC aim to
have ultra-high vacuum (UHV) environments below the 1 × 10−10 mbar range, to have acceptably low
rates of collisions between trapped ions and background gas particles. The fact that such low pressures
can be reached with cryopumping brings another advantage to the table: Cryogenic systems can
benefit from a low turn-around time. After breaking vacuum in order to install a new trap or perform
other setup upgrades, a room-temperature setup would ordinarily require several weeks of baking
in order to reach a sufficiently low pressure. The ability to cryopump, however, eliminates the need
for a bake-out. Turn-around time is then only limited by the time required to temperature-cycle the
system, and the assembly/reassembly time. In our setup, we ideally do not wish to make use of this
benefit: once a trap is installed, it should stay in. However, the performance of surface traps is difficult
to predict before testing it with ions, and it may take several iterations of trap replacement until a
suitable trap is installed.

There are many types of devices available that provide cryogenic environments. The main contenders
for reaching the 4 K range or lower can be roughly subdivided into three types: 1) Dilution refrigerators,
2) closed-cycle cryocooling, and 3) wet cryostats. Dilution fridges are massive, complicated, offer
very limited optical access [115, 116], and are therefore impractical for trapped-ion experiments. The
achievable temperature is in the sub-Kelvin range, which for trapped ion purposes is considered
‘overkill.’ More commonly used in ion trapping experiments are closed-cycle cryostats, which operate
through diabatic expansion and compression6 of helium gases. These types of cryostats benefit from
a relative ease-of-use and do not require a supply of liquid cryogens. Unfortunately, their operation
requires moving parts to drive the expansion and compression cycle, and thus introduces a source of
acoustic, vibration, and magnetic field noise in the lab. Depending on the experimental requirements,
these sources of noise may be tolerable. However, such machines rarely produce low enough vibrations
and magnetic field noise to achieve the necessary qubit coherence associated with quantum information
processing. Low-noise operation with closed-cycle systems for QC has been achieved, but requires
extreme measures to decouple sources of noise from the ion trap [118] while maintaining high cooling
power.

With wet cryostats, the ion trap is cooled down by thermally connecting it with a liquid coolant.
For operation in a sufficiently low temperature (4 - 20 K, below the vapor pressure of most common
background gas molecules [119]), the choice of liquid coolant boils down to liquid Helium. Wet
cryostats can be further subdivided into bath cryostats and flow cryostats. In the former, a part of

6 Essentially the same principle of operation as a kitchen refrigerator, which would be considered a cryostat if it managed to cool
food down below 120 K [117].
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the setup is simply submerged in a supply of helium (for example, the super-conducting magnets
in MRI machines). Flow cryostats provide control over the flow of the cryogenic liquid, as the name
suggests, thus allow a higher degree of control of operation temperature. Flow cryostats do not require
moving mechanical components, thus do not produce magnetic field noise, or acoustic noise in the lab.
While not immune to mechanical vibrations (a boiling liquid does, after all, vibrate), these are at a
much more manageable level compared to closed-cycle systems. All advantages and disadvantages
considered, given the finite lab space, and low-noise requirements of our setup, a flow cryostat has
been chosen7. The cryostat uses liquid Helium as a coolant8.

As shown in Figure 3.2, the flow cryostat is installed in the top of the apparatus. The metal shaft
provides an insert for a transfer line (not pictured) which mediates the flow from the liquid storage to
the coldfinger, where it evaporates. The coldfinger provides the main source of cooling power for the
apparatus, and is thermally connected to the trap. Two layers of radiation shielding limit radiative heat
transfer from the surrounding room-temperature vacuum chamber to the trap. The trap sits within,
and is thermally directly connected to, the inner heat shield (∼ 30 K), which in turn is surrounded by
the outer heat shield (∼ 120 K).

The coldfinger is thermally connected to the inner shield with oxygen-free high conductivity (OFHC)
copper wires. We have used a collection of thin wires9, crimped in cable lugs. Using a collection of
thin wires allows us to mechanically decouple the coldfinger from the inner heat shield, and hence the
trap, while maintaining good thermal contact between the two. The inevitable vibrations occurring
during the evaporation of liquid coolant in the coldfinger are attenuated by the flexible copper wires.
In total, 12 crimped collections of copper strands are used to connect the coldfinger and inner shield.
The connecting rod between the main inner shield body and the connection to the coldfinger is used
as thermal anchoring [120] for the wiring that provides DC voltages to the trap. The inner shield is
discussed in more detail in Section 3.1.1.2.

The outer shield is divided into three sections, the upper, mid, and lower outer shield. The upper
outer shield provides a secondary source of cooling power for the setup: A clamp above the exhaust
enables heat transfer between evaporated coolant and the the upper outer heat shield. Similar as before,
crimped OFHC copper strands are used to thermally couple the upper and mid outer shield, while
suppressing vibrations originating from the flow cryostat. The mid shield provides a large surface
area for thermal anchoring of the DC electrode voltage wiring. Additionally, the mid shield houses the
electrical filters for this wiring. The lower outer shield does not have any responsibilities other than
being a radiation heat shield.

The flow cryostat has a CF flange connection to the vacuum chamber by means of a metal bellow,
and a set of rubber spacers separating the two. The bellow, a ribbed deformable metal, attenuates
vibrations between the cryostat and vacuum chamber.

The previously described copper strands and the bellow mechanically isolate the cryostat from
the lower shields and vacuum chamber in which the trap is placed. The trap is thus mechanically
‘loosely’ connected to the cryostat, which ensures that vibrations caused by the cryostat are minimized
at the trap. The trap must, however, be rigidly connected to the optical table, to ensure that trapped
ions do not vibrate with respect to the optical beam paths. The inner and outer shields are therefore
rigidly connected to the vacuum chamber, which is mounted to the optical table. An ideal trade-off
between an as-high-as-possible rigid connection and an as-low-as-possible cross-section to minimize
heat transfer is a stainless-steel hexapod structure. The hexapod, seen in the central column above
the inner shield in Figure 3.2, holds the outer and inner shield in place with respect to the vacuum
chamber, which is a lot of heavy lifting for just a few narrow steel tubes.

The ion trap is mounted inside the inner shield, at the bottom of Figure 3.2. The vacuum chamber
and outer and inner shields provide optical access for various beams and fluorescence detection, from
8 different directions all within horizontal plane. The vacuum chamber is placed in a hole in the
custom designed optical table such that this horizontal plane in which the trap sits coincides with the
height of the optical components on the table.

7 Model ST-400-1, Janis
8 Note 10 in Appendix e
9 Stripped from a high-quality audio cable
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3.1.1.2 Inner shield

The inner shield has the following purposes and requirements:

• Shield the trap from thermal radiation

• Shield ions from magnetic field fluctuations

• Maintain a high numerical aperture optical access to trapped ions to enable single ion addressing
and fast state readout.

The design considerations of the inner shield are, as with much of this section, described in detail in
Ref. [107]. Since that publication, the experimental setup has undergone a refurbishment, which will
be (or is, depending on when this is being read) described in the Ph.D. thesis of Lukas Gerster [121]. A
short overview of the latest version of the inner shield is provided here.

A schematic of the inner shield is shown in Figure 3.3. The shield is a copper cylinder with
two-centimeter thick walls. Due to the skin effect, this thick copper wall attenuates magnetic field
fluctuations. This attenuation is enhanced with the inner shield in the cryogenic environment, since the
conductivity of the cold copper walls increases by orders of magnitude with respect to conductivity
at room temperature. Measurements that determine the magnetic field attenuation are described in
Ref. [106]. The inner shield is composed of two separate parts, as shown in Figure 3.3(a), to provide
access inside of the shield during assembly. The parts have been chosen to separate in a vertical plane,
as opposed to a previous version of the inner shield that opened horizontally, from the bottom. This
decision ensures that Eddy currents around the axis corresponding to the externally applied magnetic
field (the quantization axis) do not cross any seams in the shield parts. These currents therefore have
the lowest resistance around the quantization axis, and the highest magnetic field attenuation.

Effective attenuation of magnetic field noise and shielding of radiation requires that the inner shield
is as enclosed as possible, meaning that the surface area of ‘holes’ in the shield should be kept to
a minimum. This requirement is in conflict with the necessity to have good optical access of the
ion. Individual ion addressing requires a beam to be tightly focused, such that neighboring ions,
typically spaced several micrometers apart, are not illuminated. This means the beam must have a
high convergence angle, or in other words, a large numerical aperture (NA). For a 729 nm beam to
achieve a waist diameter of 2 µm, an NA of about 0.22 is required.

Additionally, efficient state detection requires a large amount of fluorescence to be collected from
ions, which also implies a large NA. This high optical access is achieved by placing lenses inside of
the inner shield, shown in the cross-sectional cutout in Figure 3.3(b) (Note, this cross-section does not
align with the cut between shield parts in (a) ). A copper plate inside the inner shield serves as a lens
mount. The same plate is a holder for the trap assembly, including the resonator, discussed later in
this section. The lens mount holds lenses on both sides of the surface trap. The trap, also discussed
later, is positioned such that the normal of the surface plane is horizontal. The lenses are placed ‘in
front of’ and ‘behind’ the surface of trap, meaning that the lenses’ principal axes align with the surface
normal. The trap has a slot in the surface to allow imaging and addressing from the back side. The
back lens has an NA of 0.25 and a focal length of 25 mm. The front lens is discussed below.

One of the design goals of Cryostina V3 was to push state readout to its limits, by attempting to
collect fluorescence from nearly a full semi-spherical solid angle of the ion source. A 25 mm 0.83 NA
lens10 was chosen for this purpose. The lens has a focal length of 15 mm. The short focal length makes
it such that the lens must be placed in a very precise position with respect to the ion trap: Ideally,
when the lens is placed 15 mm away from the ion, the ion’s fluorescence is collected and collimated.
Similarly, the intended use of the lens is to focus a collimated laser beam onto an ion. However, if
the lens were 1 mm closer to the ion, the collected fluorescence diverges, and more than half of the
fluorescence intensity does not escape through the apparatus’s viewports. Lens placement is therefore
critical for good ion imaging and addressing. A similar argument can be made for the radial placement
of the lens, i.e. ensuring that the lens’s principal axis coincides with the ion.

Unfortunately, it is difficult to perfectly predict the lens’s position after assembly and cooldown of
the cryostat. We have therefore opted to place the lens on a stack of two nanopositioners11, which

10 Edmund Optics, #67-245

11 Attocube ANPx51 and ANPz51
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allows us to control the lens’s height and distance from the trap. The inner shield is not big enough to
include a third nanopositioner to control the third translational degree of freedom. Since this direction
corresponds to the trap’s axial direction, we can instead move the ion to align it with the lens’s
principal axis.

The lens is held in a metal mount with a set of plastic screws. The metal mount has extruded
arms in which the lens is placed, designed to minimize mechanical stress when the mount contracts
when cooled down. The lens is not centered above the nanopositioner stages. To reduce torque on the
nanopositioners, a counterweight is made by extruding the lens mount towards the rear, away from
the lens.

The lens has a back focal length (the distance between the flat side of the lens and the focal point, the
ion) of 8.4 mm. From a trapped ion’s point of view, this is a very close proximity for a large dielectric
material to be [31]. Charging of the lens can alter the electric field that the ion experiences, which can
alter the ion’s position and motional frequency, and induce motional excitation. In a previous version
of the setup, Cryostina V2, a metal clamp above the trap was used to shield these fields. The opening
in the clamp limited the optical access to the trap to an NA of approximately 0.25. As this defeats the
purpose of the 0.83 NA lens, another solution is required.

One option is to coat the lens with a conductive film, such as indium-tin-oxide (ITO). A typical
ITO-coated substrate is has around 85% transmissivity, and about 10 × 10−4 Ω cm resistivity [122]. The
85% transmissivity is tolerable but not preferable. Instead, we place a grid of thin gold wires midway
between the back of the lens and the trap. Such grids are commercially available, but offer up to about
95% transmission for our desired spacing. We decided we could do better, and handmade a gold wire
grid, shown in Figure 3.4(a). Gold wires with a diameter of 20 µm, normally used for wire-bonding,
are spanned across the clamp that holds the trap carrier in place. The clamp has recessed grooves in
which the gold wires can be placed, so that they are neatly equidistant, with a 1 mm spacing. The wires
are glued in place at the grooves. The clamp itself is made of titanium and is electrically grounded.

To determine the effectiveness of the shielding grid, electrostatic simulations are done using Comsol,
which models the electric field of the lens-grid-trap setup. A test voltage of 1 V is applied to the surface
of the lens. This corresponds to a uniform surface charge of 0.05 C µm−2, which is motivated by Ref.
[123]. Figure 3.4(c) shows the electric field (in the direction normal to the trap surface) between the trap
(kept at 0 V) and the lens, shown with and without the grounded mesh grid in place. The placement
of the trap, grid, and lens are shown schematically in Figure 3.4(b), which also shows how the field
potential is shielded by the mesh. If the mesh were not there, the potential transitions more or less
linearly from 1 V to 0 V from the lens to the trap. The dashed line in Figure 3.4(c) and the blue dot in
(b) show the height at which the ion is trapped, 110 µm above the surface of the trap. We conclude
that the trap region experiences a tenfold reduction in electric field noise coming from the lens when
the grid is in place.

The lens-grid-trap setup has been similarly studied using the software Zemax to determine the
optical properties of the grid. The grid has a 98% transmission. A beam passing through the lens,
focused onto the ion, experiences negligible distortion due to the grid.

Ultimately, the high-NA lens has been utilized for state-readout of 40Ca+ions. We have found that
we can distinguish the qubit state with a certainty of more than 99.99%, with a 50 µs detection time.
This is more than an order of magnitude faster than typical detection times in other ion trap setups.

3.1.1.3 DC voltage supply

Trapping ions in a surface trap requires a combination of RF and DC voltages to be applied to trap
electrodes. This section describes the DC voltage supply. We use the term DC to contrast it with the RF

supply, but note that these voltages are not necessarily static throughout an experimental sequence. In
particular, in Chapter 5 ion positions are manipulated during a sequence by applying time-dependent
voltages to trap electrodes.

A schematic overview of the wiring and filtering for the DC voltage supply is shown in Figure
3.5. Voltages are supplied by a multi-channel AWG [124], provided to us by the group of Ferdinand
Schmidt-Kaler at the Johannes Gutenburg University, Mainz12. A centralized field programmable

12 Where the device has acquired its name, Bertha
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Figure 3.4: (a) Picture of the gold mesh grid for shielding the trap from stray electric fields. (b) Electrostatic
simulations indicating how the grid (not to scale) shields the potential of a uniformly charged lens
surface. (c) Electric field perpendicular to the trap plane, with and without the grid in place. The
dashed line indicates the ion position.

gate array (FPGA) controls the digital voltage waveform of 80 digital-to-analog converter (DAC) output
channels. The DACs have a ±40 V output range, with a voltage resolution of 1.2 mV. We have not
measured noise characteristics directly. See Ref. [124] for noise characteristics on a similar device.

Digital voltage waveforms, in this thesis usually referred to as voltage sequences, have a maximum
sample rate of 2 MHz. Sequences can be initiated by a transistor-transistor logic (TTL) trigger signal.
Predetermined voltage sequences can thus be used as sub-steps of experimental cycles. In our setup,
however, the voltage sequences must be pre-computed and cannot be altered ‘on-the-fly’ between
experimental cycles. Section 3.1.3 provides more information on how the AWG is implemented within
the context of experimental control.

Voltages output by the AWG are redistributed, into four handmade 25-channel cables, designed to
optimally shield the voltage-carrying wires from external electric field noise. The cables are optionally
passed through a set of filters. These third-order RC filters (R = 100 kΩ, C = 120 nF) have a cut-off
frequency at 12 Hz, and are removed when experiments include dynamic voltage sequences. Otherwise,
when only static voltages are required, the filters are kept in, since they reduce motional mode heating
of the ion (see Section 2.3.4).

A flange on the vacuum chamber with four 25-pin D-Sub connectors connects the air side and
vacuum side. On the vacuum side, it is desirable to use wires with a non-negligible (⪆ 1 Ω) electrical
resistance, to reduce thermal coupling between the room-temperature vacuum chamber and cryogenic
trap. Previously, individual strands of phosphor-bronze were used, which were impossible to keep
untangled, similar to having 50 headphone cables in your pocket. To simplify the cable management,
the in-vacuum DC lines are distributed over four loom cables13. Outgassing rates of these cables are
low enough for use in cryogenic operation, but are not recommended for room-temperature UHV

experiments.
The mid outer shield has grooves on its outer surface to which the loom is clamped, before passing

into the shield. This thermally anchors the loom to the outer shield temperature. Inside the mid outer
shield, there are four sets of filter boards, each with a micro-D-Sub input and output. The filter boards
are second-order RC filters for each DC line, with R = 500 Ω and C = 1.2 nF. The cutoff frequency,
fc = 270 kHz, is chosen to filter noise at the ions’ motional frequencies (in the MHz range), while
allowing voltage waveforms that transport ions on tens of µs timescales to pass through. An RC

13 Custom made manganin Cryoloom, micro-D-Sub terminated, CMR-direct
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Figure 3.5: Schematic of DC electrode voltage wiring and filtering

filter circuit has been chosen instead of the previous version’s LC filter. The reason for this change
is the behavior of the ground wires, which in reality are not perfectly grounded due to finite cable
resistance. This non-negligible wire resistance creates an effective crosstalk between electrodes when
time-dependent voltages are applied. This effect is discussed in more detail in Section 5.4.3.2, where the
filtering is put in context of generating sequences of electrode voltages for manipulating the position
of ions. Here, it is discussed how the effective crosstalk across electrodes of time dependent voltages
affects the design of the sequence. The main lesson learned is that designing voltage sequences is
much simpler when the effective crosstalk is minimized. Circuit simulations with the Python PySpice
package have shown that RC filters outperform LC filters in this regard.

After the set of outer shield filters, the wires are thermally anchored to the outside of the inner shield,
enter the inner shield, and are attached with micro-D-Sub connectors to a printed cicuit board (PCB)
on which the trap carrier is mounted. Capacitors (4 nF) are placed on the PCB, which shunts parasitic
RF noise picked up from the trap’s RF drive. The PCB is mounted on the same mount that holds the
in-vacuum lens assembly, described in the previous section. The DC lines on the PCB terminate at pads,
laid out in using the standardized 100-pin PGA footprint. The PCB has a ceramic mount to hold a trap
chip and function as an electrical interposer. The mount has integrated Fuzz buttons14. Fuzz buttons
are springy gold wire meshes that resemble compressible pins. The Fuzz buttons in the carrier mount
electrically connect the trap carrier and the PCB. The design of the trap carrier, and the incorporation
of the trap, are covered in Section 3.2.

3.1.1.4 RF voltage supply

The functionality of Paul traps, also known as RF traps, require an RF voltage to be applied to
dedicated trap electrodes. In this section, the RF supply is discussed.

The voltage amplitude of RF electrodes of surface traps is typically on the order of hundreds of
volts, supplied at tens of MHz. Such voltages are often reached with the help of RF resonators, which
produce a voltage gain of an input RF signal at a specified frequency. At the highest level, an RF
resonator is an LC-circuit. The capacitance C is for the most part given by the trap’s RF electrodes.
The inductance comes from a coil, where L is chosen such that the desired resonance frequency,

14 Custom Interconnects
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ΩRF ≈ 1/
√

LC is achieved. An externally applied electric field can resonantly build up power in
the LC circuit. Losses in this LC circuit, caused by resistance in the wiring and loss in the trap’s
dielectric layers, limit the power that can be stored in the resonator. The performance of resonator
is characterized by its quality factor and voltage gain. The quality factor indicates how narrow the
frequency response of the resonator is. It represents the relative amount of energy lost in an oscillation
cycle, and is proportional to the square of the voltage gain. Aiming for a high quality factor, and thus
a high voltage gain, minimizes the amount of input power needed to reach the desired voltage on the
trap’s RF electrodes. Less supplied RF power means less heating of the trap, which is desirable for
stable cryogenic operation. The resonator’s quality factor is optimized by minimizing the effective
resistance in the LC circuit. It is therefore imperative to place the coil as close as possible to the trap,
and to use low-resistance materials in the circuit.

If the coil were to be placed outside of vacuum, as is commonly done with room-temperature
traps, the required low resistance electrical connection between the coil and the trap would present a
tremendous heat load directly on the cryogenic trap. Operation with an out-of-vacuum coil is therefore
not an option. It should instead be placed at the same temperature stage as the trap, namely in the
inner shield. Space in the inner shield is limited, so implementing a bulky helical coil, a commonly
used type of coil for traps operated at room temperature, is impractical.

The suitably-sized inductor that we have landed on is a PCB-style toroidal wire coil15, a brainchild of
Matthias Brandl. The design considerations and characterization of the resonator coil are described in
detail in Ref. [125], and will not be covered here. We have chosen a 63 loop toroidal coil, using 0.6 mm
silver wire. The coil was hand-woven into a ceramic substrate with holes milled out. An additional
coil loop acts as an inductive pickup wire, allowing us to monitor the power in the LC circuit. A PCB
that holds the RF matching network [125] is attached directly to the coil holder. The coil and matching
network assembly fit in the inner shield mount, directly below the trap PCB, see Figure 3.3. A small
hole allows the coil’s RF and ground wire to pass upwards to be soldered onto the trap PCB.

The matching network minimizes reflections in the RF signal in the transition from the supply
cable to the resonator. We use an additional LC circuit for matching, using the self-inductance of the
input line, and a set of capacitors to ground. The capacitance must be chosen such that impedance
matching is optimized for the electrical properties of the resonator at cryogenic temperatures, which
differ from those at room temperature. Therefore, before installing the resonator, several matching
tests have been done with a dummy16 trap in room-temperature and in liquid nitrogen baths, at
77 K. We then extrapolate which matching capacitance will minimize RF reflections at the intended
cryogenic temperature, about 30 K. We intentionally choose a capacitance for ideal matching at a
higher temperature than the inner shield temperature, since the resonator is expected to heat up when
supplied with RF power. In our experiment, we see that at the start of the day when first switching on
the RF supply that the resonance frequency drifts over the course of about an hour by a few percent
and that the on-resonance reflected RF signal decreases.

At stable cryogenic operation, the resonator operates at 40.38 MHz, has a voltage gain of about 80, a
quality factor of about 150, and less than 5% reflected power.

3.1.2 Laser setup

In this section, an overview of the lasers and the optical setup used in our experiments is given.
We have sets of lasers that allow us to trap two ion species, 40Ca+and 88Sr+. The lasers used in our
experiments are summarized in Table 3.1, and the relevant level diagrams are displayed in Figure 3.6.
The lasers are placed on optical tables that are separated from the cryogenic ion trap apparatus.

3.1.2.1 Laser tables

The wavelength of most beams are monitored and stabilized by a wavemeter17 which includes an
eight-channel fiber switch, and a proportional-integral-derivative (PID) module that feeds back onto

15 Note 11 in Appendix e
16 i.e. a trap whose RF electrode has a similar capacitance as the actual trap, but subjected to out-of-vacuum mistreatment that we

wouldn’t want to put the real trap through.
17 HF-WS/8-2, Toptica
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Figure 3.6: Level schemes of Calcium and Strontium showing relevant levels for photoionization of atomic
40Ca+and 88Sr+, and levels used in trapped ion experiments.

λ (nm) Description Transition

40Ca

423 Photoionization 4S0 ↔ 4P1

375 4P1 → ∞

397
Doppler cooling/
Detection

4S1/2 ↔ 4P1/2

866 Repumping 3D3/2 ↔ 4P1/2

854 3D5/2 ↔ 4P3/2

729 Qubit control 4S1/2 ↔ 3D5/2

88Sr

461 Photoionization 5S0 ↔ 5P1

405 5P1 → 5D2

422
Doppler cooling/
Detection

5S1/2 ↔ 5P1/2

1092 Repumping 4D3/2 ↔ 5P1/2

1033 4D5/2 ↔ 5P3/2

674 Qubit control 5S1/2 ↔ 4D5/2

Table 3.1: Overview of lasers used in the experiment

some of the laser drivers, through which their wavelength is stabilized. This is an upgrade with respect
to Ref. [107], in which lasers’ wavelengths were locked to an optical cavity, by means of a Pound-
Drever-Hall (PDH) lock. Now only the beams that are responsible for coherent qubit manipulation are
locked to an optical cavity, as a narrower linewidth is required than what the wavemeter lock can
provide. The wavemeter is specified to have a 2 MHz absolute frequency accuracy.

Below we provide an overview of the laser setups and tasks of the 40Ca+lasers. The overview for
the 88Sr+lasers is nearly identical, and have respective wavelengths given in parentheses is the section
headings.

-Photoionization (PI): 423, 375 (461, 405) nm-
Ions are generated with two PI beams. A neutral beam of calcium atoms are emitted from an ‘oven’

(a tube of solid Calcium, heated above the temperature that Calcium vaporizes in vacuum, > 500 K
[126]), providing a flux of atoms in the trapping region. The PI beams are continuously on while
loading ions into the trap. The 423 nm beam18 resonantly excites the 4S0 ↔ 4P1 transition19 and the
375 nm beam has an energy that exceeds what is required to ionize the excited atom. The 375 nm is a
free-running diode laser. Having the two beams on simultaneously at the trapping region produces

18 Some works describe this beam as 422 nm light. To avoid confusion with the strontium Doppler cooling beam at 422 nm, in this
thesis the calcium PI beam is correctly rounded to 423 nm.

19 The fluorescence emanating from the ions in this transition can be used to detect if there is an atomic flux at the trap site, and is
thus used to tune the temperature of the oven, or to decide that an oven needs replacing.
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Calcium ions in the trap. Ions with low enough energy do not immediately escape the trap, and can
be cooled further by Doppler cooling.

The wavelength of the 423 nm beam is monitored by the wavemeter. No feedback is applied to
stabilize the wavelength, other than occasional manual fine-tuning. A suitable wavelength is initially
calibrated by maximizing atomic fluorescence from the flux of neutral atoms near the trapping region.
While attempting to load ions, the wavelength is swept around this calibration point by several
hundred MHz.

One slight difference between the ionization process of 40Ca+and 88Sr+is that after the initial
5S0 ↔ 5P1 transition, strontium happens to have an excited level, 5D2 at a convenient wavelength
of 405 nm, from which auto-ionization is possible. While not strictly necessary to make use of this
transition, ionization is enhanced when coupling to it [127], which allows ion loading with lower
atomic flux, and therefore less contamination of the trap surface. 405 nm diodes are easily available, as
they can be ripped out of any obsolete Blu-ray player.

The 423 and 375 nm beams were initially overlapped using a polarizing beam splitter (PBS) on the
laser table, as depicted in Figure 3.7, before being sent into an optical fiber to the experiment table.
In a revised version of the setup, the 375 nm diode laser was moved to the experiment table, and is
overlapped with the 423 nm beam there. The Strontium setup is still as indicated in Figure 3.7.

-Doppler cooling and state detection: 397 (422) nm-
Doppler cooling and state detection is done using the 4S1/2 ↔ 4P1/2 dipole transition, at 397 nm.

This transition has a short natural lifetime, 7.7 ns. The 397 nm light is provided directly by a diode laser
(as opposed to the previous frequency-doubled 794 nm setup). The wavelength of the laser output is
monitored and stabilized by the wavemeter. The beam is split into two arms, each passing through
a separate double-pass acousto-optic modulator (AOM) setup. One arm, with a total frequency shift
of 200 MHz, is used as the main Doppler cooling and detection beam. The second arm, the so-called
‘refreeze’ beam has a frequency shift of 120 MHz, and is thus red-detuned by 80 MHz with respect
to the main Doppler cooling beam. The ‘refreeze’ beam is a high-power beam, far-red-detuned from
cooling transition. The reason for including this beam is discussed in detail in Chapter 4, but to
summarize here: The main Doppler cooling beam is often not sufficient for cooling high-energy ions to
the point that they form an ion chain. The refreeze beam aids in this process. The main Doppler beam
and the refreeze beam are recombined with a PBS, and sent through an optical fiber to the experiment
table.

-Repumping: 866, 854 (1092, 1033) nm-
The cooling transition is not a closed cycle: there is a 6% chance that the spontaneous decay from

4P1/2 is to 3D3/2, which is a meta-stable state. Population is repumped to the S ↔ P cycle with 866 nm
light, which couples the states 3D3/2 and 4P1/2, thus returning population to the cooling cycle states.

Population can additionally be ‘trapped’ in the 3D5/2 state, for example at the end of an experimental
sequence in which this level is used as one of the two qubit states. Repumping back to the cycling
transition is done with 854 nm light, which couples 3D5/2 and 4P3/2. 854 nm light is also used for
dissipative state transfer used for ground state preparation (optical pumping) and resolved sideband
cooling (see Section 2.2.8).

Both repumping beams are sent through a double-pass AOM setup, and are combined with a PBS

before being sent through an optical fiber to the experiment table. The AOMs function as switches,
allowing us to turn on and off the light at the ions within experimental sequences (see Section 3.1.3).

-Qubit manipulation: 729 (674) nm-
Most of our experiments use the 4S1/2 and 3D5/2 levels as the two qubit states. Coherent transfer

between these states is done with pulses of 729 nm light. Qubit coherence, and thus the fidelity of
quantum operations, require the 729 nm light to be stable in phase, such that the laser linewidth is in
or below the single-Hertz regime. The wavemeter lock, used to stabilize the frequency of most of the
other lasers, has an absolute frequency accuracy of 2 MHz, and a feedback bandwidth of 1 kHz, at
best. This is by no means accurate nor fast enough for locking the 729 nm light for coherent control
of qubits. Instead, a high-finesse (F ≈ 250, 000) optical cavity is used as a frequency reference. The
729 nm light is locked to this cavity using the Pound-Drever-Hall (PDH) method20.

20 Using a FALC 110 (Toptica) as a locking filter
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The cavity mirrors are separated by ultra-low-expansion (ULE)-glass, which is temperature controlled
to the material’s point of zero expansion, at −0.6 °C. From beat measurements with other stabilized
729 nm sources (from the University’s ‘big lab’ and from the IQOQI), an approximate linewidth of our
729 nm light of 10 - 15 Hz is inferred. More information about the high-finesse cavity, and the locking
scheme can be found in the Master’s theses of Lukas Postler [128] and Roman Stricker [129].

The cavity has a free-spectral-range at 729 nm of 3 GHz. A 240 MHz AOM is used to help bridge the
gap between the frequency of one of the cavity’s TEM00-modes, and the frequency of the ion’s qubit
transition. The AOM can be used to control the intensity of light going into the cavity. A photodiode
before the cavity measures this intensity. Its signal is fed into a PID-controller21 which feeds back onto
the AOM power to stabilize the light intensity. This further stabilizes the frequency of the locked laser,
since the cavity frequency is dependent on the incident laser power [130].

The frequency-stabilized light is sent to the experiment table through an optical fiber. Acoustic
noise in the 20 m-long fiber alters its optical path length, thus modulating the phase of the beam
at the output, which results in a broadening of the laser linewidth, referred to as fiber noise. This
broadening is counteracted by fiber-noise cancellation (FNC) [131]. In short: an AOM before the fiber
shifts the beam’s frequency by fAOM. The beam experiences fiber noise, which produces additional
phase shifts ψn(t). A small portion of the light, reflected at the experiment-side facet of the fiber, is
sent back through the fiber and subsequently through the AOM. Here the beam is recombined with a
bit of light picked off before it goes through all that frequency shifting. The combined beams have a
beat at frequency 2( fAOM + dψn/dt), which is detected by a photodiode. The beat signal is fed into
a home-built FNC-module. The module compares the beat with a stable reference signal with a set
frequency fref, and feeds back the error signal onto a voltage-controlled oscillator (VCO) that drives the
AOM. The AOM frequency fAOM is thus actively modulated to ensure that 2( fAOM + dψn/dt) = fref.

3.1.2.2 Experiment table

All beams are routed onto the experiment table through optical fibers. Figure 3.8 gives a schematic
top-down overview of the optical setup on the experiment table. To make the following description
of orientations of the components in the setup less ambiguous, we refer to the cardinal directions
shown in the top left of the figure22. In the center (in gray) is the vacuum chamber. The ion trap is
positioned in the center of the chamber with trap surface oriented vertically, out of the page in Figure
3.8. The normal of the trap surface points south-east from the trap, and the trap’s axial direction is
along the north-east direction. A pair of Helmholtz coils (not shown) are placed to the west and east
of the chamber, producing a magnetic field along the figure’s horizontal direction.

The Doppler cooling and repumping beams for both 40Ca+and 88Sr+are overlapped into a single
beam line with dielectric mirrors and PBSs. This joint line comes in from the south, and is thus aligned
at 45° with respect to the trap’s axial direction, and at 90° with respect to the quantization axis. The PI

beams of both species are overlapped and sent in from the south-west viewport, and graze across the
trap surface.

The beams that enable qubit control are first amplified by a tapered amplifier (TA). The TA output is
sent through a short fiber to clean the beam mode. A portion of the beam is split off and sent to a
photodiode, whose signal is used to stabilize the intensity of the beam through feedback on the TA

current. The beam is split into two arms, one of which is intended for global operations, and the other
for single-ion addressing. Each beam is sent through a double-pass AOM setup. These AOMs provide the
primary source of frequency control of the qubit beam within experimental sequences, further detailed
in Section 3.1.3. Each beam is subsequently directed through an AOM in single-pass configuration, a
short mode-cleaning fiber, and a set of lenses that expand the beam. The global 40Ca+and 88Sr+beams
are overlapped and reach the trap from the north-east viewport, aligned with the trap’s axial axis.
The overlapped addressing beams approach through the south-east viewport, and pass through the
high-NA lens, which ideally focuses the beam down to a sub-micrometer waist size.

Ionic fluorescence is collected by the in-vacuum lenses, and can be observed from both the front
and back of the slotted trap. Front-side imaging with a CCD camera allows us to see the surface

21 SIM960, SRS
22 Which coincidentally matches real-world cardinal directions quite closely
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Figure 3.8: Simplified schematic of the optical setup on the experiment table, with beam lines shown in red, and
paths for fluorescence detection in blue.

of the trap and how various beams reflect off of it. Imaging from the front is therefore used for
aiding in beam alignment23. Fluorescence collected through the backside of the trap is used for
state detection. Fluorescence from 40Ca+and 88Sr+is separated into two paths with a dichroic mirror.
40Ca+fluorescence is either sent to a PMT or a CCD camera by means of a mirror on a flip-mount. A
second PMT detects strontium fluorescence.

3.1.3 Experimental control

A schematic overview of the main hardware and software components that provide experimental
control24 is shown in Figure 3.9. The experiment is centrally controlled from a PC, running Trapped Ion
Conrol Software (TrICS), a home-built program that provides connectivity to the various components of
the experiment and a user-interface for controlling them. A thorough overview of TrICS can be found
in the thesis of Daniel Heinrich [132].

23 Note 12 in Appendix e
24 Note 13 in Appendix e
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Figure 3.9: Schematic overview of the experimental control hardware

Most experimental parameters (AOM settings, trap drive power, etc.) require control that is not
sensitive to precise timing, as they do not change within experimental sequences. In contrast, a
few dedicated pieces of hardware are responsible for controlling parameters that must be updated
with sub-microsecond timing during experimental sequences. We will first discuss the quasi-static
experiment control, that remains unchanged during an experimental cycle.

The control PC has an I/O PCI card25, which is controlled by TrICS. The card has a set of digital
outputs, which are used to communicate with devices in the lab. Digital signals include 8 address
bits, to isolate which device is being communicated with, and 16 data bits that specify device
settings. Connectivity to these devices is provided by a 50-wire ribbon cable26, denoted as bus system
in Figure 3.9. The ribbon cable is separated into sections by repeater and splitter stations, which
galvanically isolate separate parts of the lab and refresh digital signals. Ribbon cables are attached
to the backplane of 19” racks, which house the devices that need to be controlled. The bus system
supports communication with Direct Digital Synthesisers (DDSs), DACs, and digital in and output cards.
In practice, almost without exception27, the only devices connected to the bus system are DDSs, which
provide the RF signals for AOMs, and the trap drive. A lone DAC card drives a pressure controller, which
controls the cryostat’s liquid flow rate, and thus its temperature.

The aforementioned control of AOMs allows us to set frequencies and powers of lasers used in
experimental sequences. However, the bus system does not allow for precisely timed switching of
these laser parameters. Such switching within experimental sequences is achieved by a dedicated piece
of hardware, the pulse box [133]. The pulse box has TTL outputs and RF outputs, the latter of which
can be phase coherently switched in amplitude, frequency and phase. Pulses can be generated with a
time resolution of 10 ns. Pulse timings are controlled by a built-in FPGA. Pulse sequences, designed
within the TrICS framework, are communicated to the pulse box’s FPGA through a dedicated sequence
generation and communication software [134] on the main control PC.

The RF pulses emitted by the pulse box are externally amplified and subsequently drive 4 specific
AOMs, namely the ones in double-pass configuration in the top right of Figure 3.8. These AOMs are
responsible for coherent switching of the qubit interaction beam, at 729 nm for 40Ca+and 674 nm for
88Sr+. In addition to simply switching these beams on and off, the frequency, phase, and amplitude of
these fields are regulated by the pulse box.

The TTL pulses emitted by the pulse box are connected to various devices: TTL signals enable or
interrupt the passage of RF signals going to the AOMs in double-pass configuration, thus switching the
beams on or off. TTL pulses are also used as a start and stop signal for a counter card28 which detects
PMT pulses. This allows us to register fluorescence rate within a specified detection window. Count
results are communicated back to the control PC through a dedicated PCI card.

25 NI-DAQmx-PCI-6534

26 Migration to an ethernet-based communication network has begun in our lab, but most of our devices still run on the ribbon-wire
bus

27 In the past, the bus system also controlled DACs, which provided a voltage to piezos attached to cavity mirrors, allowing us to
tune the frequencies of lasers locked to these cavities. The cavity locks have since been replaced by a wavemeter lock.

28 NI-DAQmx-PCI-6733



56 experimental setup

200

60

100
30

DC electrodes

Central DC electrode

RF electrode
Slot

1000 µm 

Figure 3.10: Microscope image and electrode layout of the Berkeley trap. Dimensions are in micrometers.

The control PC has stand-alone software to handle the voltage output of the AWG, which provides
voltages to the trap’s DC electrodes (see Section 3.1.1.3). This software allows us to set static voltages
or, alternatively, supply the AWG with pre-computed voltage sequences. The AWG has a trigger-
input, allowing us to start these voltage sequences on-demand within experimental cycles using the
pulse box’s TTL outputs. Similarly, separate software provides control of the CCD camera, but can be
programmed to detect fluorescence within experimental cycles, initiated by TTL signals from the pulse
box.

3.2 ‘golden gate’ surface ion trap

This section provides an overview of the surface trap installed in the experimental setup. As shown
in the beginning of this chapter, in Figure 3.1, the experiment has seen the comings and goings of
multiple different traps. This section focuses on the most recent of these, the ’Golden Gate’ surface
ion trap. Before discussing that trap though, two previous traps used in the course of my Ph.D. work
deserve some attention as they have sourced some of the results presented in this thesis. A brief
description of those traps is given in the following sections.

3.2.1 Previous traps

3.2.1.1 ‘Berkeley’ trap

The ‘Berkeley’ trap, so named because it was designed, and processed at UC Berkeley in the group of
Hartmut Häffner, was installed in our setup as a platform to demonstrate the prospects of scalability in
quantum computation (as opposed to the previously installed traps, which merely demonstrated that
the apparatus could trap in cryogenic operation). The layout of the trap is shown in Figure 3.10, with a
microscope image on the left, and a schematic layout on the right. The trap is based on a gold-coated,
micro-structured silica substrate29. Careful inspection of the trap image reveals many regions of dark
spots, most pronounced on the mid-left. These are artifacts due to stress on the substrate during the
microstructuring procedure. They are below the surface, and do not affect the surface quality. More
about the trap’s fabrication, coating, and wire-bonding, which is nearly identical to the ‘Golden Gate’
trap, is covered in Section 3.2.330.

The trap consisted of 10 pairs of DC electrodes, each 200 µm wide. The traces leading up to the
electrode are narrower than the electrodes to minimize capacitance between them, thus minimizing
electrical crosstalk. The dark area in the center of the trap in Figure 3.10 is the slot region, which
is 100 µm wide. Flanking the trap slot are the central DC electrodes, which are 30 µm wide. These
electrodes join up on the right side, thus share the same voltage. One strip further out are the RF
electrodes, which provide the trap’s RF confinement. The RF electrodes produce a field, whose potential

29 Fabricated by Translume
30 Note 14 in Appendix e
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Figure 3.11: Microscope image of the Sandia HOA trap surface [109], and schematic layouts corresponding to the
purple and blue dashed regions in the image. Dimensions are in micrometers.

saddle-point, which corresponds to the pseudopotential minimum, is 110 µm above the surface of the
trap. All electrodes are separated by trenches, which are 10 µm wide and 30 µm deep.

The Berkeley trap was the first trap in our cryogenic apparatus that demonstrated coherent qubit
operations, on both 40Ca+and 88Sr+. The system was characterized in terms of coherence times and
trap heating rates. In fact, the trap boasted a respectably low axial heating rate of 2 phonons per
second at 1 MHz trap frequency. Entangling gates (MS gates, see Section 3.2.8) were performed on
40Ca+, and manipulation of the ion position was demonstrated by precise control of the trap voltages.
Specifically, we did an in-depth study of ion crystal rotations, in which a sequence of voltages causes
two ionic qubits to switch positions, while maintaining their quantum coherence. This operation is the
focus of Chapter 5.

3.2.1.2 Sandia High Optical Access (HOA) trap

The Sandia HOA trap was a successor to the Berkeley trap, and was installed along with a new-and-
improved version of the cryostat. The trap was designed, manufactured, and packaged by Sandia
National Laboratories, as part of IARPA’s Multi-Qubit Coherent Operations (MQCO) collaboration.
The design goals include [109]

• Providing high optical access (hence the name) for laser beams and detection optics, on various
axes

• Having a high degree of control of local trapping potentials, such that multiple neighboring
trapping sites can be independently controlled

• The ability to split ion chains at electrode voltage that do not exceed the voltage supply limit or
electrode voltage breakdown limit

• Having a junction region to allow re-ordering of ion chains

An scanning electron microscope (SEM) image of the trap surface is shown in Figure 3.11. The
electrode layout of the dashed areas are shown alongside. The ‘quantum region’ of the trap, denoted
by the purple dashed box, is slotted to provide optical access for beams perpendicular to the trap
plane, thus allowing single-ion addressing. The slot is 60 µm wide. The electrode layout is conceptually
similar to the Berkeley design, with the notable difference that the segmented DC electrodes flank the
slotted region and are enclosed by the RF rails. The segmented DC electrodes are therefore relatively
closer to the ions, and provide finer control over local potentials. The RF rails produce a potential
whose saddle-point is 70 µm above the surface of the trap.

Two junction regions at each end of the linear central region separate the trap into four arms. The
junction regions do not have a slot. The jagged electrode edges in the slit-to-no-slit transition and in
the junction minimize deviations in the curvature of the RF pseudopotential experienced by an ion
traversing these regions.
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The trap is wire-bonded onto a chip carrier, with a standardized 100-pin PGA footprint (see Section
3.1.1.3). This makes it easy to swap out traps31. In our experiment we are no strangers to trap
replacement: Several versions of the Sandia HOA trap have been tested, with varying results, though
unfortunately mostly discouraging ones. Overall, the heating rates (see Section 2.3.4) were on the
order of several thousand phonons per second at typical trap parameters (at an axial common mode
frequency of ∼ 1 MHz). This far-exceeds desirable heating rates for high-fidelity quantum operations.
The mechanism that leads to high heating rates (which apparently is more prominent in cryogenic
operation) is as of yet not fully understood but is believed to be related to incomplete metal coverage
of the slit.

An additional technical difficulty was that the slotted region was too narrow for our 397 nm Doppler
cooling beam to pass through without notable scattering from the slot’s sidewalls. This made it difficult
to have an acceptable signal-to-noise ratio for state detection. A final technical difficulty was that we
never managed to co-trap two different ion species.

Our way forward was to return to the previously shown-to-work Berkeley trap, though with minor
modifications, in line with the design goals of the Sandia HOA trap. This successor trap, known as
the ‘Golden Gate’ trap, was used for most of the work described in this thesis and is discussed in the
following section.
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Figure 3.13: (a) Contour of the pseudopotential for 40Ca+at an RF electrode voltage amplitude of 200 V, and a
40 MHz trap drive. The potential minimum is marked with a red cross. (b) Pseudopotential along
the radial direction perpendicular to the trap surface. At 200 V, the curvature around the potential
minimum, denoted by the dashed line, is 190 V mm−2, corresponding to a 3.5 MHz radial motional
frequency. The trap depth is 90 meV.

3.2.2 Golden Gate trap overview

The credit of naming the ‘Golden Gate’ trap goes to Pavel Hrmo, and was so named for the following
reasons: 1) The traces leading up to the DC electrodes are reminiscent of the arches of the Golden Gate
Bridge32, 2) the trap is coated in gold, 3) the trap is used to do quantum gates, and 4) it’s an homage to
the group in Berkeley where we borrowed the design from, with a view of the Golden Gate bridge
from the lab. An image of the trap and its electrode layout are shown in Figure 3.12. The trap chip
dimensions are 9 × 4.5 × 0.5 mm3.

The trap has 27 pairs of DC electrodes. A central DC electrode is made up of two co-wired strips
(30 µm) that flank a central slot. The central DC electrodes are enclosed within a pair of RF rails
(60 µm). The DC electrodes are narrower than the Berkeley trap, (100 µm pitch), providing finer control
of trap potentials around the ion. Trenches between the electrodes are 10 µm wide and are designed to
be 50 µm deep, though actual manufactured depth has some tolerance and might, according to the
manufacturer33, more realistically be around 40 µm. The slotted region is 100 µm wide, 70 µm deep,
and the opening angle behind the slot towards the back side of the trap is 80°. These values were
chosen to reduce light scattering of the 397 nm beam, both on the front side and back side, while
retaining structural integrity of the chip. The 397 nm beam is used for fluorescence detection, which
requires a high signal-to-noise ratio for quick state detection.

Figure 3.13(a) shows a contour plot of the RF pseudopotential in the radial direction (see Eq. 2.12.
The potential is shown for 40Ca+, with a 40 MHz trap drive frequency and an RF voltage amplitude of
200 V. These are typical parameters in our experiment, and result in radial motional frequencies of
3.5 MHz. The RF null, the location where ions are intended to be trapped, is 110 µm above the surface
of the trap. The pseudopotential in the radial direction perpendicular to the trap surface is shown in
Figure 3.13(b), from which it can be seen that the trap depth, the energy required for an ion to escape,
is 90 meV. With the same trap voltages, a 88Sr+ion needs 41 meV to escape the trap.

3.2.3 Manufacturing

The trap chip is based on a fused-silica substrate. The electrode structure and slot are fabricated
with laser micro-machining. The surface was gold-coated in our in-house cleanroom facility in the

31 The process of switching out one trap on the trap PCB with another takes a matter of minutes. Though that is ignoring the
amount of time it takes to disassemble and the setup to reach the trap in the first place, and to reassemble it afterwards.

32 If you squint
33 Translume
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University of Innsbruck using evaporation deposition. During evaporation, the trap surface is tilted
at a 45° angle with respect to the evaporation flux. First, a 10 nm layer of Titanium is applied as an
adhesion promoter, and secondly a 150 nm layer of gold is applied. This process was repeated four
times, twice on the top surface and twice on the bottom surface. Between the two top-side evaporation
runs, the trap chip is rotated 180° around the surface normal, though keeping the 45° with respect to
the evaporation flux. This ensures that all trench walls are coated, but keeps the bottom of the trenches
uncoated, thus avoiding electrical contact between neighboring electrodes34.

The coated trap is glued35 to a trap carrier PCB. Electrode pads are wire-bonded to the traces on the
carrier PCB. The RF electrode had multiple wire-bonds This PCB has the same footprint as the Sandia
HOA trap package, and could therefore be installed in our setup without any further modifications to
the apparatus.

Shortly after installation, 40Ca+and 88Sr+ions were stably trapped in the Golden Gate trap. In the
following sections, trapped ions are used to characterize the Golden Gate trap.

3.2.4 Potential calibration

Following the methods described in Section 2.3.1, a set of voltages are derived that control trapping
potentials, expanded in a basis of spherical harmonic multipoles. Tolerances in the fabrication of the
trap, limits in accuracy of potential simulations, and undesired stray charges influence how well these
sets of voltages produce the actual desired potentials. We use the methods of section 2.3.2 to calibrate
any possible discrepancy between set potentials and measured potentials, as given by Eq. 2.77.

The measured motional frequencies behave as expected according to the set potential: the multipoles
that intentionally influence motional frequencies lead to frequency changes that range within 5% of
the predicted value. Multipoles that should leave motional frequencies unaffected for the most part do
so. The exception is that the Y1,1 term (see Eq. 2.72), which ideally should only produce a homogenous
field in the radial direction parallel to the trap surface, additionally induces splitting of the two radial
mode frequencies. The optimized calibration allows us to predict motional frequencies with less than
1% error.

3.2.5 Micromotion compensation

In this section, the techniques described in Section 2.3.3 are applied to minimize and characterize the
motion of an ion due to the ion trap’s RF field, micromotion. We use the methods of photon correlation,
CCD detection, and micromotion sideband spectroscopy. Photon correlation is the detection of the
arrival time of an ion’s fluorescence photons with respect to the phase of the RF drive. It can detect
a component of micromotion parallel to the Doppler cooling beam. CCD detection uses fluorescence
imaging to detect a shift in position of the ion when the trap drive power is changed. It detects
micromotion in the image plane. These two methods together are a quick method of compensation
and are used on a daily basis. Since the Doppler cooling beam in our setup does not lie in the image
plane, the two techniques are sensitive to micromotion along different axes, and are therefore suitable
together for compensation in both radial directions.

Figure 3.14(a) shows results of micromotion compensation using photon correlation. Histograms of
photon counts as function of detection time (in terms of the phase of the RF drive) are shown for two
applied electric fields, at 0.75 V mm−1 and 0.85 V mm−1. These fields are produced perpendicular to
the trap surface, by applying a set of voltages to the trap’s electrodes, as described in Section 2.3.1. In
the presence of excess micromotion, the fluorescence rate is measurably correlated with RF phase, as
seen in the left plot, emphasized by a sinusoidal fit. Correcting micromotion flattens this curve, as seen
in the right plot. We extract the amplitude from the sinusoidal fit for similar measurements over a
range of applied fields, and show the results in the lower plot. The amplitude has a minimum around
0.85 V mm−1.

Complementary to this method, we monitor the position of the ion using a CCD camera, whose
image plane is parallel to the trap surface. Applying a field parallel to the trap plane, in the radial

34 Note 15 in Appendix e
35 EPO-TEK H20E
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Figure 3.14: Results of micromotion compensation on the Golden Gate trap, using various techniques. (a) Photon
correlation: upper plots are histograms of ion fluorescence counts as function of RF phase, shown
for two field strengths perpendicular to the trap plane. The blue line is a sinusoidal fit. The lower
plot shows the amplitude of the fitted lines, for various field strengths. (b) Ion position as function of
field strength (parallel to the trap surface, in the radial direction) for two RF powers. (c) Excitation by
applying a pulse on a carrier transition (upper) and micromotion sideband (lower). The ratio of their
Rabi frequencies is used to calculate the micromotion index.

direction, displaces the ion. The amount of displacement depends on the power of the trap’s RF drive.
Figure 3.14(b) shows the ion displacement as function of the applied field, for two RF powers (where
the ‘high’ power corresponds to a radial secular motional frequency of 3.5 MHz and the ’low’ power to
1.8 MHz). The ion position linearly changes with applied field, as can be seen by the fit lines. The value
of applied field where the two lines cross corresponds to a minimum in micromotion. Combining
the methods shown in Figure 3.14(a) and (b) allows us to compensate micromotion in both radial
directions to an accuracy of about ±10 V m−1.

A more accurate fine-tuning of micromotion is done by probing a micromotion sideband of one
of the ion’s 4S1/2 ↔ 3D5/2 transitions. The ratio of coupling strengths of the micromotion sideband
and the carrier transition is used to determine the micromotion modulation index (Eq. 2.85). Figure
3.14(c) shows excitation of a carrier transition (top) and its motional sideband (bottom). The lines
are sinusoidal fits, of which the respective Rabi frequencies are determined to be Ωcar = 51.3(3) kHz
and ΩMM = 1.0(1) kHz. The modulation index is then β = 0.037(6), corresponding to a micromotion
oscillation amplitude of about rMM ≈ 4.3 nm. This value indicates the amplitude of the component of
micromotion in the direction parallel to the beam used to probe these transitions, which in our case is
perpendicular to the trap plane.

In addition to the measurements shown in Figure 3.14(c) the micromotion modulation index is
measured using a beam that is parallel to the trap’s axial direction. Ideally, in a linear trap, ions should
experience no micromotion in this direction, thus should not have a detectable micromotion sideband.
In our setup, we measure a modulation index of 0.25 in the axial direction. This value is independent
of which DC fields are applied. This suggests there is a source that produces a homogeneous RF
field (as opposed to the harmonic RF field produced by the trap’s RF electrodes). We suspect that
the source of this field is a wire a few centimeters away from the trapping region that connects the
resonator coil to the trap PCB. Electric-field simulations indicate that, even with shielding provided by
the trap surface and the trap clamp, this wire can indeed produce a high enough field to account for
the measured axial micromotion modulation index. Note also that this axial micromotion can offset
the result of the photon correlation method for micromotion compensation. Since the Doppler cooling
beam wavevector has overlap with the axial direction, a minimization of correlation amplitude is not
necessarily reflected by the ion being at the RF null. Despite this, the photon correlation technique is
still useful as a coarse optimization, after which probing the micromotion sideband can be used for
fine-tuning.

For single species operation, this additional micromotion is most likely not a hindrance since the
added motion is the same for all ions. In mixed-species operation, however, the RF field unequally
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Figure 3.15: Heating rate measurements of the Golden Gate trap.

modulates the ions’ axial position, which leads to anharmonic secular motion. This, in turn, can lead
to coupling between motional modes, mode heating, and motional decoherence. Future versions of
the setup will have this design flaw corrected.

3.2.6 Heating rates

Heating of an ion or group of ions’ secular modes, as discussed in Section 2.3.4, lead to a reduction in
fidelity of many quantum operations. In order to be able to characterize errors in ion trap experiments,
the trap’s heating rates must be measured. In this section, heating rate measurements of the Golden
Gate trap are discussed.

Figure 3.15 displays heating rate results of the Golden Gate trap. ‘Typical’ trapping parameters
in our setup correspond to an axial common mode frequency of 1.06 MHz and radial frequencies of
3.3 MHz and 3.6 MHz parallel and perpendicular to the trap plane. Most results in this thesis use
similar motional frequencies, the exception being the results in Chapter 6, in which experiments are
performed at an axial common mode frequency of 0.55 MHz. Figure 3.15 shows heating rates ˙̄n of the
axial mode at various mode frequencies ω, measured using a single 40Ca+ion, using the sideband
thermometry technique described in Section 2.3.4. A heating rate of approximately 28 phonons per
second is measured at 1.06 MHz, and around 100 phonons per second at 0.55 MHz.

A commonly used model for mode heating in surface traps poses that the heating rate is inversely
proportional to the mode frequency ω and proportional to the spectral density of the electric field
noise S(ω). The measured heating rate as function of mode frequency can therefore be used to glean
information about the electric field noise. For example, many electrical systems have noise spectral
densities that follow a S ∝ 1/ω frequency scaling [93], which would be reflected by a ω−2 scaling in
the heating rate. The dashed line shows a least-squares fit through the data using a power law model,
˙̄n ∝ ω−α, from which a frequency scaling factor of α = 2.0(3) is determined. This scaling is consistent
with basic surface noise models [29].

The measurements shown in Figure 3.15 were taken in May 2022, at which point the trap was in
operation for about three-and-a-half years. In early 2021 and earlier, heating rates were measured
on the order of 20 phonons per second. The increase in heating rate over time may be attributed to
an increased amount of contaminants on the surface of the trap [36, 135]. Nevertheless, the heating
rate of the Golden Gate trap is in an acceptable range for many demonstrative quantum computation
sequences. We have also measured heating rates of motional modes in the radial directions, at
frequencies between 3 and 4 MHz, and find rates between 50 and 100 phonons per second. The works
in this thesis make use of the axial motional modes, so radial heating is less consequential. The
measured radial heating rates are therefore also within an acceptable range.

3.2.7 Coherence times

A defining property of a qubit is its coherence, which is effectively a measure of how well-defined the
phase-relation between the two qubit states is. Imprecision in experimental properties like magnetic
field strength and laser frequency cause this phase-relation, thus the coherence, to decay over time.
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Figure 3.16: Coherence time measurements on the Golden Gate trap, inferred from Ramsey contrast. Coherence
times are shown between various states, including (a)-(b) two optical transitions, (c) an RF transition,
and (d) a motional mode transition. Light blue lines are exponential fits, from which indicated T2
times are derived. The teal lines are a guide to the eye linking smoothed contrast data in the optical
qubit.

In this section, we display results of coherence time measurements, using the Ramsey measurement
technique covered in Section 2.3.5.

Firstly, a ‘standard’ Ramsey measurement, as in Eq. 2.96, is executed. Unfortunately, our system
suffers from slow magnetic field drifts; individual measurements (i.e. 50 repetitions of an experimental
cycle) can provide results with high contrast, suggesting that during this set of cycles the magnetic
field is stable. However, a full Ramsey scan is typically done with a sequence of such measurements,
over a range of Ramsey phases, to get a full Ramsey fringe as in Figure 2.11. The magnetic field drifts
in our setup are large enough that regardless of which levels are used as qubits, a Ramsey time twait of
about 4 ms results in a measured excitation as function of Ramsey phase with high contrast, but no
clear sinusiodal behavior. Since such measurements are difficult to analyze unambiguously, we do not
display these results. However, we can conclude that we maintain a near unity coherence at around
1 ms, but cannot draw definitive conclusions about coherence from these measurements after a few
milliseconds.

Instead, we add an echo pulse to the Ramsey sequences, also described in Section 2.3.5. For these
sequences, one does not need to scan the laser phase of the final Ramsey pulse, because linear
phase drifts due to incorrect laser frequency settings are canceled out by the spin-echo. Coherence
can therefore be extracted from the excitation contrast for Ramsey sequences with the laser phases
ϕ = 0 and ϕ = π. Figure 3.16 displays results of Ramsey measurements performed on 40Ca+, with
spin-echo, where we probe the coherence of various levels: From left to right, we probe two optical
transitions, (4S1/2(−1/2) ↔ 3D5/2(−5/2) and 4S1/2(−1/2) ↔ 3D5/2(−1/2)), the ground state
(4S1/2(−1/2) ↔ 4S1/2(+1/2)) and check the coherence of the ion’s motion (|n = 0⟩n ↔ |n = 1⟩n).
In the plots in Figure 3.16, the blue dots are measured contrast and the blue lines are exponential
fits through the data36, from which the coherence time T2 is extracted, using the assumption that
the measured contrast follows exp(−twait/T2). The large statistical spread in the measured data is
mostly due to quantum projection noise, as each data point was obtained with 50 repetitions of an
experimental cycle (which in hindsight should have been measured more thoroughly).

The T2 times of both optical qubits and the ground state qubit all exceed 100 ms. The optical qubits
both exhibit a feature of coherence recovery at around 50 ms, after an initial drop around 25 ms, which
can be seen with the teal guide-to-the-eye that connects smoothed measured data in Figure 3.16. Since

36 Different noise models lead to different decay functions in Ramsey contrast. Our data likely suffers from various types of noise,
and cannot be described by a simple model. The exponential decay model provides a good indication of coherence time but is
not intended as an exact representation of the decoherence mechanism.
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Figure 3.17: Experimental realization of a two-ion Mølmer-Sørensen gate on the Golden Gate trap. (a) State
population as function of the MS-gate pulse duration. The Bell state 1√

2
(|00⟩+ i |11⟩) is generated at

a pulse duration indicated by the purple bar, confirmed by (b) a parity measurement, in which an
analysis pulse with varying phase prepares even or odd states.

the ground state qubit does not contain this feature, this points to a source of coherent noise in the
laser frequency, likely related to the 50 Hz electrical line cycle.

The optical qubit with upper state 3D5/2(−5/2) is five times more sensitive to magnetic field
fluctuations than 3D5/2(−1/2) (see Eq. 2.66). If magnetic field noise was the dominant source of noise,
then the T2 times of the two optical qubits would differ by a factor of five. Since this is not the case (we
measure a factor of about 1.2), the coherence time seems to be limited by laser phase noise. One would
then expect a significant improvement when probing the coherence time of the ground state qubit,
which shares the same magnetic field sensitivity as the 4S1/2(−1/2) ↔ 3D5/2(−5/2) transition, but is
insensitive to laser phase noise. However, the measured T2 time of the ground state qubit, 116(8)ms
does not reflect this expectation. We suspect, instead, that motional heating affects the outcome of
the ground state qubit coherence measurement: The Ramsey sequence for the ground state qubit,
including the spin-echo, requires a total of seven pulses, compared to the three required for the optical
qubit. Motional heating during the wait time reduces the success of full population transfer that these
pulses are expected to make, which makes the outcome of sequences with more pulses more sensitive
to mode heating.

Finally, the coherence time of an ion’s motional mode (using the axial mode, at 1.06 MHz) is
measured to be 17 ms. The two main sources that lead to motional decoherence are motional heating
and noise in the motional frequency due to undesired changes in the trap’s confining potential. An
ion at an axial frequency of 1.06 MHz has a heating rate of 28 phonons per second, which corresponds
to a theoretical motional T2 time of 36 ms. The measured T2 time is thus dominated by instabilities in
the confining potential, likely caused by voltage fluctuations on the trap surface.

The duration of many of the sequences in the works detailed in this thesis are on the order of a
millisecond or less. Decoherence, even when no spin-echo sequences are used, represent only a minor
source of error in such sequences.

3.2.8 Gate performance

We characterize the setup’s ability to generate qubit entanglement by applying the Mølmer-Sørensen
(MS) gate, described in Section 2.3.6. Figure 3.17(a) shows an experimental realization of an MS-gate
pulse applied to two trapped ions in the Golden Gate trap. Individual data points are the measured
population of the states |00⟩, |11⟩ and the combined population of the states |01⟩ and |10⟩. The lines
are simulated results, showing the excitation development of an ideal gate pulse.

At a pulse duration of t = 145 µs, indicated in Figure 3.17(a) with the purple bar, the applied pulse
produces the desired populations of an entangled state, 1√

2
(|00⟩+ i |11⟩). A gate fidelity of 97.3(5)%

is obtained from gate population and parity scans. An example of a parity scan is shown in Figure
3.17(b). A portion of the error in gate fidelity comes from errors in state preparation and measurement
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(SPAM). The gate error of the MS-gate alone, without SPAM, can be deduced by measuring gate fidelity
for multiple repeated applications of the gate, and determining the overall per-gate drop in fidelity.
Only fidelities of odd numbers of gates are accounted for, since even numbers undo the entangling
operation. We have repeated the gate up to 9 times, and determine a gate fidelity of 98.6(1)%. The
main source of error is resonant excitation of the carrier due to the 729 nm diode laser’s non-negligible
noise floor. Depending on the intended gate application, more robust techniques of analyzing gate
performance may be desirable [136].





4C L A S S I C A L I O N D Y N A M I C S I N A N R F PAU L T R A P

Assume that a penguin is a circular cylinder...
— Fundamentals of Physics, Halliday et al.

In this chapter, we will discuss classical motion of ions trapped in a Paul trap. Here, the term
“classical” is used to emphasize that we take into consideration the Newtonian mechanics of charged
particles, whose energies are high enough such that quantum mechanics can be neglected. We
investigate classical motion by executing numerical simulations of ions in time-dependent fields. This
investigation leads us to a discussion of an often overlooked —but in some cases dominant— effect
known as RF heating.

4.1 motivation

Our motivation for studying ion motion stems from experimental difficulties in utilizing surface traps
for scalable quantum computation: Surface traps intrinsically have a low energy barrier for ions to
escape, compared with macroscopic 3D traps and are therefore more susceptible to ion loss. Ion loss
should be minimized, as such events lead to tedious ion reloading times, and constitute a decrease in
computational speed.

On the surface1, it would seem that keeping ions trapped should not pose any difficulty: Ions are
Doppler cooled to energies in the µeV range, whereas trap depths of typical surface traps are typically
tens or hundreds of meV. In the absence of Doppler cooling, an ion might gain energy at rates on the
order of 1 µeV s−1, due to electric field noise emanating from the trap surface (see Section 3.2.6). At
this rate, one would thus expect uncooled lifetimes of at least tens of minutes. During experimental
sequences, Doppler cooling is never off for more than a few tens of milliseconds. Anomalous heating
alone therefore would not likely lead to ion expulsion. A more dramatic change of energy can occur if
a particle in the background gas collides with an ion. However, some back-of-the-envelope ballistic
collision calculations suggest that it’s nearly impossible2 to have a collision that leads to an ion energy
above 40 meV. From this we can naively conclude that as long as Doppler cooling isn’t interrupted for
too long of a period of time, ion loss should not be a problem, even for surface traps.

Unfortunately, ion loss is a persistent problem for many ion traps with low escape barriers, and the
cause is not fully understood. Throughout the many iterations of traps in our setup, ion lifetimes have
varied from days to minutes to seconds, without a clear indication of which experimental parameters
lead to these changes in lifetime. Ion lifetimes (and loading times) in mixed-species operation was
particularly perplexing: in one trap (see Section 3.2.1.2) we were able to stably trap a chain of 40Ca+

for several hours, stably trap a chain of 88Sr+ for several hours, but never managed to keep a mixture
of Ca and Sr in the trap, let alone crystallize it. If a trap can hold multiple specimens of either species,
what process is responsible for hindering loading of a mixed-species crystal?

There is much to be learned about the processes involved in ion loss and loading. This prompted
us to study the dynamics of trapped ions in simulation. Such simulations enable the investigation of
many aspects of trapped ion stability, for example the effects of asymmetry in the trapping potential,
parametric resonances, varying ion numbers, and mixed species interaction. Our classical ion dynamics
investigations have helped us determine, understand, and mitigate the main source of heating that
limits mixed-species loading rates and trapping lifetimes.

The treatment of ion dynamics is usually massively simplified by assuming that an ion’s motion
ignores the trap’s time-dependent RF field and instead is governed by an effective static potential. We

1 Pun intended
2 Granted, my envelope uses a background gas of only hydrogen, with an energy distribution at cryogenic temperatures (30 K).

Still, this statement easily holds for room temperature setups

67



68 classical ion dynamics in an rf paul trap

begin this chapter with a digression, giving word of warning that this simplification is not always
justified. The remainder of this chapter highlights this notion by investigating one example of this,
a phenomenon known as RF heating. In this chapter, RF heating is studied through numerical ion
trajectory simulations, is analytically modeled, and experimentally observed.

4.2 beyond the pseudopotential approximation

It is ubiquitous among works on quantum computation with trapped ions [137] to introduce the core
concepts of ion trapping by introducing the pseudopotential — a time-averaged approximation of the
driving RF electric field potential of a Paul trap. This pseudopotential, often assumed to be harmonic, is
a useful approximation as it can be used to describe the motion of an ion without needing to take into
account the infinite terms of the solution of the Mathieu equations (see Section 2.1.1). The unperturbed
motion of an ion within a harmonic pseudopotential is sinusoidal in time and contains no frequency
component at the driving RF frequency (known as micromotion). This sinusoidal motion is known as
secular motion.

The pseudopotential approximation is an immensely useful simplification of the electric field
potential, since it allows us to easily describe equilibrium positions and motional modes of ions. This
in turn, hugely simplifies the treatment of atom-light interaction, which constitutes the foundation of
trapped-ion quantum computation. The interactions discussed Section 2.2.6, indeed, assume ions are
trapped in a static confining potential. It is therefore a lucky break that one needn’t worry about any
ion motion with frequencies higher than the secular frequencies.

However, the influence of the RF field cannot always be neglected. The simulations used in this
section cover regimes where the dynamics of ions do not obey the pseudopotential approximation. We
note some phenomena that lead to a deviation from this approximation:

-Doppler cooling-
The interaction of an ion and a Doppler cooling beam is fundamentally dependent on the ion’s

velocity (see Eq. 4.24). In typical ion trap operation the amplitude of an ion’s periodic motion is
dominated by its secular motion3, which makes it tempting to dismiss the effect of micromotion.
However, an ion’s velocity amplitude due to the RF drive is similar to its secular velocity amplitude.
Figure 4.1(a) demonstrates the notable difference between the velocity distribution of an ion if
simulated in a pseudopotential versus a time-dependent potential generated by an RF drive. Since
the functionality of Doppler cooling depends on velocity, it is evident that micromotion cannot be
neglected if one includes Doppler cooling in simulations. In fact Blümel et al. [138] note that with a
sufficient amount of micromotion, a Doppler cooling beam can add energy to ions.

-Coulomb interaction-
A second reason that the pseudopotential approximation might fail to adequately describe ion

motion is an interaction of forces due to the Coulomb potential between multiple ions and the time-
dependent RF potential. When ions are far from the motional ground state (several hundreds of meV)
this interaction leads to an aperiodic energy exchange between the driving RF field and the ions. This
energy exchange, termed RF heating, is the focus of the majority of this Chapter and will be further
defined, described, modeled and measured in Section 4.3. For now, we ask for the reader’s patience for
our vagueness in the usage of terms such as “RF heating” and “energy” in the following paragraph.

It is worth mentioning that it is not obvious that the RF potential should induce energy changes,
even for a case as simple as two trapped ions and is therefore often overlooked. It has previously
been recognized [138] that RF heating can play a dominant role in energy exchange in few-ion
systems, though the rate at which RF heating occurs depends on the ion’s energy. This heating rate,
as a function of ion energy, is shown in Figure 4.1(b). The data in this plot are obtained using ion
trajectory simulations, detailed in the following section. For comparison, using a pseudopotential in
the simulation does not show any heating, demonstrating that, indeed, the pseudopotential fails to
encompass a dominant energy exchange mechanism. Despite this, the dependence of ions’ motion on

3 For typical trapping parameters, the ratio of amplitudes of micromotion aRF to secular motion asec is closely related to the
ratio of the secular frequency ω to the trap drive frequency ΩRF and is also similar to the Mathieu q-parameter: amm/asec ≈√

8ω/ΩRF ≈ q/2, see Section 2.1.1.
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the RF potential for systems with low numbers of particles is often assumed to be negligible [65, 130].
This discrepancy suggests that a more solid foundation on ion dynamics within an RF potential is
required.
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Figure 4.1: Examples where the pseudopotential does not accurately portray ion dynamics. (a) The velocity

distribution and (b) the energy change rate of ions simulated in a pseudopotential versus ions in a
time-dependent RF drive. Velocities in (a) are scaled with respect to the amplitude in velocity of the
ion’s secular motion. The simulation parameters, definitions, and results in (b) are similar to those in
Ref [138].

4.3 rf heating of non-crystallized trapped ions

In this section, we focus our attention onto the investigation of RF heating. The content of this section
is adapted from the publication RF-induced heating dynamics of non-crystallized trapped ions [139].
We start with an introduction where terms used in the previous section finally get some well deserved
definition and motivational context.

4.3.1 RF heating: an overview

In trapped-ion based quantum computation, qubits are assumed to be well-localized, separated,
trapped ions that share common motional modes due to their Coulomb interaction. A collection of
such ions represents a register of qubits, and is characterized by a regular and predictable spatial
structure, known as a Coulomb crystal4. Quantum computation demands that ions remain in their
crystal state.

A prominent event that disturbs the crystal structure is a collision with a particle from the residual
background gas [140]. Such a collision can transfer enough energy to ions such that the crystal structure
is destroyed. The ions undergo a transition described as melting, to a phase colloquially named an
ion cloud [138, 141]. The defining feature of a cloud is that ions do not have unique average positions,
unlike in a crystal. By this definition, as few as two ions can constitute an ion cloud, despite that the
term cloud often carries the connotation of involving an ensemble of ions. Most of the discussion in
this section involves a two-ion cloud.

Melted ions are subjected to a change in energy that is not present in the crystal phase: Energy can
be transferred to the ions from the RF field. This process is known as RF heating, and has been alluded
to in the previous section. RF heating occurs when the time-dependent Coulomb force between ions
in an RF field is irregular5. It is the dominant source of energy gain in ion clouds. RF heating has
previously been studied in the context of interactions of ions with ultra-cold buffer gasses [142, 143]

4 Though some would argue that to be called a crystal it should exhibit periodicity, which is not the case.
5 Note 16 in Appendix e
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and ion ensembles [144–149], but has not been considered in the context of crystals with low ion
number, as, for example, registers of ionic qubits.

Ions in a cloud are no longer suitable to be used as qubits for quantum computation, and need to
be efficiently returned to the crystal state, a process known as recrystallization. While laser cooling
techniques can be employed to remove energy from the ions, the opposing increase in energy due
to RF heating hinders or even prevents recrystallization. In this section, the properties of RF heating
are investigated. As the motion of melted ions in an RF field is chaotic6 it is inconceivable to attain
generalized analytic descriptions of the ion motion [138, 150, 151]. However, with our simulation
we can numerically analyze dynamics of melted ions, allowing us to focus on the energy exchange
mechanism of RF heating in detail.

The investigation of RF heating is carried out in the following steps:

1. Numerical simulations: a particle motion simulator is used to track the position of ions in an RF
field. The simulation results show that RF heating can be described by discrete events, ion-ion
collisions.

2. Simplified model: Results from the numerical simulations are used to develop approximate
analytical expressions of RF heating, based on models for ion-ion collisions. These expressions are
the basis for a simplified simulation of ion cloud energy dynamics, that avoids the computational
overhead involved in tracking the motion of all ions in an RF field.

3. Experimental validation: We experimentally produce controlled melting events and estimate
cloud energy by monitoring changes in the cloud’s fluorescence. These results are compared to
results from the full numerical and simplified simulations

Before detailing on this investigation, a more detailed description of ion clouds and RF heating is
required, and is provided in the following section.

4.3.2 Ion clouds

We are unaware of literature in which the term “ion cloud” is clearly defined. However, from an
intuitive point of view, the fundamental difference between an ion crystal and a cloud is well-known.
In the crystal phase, ions have a uniquely defined average position, whereas in the cloud phase, all
ions share an average position, the center of the trap. Viewing the fluorescence of trapped ions on a
camera makes this distinction abundantly obvious: one either sees a grid of points, or just one elliptical
blur. Even in the case of two trapped ions, one cannot simply visually distinguish two melted ions.
For most of the work presented here, a more thorough definition of ion cloud is not necessary. The
intuitive understanding of what it means for ions to be melted is sufficient. Still, it is worth mentioning
two cases of ambiguity:

Firstly, it is generally agreed upon that a single trapped ion cannot form an ion cloud. This holds
even at high energy, despite that one would observe a blur on a camera. Unlike in an ion cloud, a hot
ion’s motion is periodic, and there is no phase transition between a ground-state cooled ion7 and a hot
one.

Secondly, the distinction between cloud and crystal is not obvious in the energy regime correspond-
ing to the phase transition between the two. For example, consider a two-ion crystal that due to a
background-gas collision has gained some energy — just enough that the two ions can potentially
swap positions [140]. In the absence of laser cooling, the two ions mostly remain in unique positions,
but occasionally switch positions. One cannot claim that ions have unique average positions, thus
cannot be considered crystallized. On the other hand, a camera readout would still suggest two distinct
regions of increased fluorescence, not at all like a cloud. In Ref. [138], this energy range is dubbed the
“quasi-periodic” regime, which separates the crystal and chaotic phases. This regime represents an
area of hysteresis [152] between periodicity8 and chaos: a crystal that heats up into this energy range

6 Note 17 in Appendix e
7 Of course, a single cold ion is also not described as being “crystallized.”
8 Or regularilty, at the very least
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can remain crystallized, while a cloud that cools down into this range can remain melted. Overall, the
quasi-periodic range is a gray area, both from a semantic and physical point of view.

Despite the lack of precision in qualitatively defining an energy that separates the crystal and cloud
phase, we can analytically estimate this energy: the formation of a cloud is expected when the energy
associated with ion motion (i.e., its kinetic energy) is much larger than an ions Coulomb energy. The
ratio of these energies is known as the Coulomb coupling constant, Γ, and is usually written as [145]

Γ =
1

4πϵ0

q2

awskBT
(4.1)

with kBT the ion’s thermal energy, q the ions’ charge, and

aws =

(
4

3πρ

)1/3
(4.2)

the Wigner-Seitz radius. Here, ρ is the particle density. The density is ill-defined for low particle
numbers. Previous works [145, 153, 154] have found the transition from crystal to cloud to occur for a
coupling constant between Γ = 150 and 200, but note that this is valid for large ion numbers (> 50).
For low ion numbers, where aws is approximated to be the average distance between neighboring ions
d, the crystal-cloud transition occurs9 in the range of Γ ≈ 0.5, which suggests that the mean energy
per ion required to “break” an ion crystal is much higher for small crystals.

The separation between two ions aligned along the RF-free axis is given by

d =

(
q2

2πϵ0mω2
z

) 1
3

, (4.3)

with m the ion’s mass and ωz the axial motional frequency. The thermal energy kBT in Eq. 4.1 can be
defined in terms of the ion’s kinetic energy (1/2)m

〈
v2〉 ≈ (3/2)kBT, where the mean square-velocity〈

v2〉 includes the contribution from the RF field. The mean velocity can be derived using the equation
for an ion’s position rk(t) given in Eq. 2.6 of Section 2.1, where we introduced the ion’s secular
motional amplitude ak, and the Mathieu q-parameters, qk, in three directions k ∈ {x, y, z}. The average
velocity can be approximated [91] as
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Combining and rearranging Eqs. 4.1, 4.3, and 4.4, allows us to attain an expression for the oscillation
amplitudes at the melting phase transition for a two-ion crystal:

ak ≈
27/6

√
Γ
√

8ω2
k + q2

k(ω
2
k + Ω2

RF)

(
ωzq2

√
2ϵ0mπ

) 1
3

. (4.5)

Plugging in ‘typical’ trap parameters (40Ca+, ω{x,y,z}/(2π) = {3, 3, 1} MHz, ΩRF/(2π) = 35 MHz),
we find the crystal-cloud transition, Γ = 0.5 to correspond to average oscillation amplitudes of 8 µm
in the axial direction and 2 µm in the radial directions. This is comparable to the ion-ion separation,
aws = 5.6 µm10.

9 This is based on our own simulations. I am unaware of a literature value.
10 Note 18 in Appendix e
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4.3.3 Heating in time-dependent potentials

As previously described, RF heating is an energy exchange that takes place due to interaction of the
RF field and ions’ Coulomb interaction. Here we provide a qualitative description of the physical
process involved in this energy exchange. For this, we now (finally) define energy and energy exchange.

At any moment in time, the energy Etot of a set of trapped ions is given by the sum of their kinetic
energies Vkin and potential energies. The sources of potential energy are the trap’s DC field potential
VDC, the RF field potential VRF, and the Coulomb potential VCoul. The total energy at any point in time
t is thus given by:

Etot = ∑
i

[
qVDC (⃗ri) + qVRF,0 (⃗ri) cos(ΩRFt) + Vkin(vi) +

1
2 ∑

j ̸=i
VCoul (⃗ri, r⃗j)

]
(4.6)

for ions (indexed i) with positions r⃗i and velocities vi, and with charge q. VRF,0 is the amplitude of the
RF potential, and ΩRF its frequency.

In the context of describing an ion’s energy change over time, also known as ion heating, this total
energy is not very helpful: Ions experience driven motion due to the time-dependent RF potential
VRF, so their energy is constantly changing. This affects all components of Eq. 4.6, not just the VRF
term, since the positions r⃗i and velocities vi are driven by the RF field. It is therefore convenient
to separate the motion of trapped ions into two distinct timescales: micromotion which describes
the oscillation synchronous with the RF field, and secular motion, which describes the motion in an
effective static potential, the pseudopotential. The total energy can likewise be separated into the energies
corresponding to these two types of motion, as

Etot = ERF + Esec (4.7)

where ERF is the RF component of energy, and Esec the secular component. When we refer to energy
changes, heating and cooling, of trapped ions, we imply changes in secular energy, Esec.

The secular energy is given by:

Esec =∑
i

[
qVDC (⃗r

(sec)
i ) + qVi,ps (⃗r

(sec)
i , t)+ (4.8)

Vkin(v
(sec)
i ) +

1
2 ∑

j ̸=i
VCoul (⃗r

(sec)
i , r⃗(sec)

j )

]
(4.9)

which looks similar to the total energy, but full ion motion is replaced by secular position and velocity,
r⃗(sec)

i and v(sec)
i . The time-dependent RF potential is replaced by the pseudopotential, given by:

Vi,ps (⃗r
(sec)
i ) =

q
4miΩ2

RF

∣∣∣∇VRF,0 (⃗r
(sec)
i )

∣∣∣2 . (4.10)

In the crystal phase, the secular motion can simply be expressed as normal modes of motion, with
distinct frequencies, as detailed in Section 2.1.4. Obtaining the secular energy analytically is then
straightforward, as the ion’s motion contains a limited number of sinusoidal contributions and can
be described and analyzed in the pseudopotential approximation. The RF energy does not couple to
the secular energy, so, in the absence of other external influences (e.g. laser cooling, electrode surface
noise, etc.), secular energy is conserved in the crystal phase.

If a collection of crystallized ions melts, ions experience aperiodic motion due to irregular ion-ion
Coulomb interactions. The frequency spectra corresponding to the secular motion and micromotion
broaden and overlap due to this aperiodic motion. This allows energy from micromotion ERF to be
transferred to the secular energy Esec. RF heating11 is this energy exchange between secular and
RF energy, mediated through non-periodic Coulomb interaction. Secular energy is, in this case, not
conserved.

11 Note 19 in Appendix e
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Figure 4.2: Schematic representation of two ions’ secular energy change due to Coulomb interaction in an RF
field. While following a trajectory governed by Coulomb repulsion, ions additionally experience a
force from the RF field, which is unequal due to the field’s position dependence. In this example, the
RF phase is such that during the moments of increased Coulomb interaction, the relative RF field
is aligned with the direction of motion, both during the approach and withdrawal of the two ions.
This leads to an increase of ∆W in motional energy after the collision. On the right, the filled circle
represents the position of ion 1 as it increases and decreases in the Coulomb potential with the aid of
the RF force, whereas the dotted circle is the position if no RF is applied.

The mechanism of energy exchange can be outlined with a simple one-dimensional model, shown in
Figure 4.2. In a static potential, two ions approach each other, experiencing opposing Coulomb forces,
and repel, as denoted by the dashed lines. In an oscillating potential, ions deviate approximately
sinusoidally (solid lines) from this path. Since the amplitude of the RF field is dependent on the
position in the trap, the two ions experience different forces from the RF field. In the example in Figure
4.2, directly before the moment of closest proximity, the difference in RF force reduces the distance
between the ions, compared to the distance if no RF field was applied. The ions in this example
therefore have more Coulomb energy at small distances than they would have in a static potential
(this difference is denoted by 1/2∆W). As the ions begin to repel, the RF field has switched sign, and
now the difference in RF force aids in separating the ions. The added velocity that the ions gain from
this force, in addition to the now transferred extra Coulomb energy, contribute to a total energy of
∆W added to Esec. This process would remove energy from Esec if the phase of the RF field had been
shifted by π.

The schematic in Figure 4.2 provides a qualitative description of the mechanism of energy transfer. In
practice, such “head-on” collisions do not occur in three dimensions, and the RF phase will generally
not line up with the Coulomb force as schematically presented. Still, this schematic description
gives a qualitative intuition of how the RF field induces energy change when ions experience a
time-dependent Coulomb interaction. In the following sections, a more quantitative description of RF
heating is provided, by analyzing simulations of the trajectories of ions in a time-dependent trapping
potential. First though, an overview of how these simulations work is provided.
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4.4 simulation overview

The simulation is a numerical integration of the motion of ions (indexed i), with mass mi, at positions
ri,k(t) and velocities vi,k(t), under the influence of a total force F(T)

i,k . The index k denotes the Cartesian
direction, k = {x, y, z}. The classical equations of motion that need to be solved are then

r̈i,k(t) =
F(T)

i,k (vi,k(t), r⃗(t), t)

mi
, (4.11)

where the vector r⃗ denotes the set of ri,k for all i and k. The energy regimes covered in this section,
pertaining to non-crystallized ions, are more than five orders of magnitude higher than that of motional
quanta, so a classical approach is justified.

Simulations of ion dynamics have been carried out with Matlab, using a built-in ordinary differential
equation (ODE) solver and is publicly available [155]. The Matlab ODE solvers find numerical solutions
for first order initial value differential equations of the form

˙⃗r = f (⃗r(t), t), (4.12)

where r⃗(t) is a set of time-dependent parameters. This solver solves only first-order differential
equations (DEs). The set of second-order equations of motion, Eq. 4.11, must be expanded into a set of
first-order equations. This is done by introducing the substitution vi,k = ṙi,k. We thus solve the set of
equations

ṙi,k(t) = vi,k(t) (4.13)

v̇i,k(t) =
F(T)

i,k (vi,k, r⃗(t), t)

mk
. (4.14)

For three dimensions and N ions, a system of 6N differential equations are numerically solved. The
solver provides a list of times {tn} and parameters {ri,k(tn), vi,k(tn)}, for a set of initial parameters
{ri,k(t0), vi,k(t0)}. The returned times do not necessarily coincide with time-steps used within the
solver. Therefore, returned parameters are interpolated from the internally calculated parameters.

4.4.1 Contributing forces

There are four contributing forces that are included in the simulation:

• The force from the static DC electric field generated by the trap electrodes

• The time-dependent force from the RF electric field generated by the trap electrodes.

• The Coulomb force between ions

• Interaction with the Doppler cooling beam

The implementation of these forces is discussed below.

-DC electric field-
The force on an ion with charge q in a static potential VDC is given by

F(DC)
i,k = −q∇VDC. (4.15)

We determine the position dependent ∇VDC analytically, using the description of the DC potential
discussed in Section 2.3.1, in which the full DC potential defined as a linear combination of potentials
in a spherical harmonic basis, VDC = ∑l,n νl,nYl,n, where νl,n is a scaling coefficient12. For most

12 It’s difficult to assign a more constructive name than ‘scaling coefficient’ for νl,n, since its dimension, and thus physical
interpretation, depends on the order l, as [ν] = V/ml . For l = 1, this term represents the electric field strength, in V m−1. For
l = 2, it is the magnitude of the field curvature, in V m−2
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of the simulations described in this thesis, two components from this basis are used: the primary
‘end-cap’-type DC potential

Y2,0 = 2z2 − x2 − y2, (4.16)

and a potential that lifts degeneracy in the radial direction,

Y2,2 = x2 − y2. (4.17)

Here, z is chosen to be the direction along the axial trap axis. The corresponding electric fields
{Ex, Ey, Ez}l,n = −νl,n∇Yl,n are then

Ex,2,0 = 2xν2,0, Ey,2,0 = 2yν2,0, Ez,2,0 = −4zν2,0

Ex,2,2 = −2xν2,2, Ey,2,2 = 2yν2,2, Ez,2,2 = 0. (4.18)

Static homogeneous fields, given by the terms Y1,{−1,0,1}, can be included as

Ey,1,−1 = −ν1,−1, Ez,1,0 = −ν1,0, Ex,1,1 = −ν1,1, (4.19)

though are generally kept at zero. Such terms can be included to investigate the effects of excess
micromotion caused by uncompensated stray charges (see Section 2.3.3).

To summarize: the types and magnitudes of field potentials are selected by choosing values of
νl,n. At each time-step in the simulation, a force on each ion i, in direction k is calculated using
Fi,k = qi ∑l,n νl,nEk,l,n, where all values of Ek,l,n are determined analytically. The solver includes
expressions for electric fields of all spherical harmonic potentials up until the l = 4th degree.

-RF electric field-
The force on an ion due to the trap’s RF potential VRF is

F(RF)
i,k = −q∇VRF, (4.20)

noting that in contrast to the DC case, the RF potential is time-dependent. The same harmonic
expansions as for the DC case is used. The simulations in this section almost exclusively use only
the term Y2,2, which represents the saddle-type RF potential associated with most linear Paul traps.
Similar to the DC case, we define the magnitude of the RF potential through a factor ν(RF), where the
l, n subscript is dropped since they are generally kept at l = 2 and n = 2. The factor ν(RF) is half the
amplitude of the RF potential field curvature13 in V m−2. The force on an ion in the RF potential at
time t is then

Fi,x

Fi,y

Fi,z

 =


−2x

2y

0

 qiν
(RF) cos (ΩRFt + ϕRF) (4.21)

with ΩRF the trap drive frequency, and ϕRF the trap drive’s phase.
The simulation allows for the time-dependent RF potential to be substituted by an effective static

potential, the pseudopotential, with forces given by:
Fi,x

Fi,y

Fi,z

 =


−2x

−2y

0


1
m

(
qv(RF)

ΩRF

)2

(4.22)

13 Ordinarily, one would use ν(RF) to denote the amplitude of the curvature of the RF potential. However, the definition of ν(RF)

used here swallows up the factor 1/2! in the second order Taylor expansion of the potential, so ν(RF) is half of the amplitude. I
prefer this notation because it is more consistent with νl,n in the DC case
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Using the pseudopotential in simulations neglects RF motion of the ions and provides an approxi-
mation for the remaining secular motion. This can be immensely useful for numerical simulations
where one is confident that the pseudopotential approximation is accurate, since the integration step
size can be relaxed by an order of magnitude, reducing simulation time.

For our purposes, as explained in Section 4.2, the time-dependent RF potential cannot be neglected.
Still, the option to simulate ion trajectories within a pseudopotential is a useful tool for debugging,
performance testing, and comparative studies.

-Coulomb interaction-
The Coulomb force on ion i due to the co-trapped ions j is

F(Coul)
i,k =

1
4πϵ0

∑
j ̸=i

qiqj∣∣⃗ri − r⃗j
∣∣2 (ri,k − rj,k). (4.23)

with ϵ0 the vacuum permittivity, and qi and qj the charge of ion i and j.

-Doppler cooling-
Typical ion trap experiments use Doppler cooling to remove energy from ions. The force that the

Doppler cooling beam imparts upon ions thus plays a fundamental role in their dynamics.
Doppler cooling is a stochastic photon absorption and emission process, typically spanning a

manifold of many electronic levels. For example, a 40Ca+ ion is typically Doppler cooled in an eight-
level manifold using 397 nm and 866 nm light. The stochastic and discrete nature of emission and
absorption suggests that one must include randomized impulses to ions when numerically integrating
their motion. Such discrete events are not well-accommodated by the built-in ODE solvers provided
by Matlab, many of which are optimized to use internal variable time-steps. That is not to say that
such processes cannot be adapted in numerical integration, but this requires specialized numerical
methods.

A convenient solution is to substitute the discrete random impulses of emission and absorption
by an average continuous damping force, and to approximate the many-level cooling manifold by a
two-level system, with an effective spontaneous decay constant, Γ. Given a beam with an on-resonance
coupling strength Ω and a detuning from resonance δ, an ion with velocity v⃗ experiences an effective
force given by [81]

⃗F(D) =
Γ
2

Ω2/2

Ω2/2 + Γ2/4 + (δ − k⃗D · v⃗)2
h̄⃗kD, (4.24)

where k⃗D is the Doppler cooling beam’s wavevector and h̄ is the reduced Planck constant.
We do note here that this method fails to accurately portray ion dynamics when they are cooled

near the Doppler limit [81], since quantization of motion and photon recoil are not included. Ions
are always orders of magnitude above the Doppler cooling limit in the simulations presented in this
chapter.

4.4.2 Analytic description of surface trap potentials

In general, the simulation models the RF and DC fields as ‘ideal’ harmonic potentials. The potentials
of real ion traps deviate from this ideal, having higher-order terms, which are more prominent further
from the trap center. For a few crystallized ions in a 3D Paul trap, such anharmonicities can generally
be neglected, as the range of the positions of the ions is small with respect to the size of the trap. In
smaller traps (i.e. traps with lower ion-electrode separation such as surface traps) such anharmonicities
may not necessarily be neglected and can affect the normal modes of motion [66]. Experimentally, the
most detectable indication that the trap potential of a surface trap is anharmonic is its finite trap depth:
Perfectly harmonic traps would be infinitely deep, which, judging by our rate of ion loss, is clearly not
the case with surface traps. The simulation includes the option to take the non-ideal potential of a
surface trap into account, as outlined below.
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For analyzing ion motion in anharmonic trapping potentials, one could include higher-order
spherical potential terms, using values of νl,n with l > 2. However, to accurately describe the potential
of a surface trap, also far from the trap center, one requires many high-order terms14, which is
mathematically cumbersome. A more realistic way to analytically model the potential of a surface
trap is to follow the method of [156]: Assuming an infinitely large surface trap composed of square
electrodes with no gaps, the potential Ve generated by applying a voltage νe on an electrode e is given
by

Ve(x, y, z) =
νe

2π ∑
i,j={0,1}

(−1)i(−1)j tan−1

 (xi − x)(zj − z)

y
√

y2 + (xi − x)2 + (zj − z)2

 . (4.25)

Here, the electrode’s opposing corners have coordinates (x0, 0, z0) and (x1, 0, z1).
We generate an electrode layout similar to the trap discussed in Section 3.2.1.2 (though ignoring

the gaps between electrodes and the optical access slot) and calculate the voltage set {νe} required to
produce a desired trap potential, using the methods discussed in Section 2.3.1. The full potential is
then given by the sum of electrode potentials, ∑e Ve. Expressing the potential in the simulation in this
fashion is useful because it faithfully models the anharmonicity and trap depth inherent to surface
traps and thus provides an effective tool to make a side-by-side comparison of an ideal harmonic trap
and surface traps. We make such a comparison and analysis in Section 4.8.

4.5 full ion dynamics simulations

In this section, numerically calculated ion trajectory data is used to analyze properties of RF heating.
The simulator is described in Section 4.4. We refer to these simulations as “full,” to contrast them with
simplified simulations later in this work.

4.5.1 Simulation overview

In our simulations, we track the dynamics of two trapped 40Ca+ions. We use trapping parameters that
match typical experimental values [106], with motional frequencies of {ωx, ωy, ωz} = 2π{3.3, 3.6, 1.1}
MHz, where z is the direction with no RF potential. At the start of the simulation, ions are placed in
their crystallized equilibrium positions15. One ion has zero initial velocity, while the other is given an
initial velocity in a random direction, mimicking a collision with a background gas particle. An initial
kinetic energy of 1.4 meV (≈ 80 m s−1) is chosen, as it is marginally more than the required energy to
melt the crystal [157]. This initial energy is, incidentally, in the same order of magnitude as a typical
value of energy transfer induced by a collision with a background gas particle. Most simulations
contain 5 ms of trajectory data16.

4.5.2 Extracting secular energy

To investigate RF heating, we must be able to extract the total secular energy from simulation data,
which can be obtained by using Eq. 4.9. The kinetic energy of an ion with mass mi is Vkin = (1/2)miv2

i .
The Coulomb energy between particles i and j with charge qi and qj is given by

VCoul =
1

4πϵ0

qiqj∣∣⃗ri − r⃗j
∣∣ , (4.26)

14 Including terms up to l = 4 is not sufficient, and this already contains 25 νl,n terms.
15 The equilibrium positions can be analytically calculated for a two ion crystal, for known trapping parameters. However, in

our case, we can numerically obtain them by running the simulation with arbitrary starting points, but with a strong velocity
damping force, which quickly brings ions to their equilibrium positions. These positions are used as starting positions in further
simulations.

16 For a two-ion trajectory simulation on my laptop, a 5 ms trajectory takes about 20 minutes of simulation time, and contains
roughly 1 GB of output data
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with the vacuum permittivity ϵ0. VDC (⃗r) and VRF (⃗r) can be analytically obtained from simulation
parameters (see Section 4.4).

The simulation, however, does not provide the ions’ secular motion, r⃗(sec)
i . This motion thus needs

to be extracted from the full simulated ion trajectory. One cannot fairly obtain secular motion by
simply low-pass filtering the position data, in the hope of removing the part of the Fourier spectrum
that describes the higher-frequency micromotion: The signals corresponding to secular motion and
RF motion overlap spectrally. In particular, we wish to retain motional information that results from
ion-ion Coulomb interaction, which in ion clouds have timescales similar to the trap drive period17.
The secular motion is obtained from the simulated motion as follows:

The simulated time-dependent position of ion i is denoted as r⃗(0)i , and is to be separated into a

secular and RF component, r⃗(sec)
i and r⃗(RF)

i .

The equation of motion that governs the position r⃗(0)i is given by

¨⃗r(0)i = − q
m
∇VRF,0 (⃗r

(0)
i ) cos (ΩRFt). (4.27)

¨⃗r(sec)
i + ¨⃗r(RF)

i = − q
m
∇VRF,0 (⃗r

(sec)
i + r⃗(RF)

i ) cos (ΩRFt). (4.28)

If the secular frequency ω{x,y} is much lower than the RF drive frequency ΩRF, the RF component of
position can be described by the equation of motion

¨⃗r(RF)
i ≈ −

q∇VRF,0 (⃗r
(sec)
i )

m
cos(ΩRFt). (4.29)

This approximation is valid if the amplitude of r⃗RF
i in one oscillation period is small enough such

that ∇VRF,0 (⃗r
(sec)
i ) changes negligibly. Since simulations do not directly provide r⃗(sec)

i , an iterative

approach is used, where initially the simulated positions r⃗(0)i are used as an approximation for the

secular motion: r⃗(sec)
i ≈ r⃗(0)i . The RF component of the position is then

r⃗(RF)
i ≈ −

q∇VRF,0 (⃗r
(0)
i )

mΩ2
RF

cos(ΩRFt). (4.30)

The secular motion is iteratively approximated by removing the RF component from the full simulated
positions:

r⃗(1)i = r⃗(0)i − r⃗(RF)
i (4.31)

= r⃗(0)i +
q∇VRF,0 (⃗r

(0)
i )

mΩ2
RF

cos(ΩRFt).

As r⃗(1)i is a better approximation for secular motion than r⃗(0)i , we can improve our estimate for r⃗(RF)
i in

Eq. 4.30. Higher order adjustments to the secular position can thus be found iteratively:

r⃗(n+1)
i = r⃗(0)i +

q∇VRF,0 (⃗r
(n)
i )

mΩ2
RF

cos(ΩRFt). (4.32)

Note that Equation 4.32 remains an approximation for the secular motion and is not an exact solution
even as n → ∞.

Figure 4.3(a) demonstrates how a simulated trajectory (projected in one dimension) is adjusted using
4.32 in several iterations to remove the RF. The trajectories r⃗(2)i and r⃗(3)i are visibly indistinguishable.
The remaining motion is approximately secular. We can further quantify the performance of the
iterative RF removal method: for this, a separate simulation of a single trapped ion is run, which

17 Another method to remove the RF component is to isolate (interpolated) trajectory data at stroboscopic intervals corresponding
to the period of the RF drive [158]. Also here, however, trajectory information relating to ion-ion Coulomb interaction is lost
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produces a trajectory that exhibits both secular motion and micromotion, but no unpredictable behavior
due to Coulomb interaction. In this case, the theoretical secular motion is purely sinusoidal, and
secular energy is constant. We can thus analyze how well a perfect sine fits the numerically obtained
trajectory r(n) for various iterations n. The goodness-of-fit is then quantified by the fit’s coefficient of
determination, i.e., its R-squared value [159]. Figure 4.3(b) shows the R-squared value as function of n
(right axis). An additional metric is to gauge the stability of the calculated secular energy using Eq.
4.9, which in the ideal case is constant. The stability of the numerically obtained secular energy is
shown in Figure 4.3(b)(left axis), expressed in terms of the ratio of the standard deviation to the mean
of the energy. The ion trajectory r⃗(n)i and secular energy Esec both change negligibly for orders higher
than n = 3. However, these metrics do not reach zero, as this method only provides an approximate
solution.
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Figure 4.3: (a) Secular motion is extracted from simulated trajectories in iterative steps. Ideal secular trajectories
should be sinusoidal, and the secular energy should be constant. (b) shows goodness-of-fit (R-squared)
of the calculated secular trajectories fit to a sine curve, and the ratio of deviation in calculated energy
to its mean.

The secular energy Esec is obtained using Eq. 4.9 with the secular positions r⃗(n)i ≈ r⃗(sec)
i and the

corresponding velocities v⃗(n)i . In this thesis, when referring to the ion cloud’s energy, the secular energy
Esec is implied, with n = 3. In the following section, RF heating is investigated by analyzing the secular
energy of a simulated cloud of ions.

4.5.3 Simulation results

Figure 4.4(a) shows traces of the energy Esec over time, for several simulation runs. All simulations
start with identical parameters, except for a randomly chosen RF phase, which reflects that a collision
with a background particle can occur at any time during the RF-drive cycle. In every trace, energy
increases over time, but not necessarily continuously. The change in secular energy is attributed to RF
heating. Although the only difference between the individual simulations is the initial RF phase, there
is a large variation in the development of energy over time, resulting in energies ranging from about 4

to 30 meV after 5 ms. This variation attests the chaotic nature of melted ion dynamics.
Upon closer inspection, despite this unpredictable behavior, quasi-stable solutions do exist: a

prominent example in Figure 4.4(a) is denoted by the light green area. Here, starting from after 1

ms, the secular energy remains comparatively steady. Such areas of stability occur only when the
sinusoidal position of the two ions are out of phase by nearly π, in each dimension. We will see in
Section 4.6.1.2 why this condition leads to increased stability.

It is clear from the traces in Figure 4.4(a) that one could never hope to accurately predict the course
of energy gain of ions of a single melting event in an experimental setting. However, by simulating
multiple melting events, an average energy gain can be estimated. The thick dark blue line in Figure
4.4(a) is an average of the individual simulations, which increases approximately with the square-root
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Figure 4.4: Secular energy of simulated ion clouds. (a) Multiple simulation runs with nearly identical starting
conditions (thin gray lines) exhibit a large spread in energy change. The average of these runs (thick
dark blue line) increases smoothly over time, following a square-root-of-time trend. The green area
highlights an example of a quasi-stable ion trajectory (b) A close-up of one of the traces from (a) shows
that energy changes at discrete moments in time, coinciding with peaks in Coulomb energy, also
shown in (b).

of time. This trend of the average increase of energy is a characteristic of RF heating, and is observed
regardless of which trap parameters are used (for example, motional frequencies, ion mass, etc).

To further examine the dynamics that lead to energy changes, we take a trace from Figure 4.4(a)
as an example, and show a short time interval in Figure 4.4(b). Additionally, the Coulomb energy of
the two ions in this interval is plotted. Secular energy does not change continuously, but at discrete
points in time. These discrete changes in energy are correlated with moments of increased Coulomb
interaction. This is in agreement with the intuitive description of RF heating presented in Section 4.3.3:
RF heating occurs due to multiple ions’ joint interaction with the RF field and Coulomb force. As a
reminder, this interaction does not influence ion crystals because the frequencies of the Coulomb force
and RF motion are spectrally separated. In contrast, in an ion cloud the Coulomb force exhibits rapid
changes that occur on timescales similar to the RF drive period.

From here on, we will refer to the moments of increased Coulomb interaction that may lead to a
change in energy as a collision18. Individual changes in energy as a result of collisions are denoted by
∆W.

It is instructive to gather statistics of these energy changes, as it provides insight to the orders-of-
magnitude associated with RF heating. We thus collect a set of energy changes {∆W}, by evaluating
the secular energy before and after any peak in Coulomb energy. We additionally extract statistics
about the ions locations within the trap where they undergo these energy changes, and the times at
which they occur. All traces from Figure 4.4(a) are used for this collection.

Figure 4.5(a) shows the distribution of the location that the collision occurs, with respect to the
trap center. All collisions occur within 4 µm of the trap center, regardless of the amplitude of the ion
motion. For reference, the distribution of ion location with respect to the trap center is shown, which
displays ion oscillation amplitudes of ∼ 10 − 30 µm)19.

Figure 4.5(b) shows a polar histogram depicting at which phase of the RF drive cycle a collision
occurs. Collision times are not correlated to the RF phase. However, collisions that lead to a large
change in secular energy have a strong tendency to occur when the magnitude of the RF field is
highest (at extrema in the RF cycle). This is shown in the same polar histogram in Figure 4.5(b), where
an arbitrary energy cut-off of |∆W| > 1 meV has been chosen for visual clarity. The tendency for high
changes in energy to require the collision to be at maxima of the RF field, as graphically depicted,
aligns well with the schematic depiction of RF heating presented in Figure 4.2. Here secular energy
change is depicted as occurring when the RF component of relative velocity has an opposing sign
directly before and after the peak of the collision. Times where the RF component of velocity is zero

18 The fact that energy is not necessarily conserved makes it an inelastic collision.
19 Note 20 in Appendix e
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correspond to times where the RF field is at a maximum or minimum. The simulated data therefore
corroborates our intuitive description of RF heating provided in Section 4.3.3.

Figure 4.5(c) shows a histogram of the energy changes that occur in the example trace of Figure
4.4(b). The majority of collisions lead to near-negligible changes in energy20. The distribution in
energy changes is qualitatively symmetric. However, the mean of the distribution (µ = 5.2 µeV) and
average collision rate ( f̄coll = 528 collisions per millisecond), leads to an overall increase of energy of
approximately 14 meV after 5 ms.

Figure 4.5(d) shows the standard deviation of {∆W}, for various bins of peak Coulomb interaction
energy. It is apparent that a larger change of secular energy requires higher Coulomb interaction. The
inverse is not necessarily true: high Coulomb interaction does not always result in high changes in
secular energy. Returning to the intuitive picture of Section 4.3.3, the magnitude and sign of energy
change is essentially luck of the draw, depending on how the collision lines up with the phase of the
RF field. We observe that collisions with Coulomb interaction energies below 0.5 meV, indicated by
the dotted line in Fig. 4.5(d), do not result in noticeable changes in the system’s total energy. Thus,
from here onward, we will consider an ion-ion collision to be an event where the interaction energy
exceeds this threshold.

In summary, the figures and statistics provided in this section give an insight into the parameters
and their orders-of-magnitudes that comprise RF heating: hundreds of collisions occur per millisecond,
collisions induce energy changes of tens to hundreds of microelectronvolts, and these changes overall
lead to an average RF heating rate of several millielectronvolts per millisecond. The results shown
in this section have used a specific parameter set, and are thus not generalized. Despite this lack of
generality, these simulations provide an important take-away: RF heating is not a continuous process but
occurs at discrete moments of high Coulomb interaction energies. In the following section, this notion is
used as a basis for a simplified simulation that estimates RF heating rates, allowing us to produce
generalized results at a low computational cost.
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Figure 4.5: Statistics of ion-ion collisions (a) Histogram of collision location with respect to the center of the trap.
Collisions close to the center of the trap compared to the ions’ motional oscillation amplitudes. (b)
Polar histogram of RF drive phases that collisions occur. Collisions that lead to high secular energy
change are correlated with the RF phase. (c) Histogram of the magnitude of energy changes ∆W due
to collisions. (d) The standard deviation of these energy changes σ∆W is shown in bins of the collisions’
peak Coulomb energies.

20 Note 21 in Appendix e
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4.6 collision model

This section provides a generalized quantitative description of the parameters involved in energy
dynamics in RF heating. This description is used as a basis for a simulation that tracks the energy of
an ion cloud subject to RF heating. This simplified simulation allows us to estimate RF heating rates at
a significantly lower computational cost compared to the full ion dynamics simulation of the previous
section.

4.6.1 Model parameters

To model RF heating, events of increased Coulomb interaction – ion-ion collisions – are considered.
Although two melted ions continuously experience a Coulomb interaction, in the previous section it
was shown that below a certain threshold of Coulomb energy, changes in secular energy are negligible.
We can thus consider collisions to be discrete events where the Coulomb interaction surpasses the
threshold that is found from the full simulation. Having been separated into discrete events, RF
heating can be modeled in two steps: 1) A collision induces a change in secular energy, ∆W, and 2)
secular energy remains constant until a new collision occurs, separated by a time tcoll. The simplified
simulation alternates between generating new values of ∆W and tcoll. Values are sampled randomly
from a sampling distribution, based on models presented in the following sections.

4.6.1.1 Collision energy

We draw on results from the full ion dynamics simulation presented in Section 4.5.3 to derive and
validate a model that describes the energy change due to a collision, ∆W.

The change in energy of any dynamic system of particles i can be expressed in terms of the forces F⃗i
acting on the particles with velocities v⃗i, as

∆W =
∫

∑i F⃗i · v⃗idt. (4.33)

In a Paul trap, the total force on each ion is the sum of static and RF fields, and the Coulomb force:
F⃗i = F⃗(DC)

i + F⃗(RF)
i + F⃗(Coul)

i . The velocity of the ions can be expanded into the contributions of secular

and RF motion, v⃗i = v⃗(sec)
i + v⃗(RF)

i . The product F⃗i · v⃗i can thus be expanded into six components.
To deduce which of these components carry information about energy change due to RF heating, we

remind ourselves of the phenomenological description presented in Section 4.3.3. Here, it was claimed
that energy is exchanged from ions RF motion to its secular motion through an interaction with the
Coulomb potential. We thus conjecture that a transfer of energy occurs between the components
IRF =

∫
F⃗(Coul) · v⃗(rf)dt and Isec =

∫
F⃗(Coul) · v⃗(sec)dt. Figure 4.6(a) displays the evolution of these two

integrals over the duration of one collision. The Coulomb energy ECoul and total energy Esec are plotted
alongside. These energies are offset to put their initial values at zero. After the collision, the values of
the two integrals IRF and Isec are equal but opposite. The magnitude of these changes matches the
change in Esec. Around the peak of the collision, the moment of highest Coulomb interaction, energy
is temporarily stored in ECoul which comes primarily from the energy integral described by the ions
secular motion, Isec. In fact, in an RF-free scenario, we have ECoul = Isec by definition. In this case, Isec
would be zero when integrated over the full duration of the collision (assuming ECoul is negligibly
small before and after the collision).

Energy exchange between the RF field and the ions secular motion can be interpreted as a transfer
of energy originating from the forces produced by IRF. We see in the example in Figure 4.6(a) that a
loss of energy in IRF over the duration of a collision corresponds to a gain in energy in Isec, which
ultimately corresponds to an increase in secular energy Esec. The Coulomb force has thus mediated
a transfer of energy from ERF to Esec. The change in secular energy is given by ∆W = Isec = −IRF.
While both integrals describe the secular energy change, Isec contains sharp peaks at moments of high
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Coulomb interaction. −IRF is thus a smoother, and therefore more intuitive, representation of ∆W. In
summary, ∆W can be expressed as

∆W = −
∫

∑i F⃗(Coul)
i · v⃗(rf)

i dt. (4.34)

Using F⃗(Coul)
1 = −F⃗(Coul)

2 for a two-ion collision, the change in energy reduces to

∆W = −
∫

F⃗(Coul)
1 · ∆v⃗(rf)dt, (4.35)

with the difference in RF velocity between the two ions ∆v⃗(rf) = v⃗(rf)
1 − v⃗(rf)

2 .

(a) (b)

0.3

Figure 4.6: Comparison of secular energy metrics. (a) During a single collision, energy is transferred between
the RF and secular components of motion. Isec and IRF respectively gain and lose ∆W energy, which
marks an overall increase in Esec (b) Comparison of total secular energy (Esec, Eq. 4.9), the energy
change integral (Eq. 4.35), and the simplified integral (Eq. 4.42). The integrals are offset to 2 meV at
t = 0 to reflect the initial energy.

The above description might seem more speculative than physically founded, and should be
scrutinized more thoroughly. We validate Eq. 4.35, using numerical data from one of the full ion
dynamics simulations from Section 4.5.3, Figure 4.4(b). The energy development of Eq. 4.35 is shown
in Figure 4.6(b) as the accumulation of ∆W + Einit, with Einit = 2 meV to reflect the initial energy of
the system. For reference, the total energy Esec (see Eq. 4.9) of the system is also plotted, showing close
agreement. To quantify this subjective statement, as has been done for Figure 4.5, we collect energy
changes due to collisions, defined as the difference in secular energy before and after events where
the Coulomb energy exceeds 0.5 meV. These energy differences are extracted both from the absolute
secular energy and the integral of Eq. 4.35. Comparing the two sets of energy differences, which ideally
are identical, a correlation between the two energy metrics is calculated to be an R-squared [159] value
of 90%. This confirms that Eq. 4.35 can faithfully describe the change in secular energy.

Further simplification of this integral allows us to express ∆W in a form that readily translates into
a computationally efficient model for predicting energy changes. This simplification can be achieved
by approximating ∆v⃗(RF). The relative RF velocity is estimated knowing the ions’ positions relative to
each other, and the phase of the RF field:

For a saddle-type RF potential

VRF (⃗ri, t) =
1
2

ψRF

(
r2

i,x − r2
i,y

)
cos (ΩRFt) (4.36)
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with potential curvature ψRF, the force on an ion i with charge q at position r⃗i = [ri,x, ri,y, ri,z] is given
by

F⃗(RF)
i (⃗ri, t) = −q∇VRF (4.37)

= [−ri,x, ri,y, 0]qψRF cos (ΩRFt). (4.38)

We have shown in Section 4.5.2 that we can estimate an ions motion due to this force by assuming that
the ions’ positions ri,x and ri,y are approximately constant during an oscillation cycle with frequency
ΩRF. Likewise, in assuming that ri,x is constant over an oscillation cycle, one can approximate

ri,x ≈ r(sec)
i,k . Integrating

∫
F⃗(RF)dt = mv⃗(RF) with mass m allows us to approximate the RF component

of the velocity as

v⃗(RF)
i ≈ [−r(sec)

i,x , r(sec)
i,y , 0]

qψRF

mΩRF
sin(ΩRFt). (4.39)

The difference in RF velocity is then

∆v⃗(RF) ≈ [−∆r(sec)
x , ∆r(sec)

y , 0]
qψRF

mΩRF
sin(ΩRFt). (4.40)

Here ∆r(sec)
x and ∆r(sec)

y are the ions’ separation in their secular motion.
The Coulomb force is given by:

F⃗(Coul)
1 =

1
4πϵ0

q2

|∆⃗r|3 ∆⃗r (4.41)

with ∆⃗r = r⃗1 − r⃗2 the ions’ separation, and ϵ0 the vacuum permittivity. The Coulomb force F⃗(Coul)
1

is dominated by the secular motion of the ions, such that ∆⃗r ≈ ∆⃗r(sec). Equation 4.35 can thus be
approximated as

∆W ≈ q3ψRF

4πϵ0mΩRF

∫ (
∆r(sec)

x

)2
−
(

∆r(sec)
y

)2

∣∣∆⃗r(sec)
∣∣3 sin(ΩRFt)dt. (4.42)

Since this formulation of ∆W has taken steps of approximation, its validity should be examined.
Similar to having analyzed full ion dynamics simulation data with Eq. 4.35, we now analyze the same
data set with Eq. 4.42. Results, shown in Figure 4.6(b), are in agreement with the results generated
with Eq. 4.35, and with the total energy Esec. The energy changes in these results are compared to
energy changes derived from Esec, resulting in an R-squared correlation of 82%, confirming that Eq.
4.42 provides a good approximation of energy change in a collision.

It may not be obvious why this formulation is considered to be a ‘simplified’ version of Eq. 4.35. The
benefit of 4.42 is that very little information about the trap and RF dynamics of the ions is required.
Notably, to estimate energy change, neither the ions’ absolute position within the trap, nor the RF
components of their motion are required. In Section 4.6.2, this equation is used in a simulation to
estimate ion energy. This simplified simulation benefits from the computational advantage that it does
not require information about particle dynamics at time-scales of the RF drive.

4.6.1.2 Collision rate

The previous section discusses an analytic expression for energy change ∆W as a result of an ion-ion
collision. To estimate the change in energy over time resulting from multiple collisions, the time
between collisions tcoll must be determined. We generate a time between collisions by first determining
an average collision rate f̄coll. This rate is the number of collision events that occur for particles with
oscillatory motion in three dimensions. Our method for determining f̄collis outlined in this section.



4.6 collision model 85

We start by assuming that each ion moves sinusoidally, characterized by their secular frequencies
ωk, in three Cartesian directions, k = {x, y, z}. The exercise is then to analytically estimate how often
in a given time ions are within a certain range of each other. A secular approximation of the ions
motion is used. While in reality ions experience RF driven motion, this additional motion is not
dominant: ion motion from simulations and analytic approximations in Section 4.5.3 show that for
typical trapping parameters, the amplitude of the RF-driven motion is less than 10% of the amplitude
of secular motion21. Furthermore, the approximation is justified since the RF component of motion of
the two ions is strongly correlated when they are within collision range. Thus, the RF motion can be
neglected when considering timing of collision events. Additionally, as discussed in Section 4.5.3, most
collisions occur near the center of the trap, where the amplitude of the RF driven motion is minimal.

In the absence of a Coulomb force, the secular position of ions is sinusoidal in time, with distinct
frequencies and amplitudes in each dimension. The ion i has amplitudes ai,k, and phase ϕi,k. Its
position at time t is thus given by ri,k = ai,k sin (ωkt + ϕi,k). We pose a criterion that defines when a
collision occurs, as being events where the absolute distance between ions in each dimension separately
is less than a chosen collision threshold, rc, i.e. ∀k :

∣∣r1,k − r2,k
∣∣ < rc. This criterion ensures that the

positions of the two ions are both within the bounds of a cube of sidelength rc, but necessarily within
an absolute distance rc of each other.

To estimate the frequency that the condition is satisfied in all three dimensions simultaneously,
we must first determine how long ions are within a projected collision range in each dimension. This
duration is denoted as ∆tk.

We start by analyzing the one-dimensional (x) case: the separation between ions, dx = r1,x − r2,x is
sinusoidal with frequency ωx [160], and can thus be expressed as

dx = ad,x sin(ωxt + ϕd,x) (4.43)

with amplitude ad,x and phase ϕd,x given by

ad,x =
√

a2
1,x + a2

2,x − 2a1,xa2,x cos (∆ϕx) (4.44)

ϕd,x = tan−1
(

a1,x sin(ϕ1,x)− a2,x sin(ϕ1,x)

a1,x cos(ϕ1,x)− a2,x cos(ϕ2,x)

)
, (4.45)

with ∆ϕx = ϕ2,x − ϕ1,x. Rewriting Eq. 4.43 for t gives:

t =
1

ωx

[
sin−1

(
dx

ad,x

)
− ∆ϕx

]
. (4.46)

The amount of time ∆tx that the two particles are within collision range rc is

∆tx = t(dx = rc)− t(dx = −rc) (4.47)

=
2

ωx
sin−1

(
rc

ad,x

)
(4.48)

In one dimension, non-interacting ions are within (projected) collision range exactly twice per
oscillation period (or be continuously within range). The collision criterion in one dimension, |dx| < rc,
can thus be represented by a pulse wave22:

Bx(t) =

1, if (t mod Tx) ≤ Re{∆tx}.

0, otherwise.
(4.49)

with the time between collisions Tx = π/ωx, being half the oscillation period. If rc > ad,x, then ∆tx
becomes complex, which is unphysical. Fortunately, an easy fix is to use only the real part of ∆tx,

21 The amplitude ratio of RF-driven motion to secular motion in the absence of excess micromotion is approximately given by half
of the Mathieu q-parameter (see Eq. 2.6).

22 Also known as a pulse train, a rectangular pulse waveform, a rectangular wave or a periodic rectangular function
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which caps off at ∆tx = Tx when rc ≤ ad,x. This case corresponds to the two ions continuously being
within collision range. Accordingly, Bx is then continuously 1, which is physically accurate.

This model is extended to three dimensions with three pulse waves, B{x,y,z}, each characterized by
periods T{x,y,z}, and pulse durations ∆T{x,y,z}. The collision criterion is satisfied in all three dimensions
when all three pulse trains are simultaneously 1; in other words, when BxByBz = 1. The pulses of
BxByBz occur at irregular intervals, but we can determine an average rate at which pulses occur. This
average rate of pulses represents the ion-ion collision rate, and is given by23

f̄coll =
∆tx∆ty∆tz

TxTyTz

(
1

∆tx
+

1
∆ty

+
1

∆tz

)
. (4.50)

The average time between collisions is t̄coll = 1/ f̄coll. A derivation of the collision rate is given in
Appendix a.

4.6.2 Simplified RF heating model

In the previous sections, models have been presented to estimate the secular energy change ∆W due
to ion-ion collisions in a cloud, and the average duration between collisions, t̄coll. In this section, these
models are used to construct a simplified RF heating simulation. The simulation uses trap parameters
and the ions’ secular motion amplitudes to alternatingly generate an energy change and a duration
until a subsequent collision. This section outlines how the models from the previous section are
used to randomly generate ∆W and t̄coll and how these values are used to update the parameters
of the simplified simulation. The simulation is used to estimate an RF heating rate for various trap
parameters.

4.6.2.1 Simulation overview

As described in the previous section, the motion of each ion is described as being sinusoidal in three
orthogonal directions (indexed k), with parameters ai,k the amplitudes of ion i, and a relative phase
between the ions ∆ϕk. These parameters are depicted in Figure 4.7. It is assumed that these parameters
are constant between collision events. The total secular energy,

Esec ≈ ∑
i,k

1
2

mω2
k a2

i,k, (4.51)

therefore also remains constant between collisions, as is seen in the full ion dynamics simulations
shown in Figure 4.4. Collisions result in updates of the parameters ai,k and ∆ϕk, which may also reflect
a change of energy ∆W.

The approximation of Eq. 4.51 is based on the assumption that the Coulomb energy is negligible
while ions are far outside of the collision threshold. The simulation is initialized with a chosen energy
E0, distributed randomly24 over the amplitudes ai,k. The initial phases ∆ϕk are chosen randomly and
uniformly.

The parameters ai,k are applied to Eq. 4.50, using values of ∆tk given in Eq. 4.47, to produce an
average collision rate f̄coll. The collision threshold is chosen to be rc = 1.44 µm, corresponding to a
Coulomb energy of 0.5 meV, based on analysis of simulations described in Section 4.5.3. There it is
shown that collisions with Coulomb energies less than 0.5 meV do not result in appreciable changes in
secular energy.

Eq. 4.50 produces an average duration between collisions (t̄coll = 1/ f̄coll) for a given ion motion
parameter set. This is, however, only an average of some distribution function; to generate a new collision
time, one could simply assume tcoll = t̄coll, but a more fair choice can be made by drawing randomly
from a realistic probability distribution function. To determine this function, we note that the time
between collisions is usually longer than a typical secular motion period. Due to their aperiodic nature,
subsequent collisions therefore occur at uncorrelated intervals. The probability distribution function

23 Note 22 in Appendix e
24 Note 23 in Appendix e
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for collision times can thus be modeled as an exponential distribution, P(t) = f̄coll exp(−t f̄coll). A
discussion on the validity of this choice of function is offered in Appendix a. A random number from a
known probability distribution function P(t) can be generated by drawing a random value p, uniformly
between 0 and 1, and transforming it with the inverse cumulative distribution function (ICDF) [161] of
P(t). A random time tcoll is thus generated from the ICDF of the exponential distribution, given by
− log(1 − p)/ f̄coll.

The soonest a collision can occur is half an oscillation period after the previous collision. Such a case
could occur, for example, when ai,k is small (≲ rc) in two dimensions. In that case, ions move apart
sinusoidally along only one axis, and meet each other again half an oscillation period later. Earlier
collisions cannot occur. Therefore, if the chosen time tcoll is less than mink Tk, this time is discarded
and a new collision time is randomly generated. The validity (and usefulness) of this step is also
discussed in Appendix a.

Now that a time until a collision is established, we turn to generating a random energy change
∆W. The equation that models energy change is Eq. 4.42. The only requirements for this equation are
known trap parameters (the amplitude of the RF potential curvature ψRF, and the RF frequency ΩRF)
and the relative secular motion of the two ions ∆⃗r(sec). The timescale of a collision event is typically
much lower than the period of secular motion. We can thus model the dynamics of a collision as being
independent of forces from the trapping potentials, and solely dependent on Coulomb forces. The
method of attaining ∆⃗r(sec) is then to simulate two particles approaching and move apart from each
other, under the influence of Coulomb force, devoid of trapping forces.

This Coulomb collision simulation is run with a collision trajectory based on values derived from ai,k
and ∆ϕk. The results of the simulation, along with a randomized RF phase, are applied to equation 4.42

to produce an energy change ∆W. Based on simulated trajectories and ∆W, a new set of parameters
ai,k and ∆ϕk are produced.

The Coulomb collision simulation works as follows: Firstly, the velocity of the two particles at the
moment of collision is to be calculated. A given set ak,i and ∆ϕi,k determines the velocity at the time
of collision, since these parameters define at what phase in the ions’ oscillation the collision occurs.
This phase can be found by referring to Eq. 4.43, where the separation between ions is given by
dk = ad,k sin(ωkt + ϕd), shown in the bottom left panel of Figure 4.7. Since a collision occurs when
dk ≈ 0 ≪ ak for all k, we can pose that at the time of collision, ωkt = −ϕd. Other solutions, multiples
of π, are dropped without loss of generality.

With the ions’ position, ri,k = ai,k sin (ωkt + ϕi,k), the velocity is given by vi,k = ai,kωk cos (ωkt + ϕi,k),
still assuming that the RF contribution to motion is negligible for modeling a collision event. Replacing
ωkt with −ϕd, and substituting ϕd using Eq. 4.45, we find velocities

vi,k = ai,kωk cos

(
− tan−1

(
a1,k sin(ϕ1,k)− a2,k sin(ϕ2,k)

a1,k cos(ϕ1,k)− a2,k cos(ϕ2,k)

)
+ ϕi,k

)
, (4.52)

which reduces to

v1,k =
ωka1,k(a1,k − a2,k cos(∆ϕk)√

a2
1,k + a2

2,k − 2a1,ka2,k cos(∆ϕk)
(4.53)

v2,k =
ωka2,k(a2,k − a1,k cos(∆ϕk)√

a2
1,k + a2

2,k − 2a1,ka2,k cos(∆ϕk)
. (4.54)

The ions’ velocities v⃗i are used as parameters for the Coulomb collision simulation. The simulation
is a numerical integrator whose only force is the Coulomb force. A schematic outline of the parameters
used and extracted from the simulation are shown in the right panel of Figure 4.7 (in two dimensions,
for visual clarity), detailed below. Two points in a cube with side-lengths rc are chosen at random,
denoting their positions as χ⃗0

i . Two particles are initialized outside of the collision range defined by

this box, by placing them at positions χ⃗
(start)
i = χ⃗

(0)
i − v⃗its, effectively sending ions back in time by ts

from their collision positions. The time ts is set to ts = 8rc/ maxi,k |vi,k|, where the value 8 is chosen so
that ions are placed far enough from each other such that the Coulomb energy is far below the collision
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Figure 4.7: Schematic overview of variables described in the main text, as used in the simplified simulation. (Top
left) Ion motion in one dimension. (Bottom left) Relative ion position. A collision occurs at phase ϕd

in the secular cycle. This phase is used in generating initial positions χ⃗
(s)
i and velocities v⃗i for the

Coulomb collision simulation, depicted in the schematic on the right. See main text for a description
of the variables.

threshold at the start of the simulation. χ⃗
(start)
i and v⃗i are the starting parameters for the simulation.

The simulation is carried out for a duration 2ts. The simulation thus covers the action of two ions
moving towards a common region, where they experience Coulomb interaction, and subsequently
move away from each other again.

The time-dependent ion positions χ⃗i(t) produced by the simulation represent a randomized secular
path, r⃗i, typical for the secular motion parameters ai,k and ϕi,k. The simulated positions can therefore be
applied directly to Eq. 4.42 to produce a change in energy ∆W. Since the collision time is uncorrelated
with the phase of the RF field, a random phase is added to the argument of the sine.

The total energy Esec of the simulation is defined in terms of ai,k, as in Eq. 4.51. The values of
∆W that are produced with Eq. 4.42 are used to derive new values of ai,k and ϕi,k, which update the
value Esec. To update ai,k, we use values from the Coulomb simulation: we assume the ions originate

from the collision point, χ̄k = (χ
(0)
1,k + χ

(0)
2,k )/2, and are moving at velocity v(f)i,k , the final velocity of the

simulation. This uniquely defines a new set of motion parameters, a(n)i,k and ϕ
(n)
i,k , as

a(n)i,k =

√√√√√χ̄2
k +

v(f)i,k

ωk

2

(4.55)

ϕ
(n)
i,k = tan−1

 χ̄kωk

v(f)i,k

 (4.56)

with associated energies E(n)
k,sec. The new amplitudes a(n)i,k , however, do not reflect the change in energy

due to the RF field, since the final velocities v(f)i,k are determined with an RF-free simulation. These
velocity values must therefore be adjusted to conform with ∆W. To make this adjustment, Eq. 4.42 is
separated into it’s two sum components,
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∆W = ∆Wx + ∆Wy (4.57)

= c
∫ (

∆r(sec)
x

)2

∣∣∆⃗r(sec)
∣∣3 sin(ΩRFt)dt + c

∫
−

(
∆r(sec)

y

)2

∣∣∆⃗r(sec)
∣∣3 sin(ΩRFt)dt (4.58)

which define the energy changes in the two radial directions, with c the same prefactor as in Eq. 4.42.
The actual update, a(new)

i,k , is given by

a(new)
i,k =

√(
a(n)i,k

)2
+

∆Wk

mω2
k

, (4.59)

which assumes that the excess energy ∆W is distributed equally over the two ions. The updated set of
parameters can now once again be used to produce a new time until a following collision.

The method of simulating collision energy and duration between collisions readily expands into
more than two ions by extending the parameter set ai,k and ϕi,k, with i = {1, 2, 3...}. In this case, a

collision time t(i,j)coll is generated for all combinations of ion pairs i ̸= j. The ion pair with the shortest
collision time is selected to undergo a simulated collision. The parameters ai,k and ϕi,k of the chosen
pair are updated to reflect a collision having occurred only between those two ions, using the method
described above. This method is applicable under the assumption that collisions are predominantly
between no more than two ions. Independent full ion trajectory simulations (with typical trapping
parameters) show that for clouds of three, four, and five ions, about 3%, 4%, and 7% of collisions
involve three or more ions. These values depend on the chosen trap parameters, so are merely intended
as indications of how often a more-than-two-body collision can be expected to occur. We find that our
simulation still works adequately for a five-ion cloud. Larger ion numbers will, however, require a
different approach to simulating energy changes.

In summary, a given a set of parameters ai,k and ϕi,k is used as a basis for a randomized Coulomb
collision simulation, from which an estimated energy change due to RF heating ∆W is extracted. The
results of the collision simulation and this change of energy are used to update the values of ai,k and
ϕi,k accordingly. With this updated set of parameters, a new collision time tcoll can once again be
generated. This process is repeated until the sum of all collision times exceeds the desired simulation
duration. Esec is calculated with Eq. 4.51 for every step of the simulation, giving a time-dependent
energy.

This method of simulating RF heating reduces the computation duration by more than three orders
of magnitude, compared to the full ion dynamics simulation. This speed-up comes mainly from the
fact that the simplified simulation does not need to track particle motion continuously at nanosecond
timescales (corresponding to RF motion). Particle motion is only simulated at brief intervals, at collision
events. Even at those moments, where Coulomb collision simulations are run, the method is still
computationally inexpensive, as RF motion is neglected. The numerical integrator of the Coulomb
collision simulation adapts its simulation step size according to the acceleration that the particles
undergo. Therefore, determining ions’ motion as they approach and retract from each other requires
very little computation. Only the brief moment when ions are close enough that their mutual Coulomb
force significantly modifies their trajectories requires finer simulation step sizes.

4.6.2.2 Simulation comparison

We now finally turn to employing the simplified RF heating simulation presented in the previous
section. The first step is to benchmark the performance of the simplified simulation by comparing
its results to those of the full ion dynamics simulation. The simplified simulation is executed with
identical parameters as those used for Figure 4.4. The results of the two types of simulation are
displayed in Figure 4.8. In Figure 4.8(a), the energy gain due to RF heating is shown as an average
of 20 runs of the simulation. Also plotted is the average energy of 20 runs of the full ion dynamics
simulation. The mean values of the two simulations are in good agreement, though the simplified
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model underestimates the variability of all simulation runs, shown by the thin lines, denoting ± one
standard deviation. The collection of energy changes ∆W and duration between collisions tcoll, taken
from all simulation runs, are shown in Figure 4.8(b) and Figure 4.8(c) as histograms (normalized to
be displayed as probabilities), shown for both simulation types. The collection of collision data from
the full ion dynamics simulation is taken from events corresponding to peaks in Coulomb energy,
where ion positions satisfy the collision criterion of ∆rk < rc = 2.8 µm in all dimensions k (which was
previously determined to be a cutoff above which energy change due to RF heating is negligible). This
same threshold is used in the simplified simulation. The distribution and occurrence frequency are
similar for both simulation types. We conclude that the simplified energy simulations work reliably as
an indicator for average change in energy due to RF heating25.
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Figure 4.8: Comparison of full ion dynamics simulation to simplified simulation, displaying (a) the average secular
energy Esec of 20 repetitions of both simulations (thick lines), standard deviation of the 20 repetitions
(thin lines), and histograms of (b) energy differences in each collision and (c) time between collisions.
Histograms are normalized to be displayed as probabilities

4.6.2.3 Analytic RF heating model

The main advantage of the simplified simulation (other than the confirmation that the models for ∆W
and tcoll are realistic) is the computational speed-up compared to the full ion dynamics simulation in
simulating RF heating. This speedup is crucial in order to investigate RF heating rates for a variety of
trap parameters, from which more generalized statements about heating rates can be made.

Figure 4.9 displays the average development of energy over time due to RF heating, for various
trapping parameters, using the simplified simulation. Unless otherwise specified, the simulations
use two 40Ca+ions, with motional frequencies ω{x,y,z} = 2π{3.4, 3.3, 1.1} MHz and a 35 MHz trap
drive frequency. Each trace is an average of 20 individual simulation results, each with randomly
generated initial values of motional amplitudes ai,k and phases ϕi,k, though constrained by a fixed
initial energy of 3 meV, given by Eq. 4.51. The number of simulation runs per setting, 20, is chosen as
a trade-off between determining a statistically meaningful mean rate of energy change, and restricting
computational time.

Figure 4.9 shows traces for various (a) radial motional frequencies, (b) axial frequencies, (c) ion
masses, and (d) numbers of ions in the cloud. As seen in Figure 4.9(a), lower radial motional frequencies
result in a lower gain in energy for a melted crystal. This can be explained by the models in the
previous section, where it is shown that both the rate of ion-ion collisions and the energy change per
collision increases with increasing RF power (and radial motional frequency). This behavior is often
observed experimentally, as many ion trapping experiments purposefully lower the RF voltage to
assist in refreezing melted ions [71].

25 Similar comparisons have been made for varying parameters such as motional frequencies and particle masses, to convince
ourselves that we didn’t just get lucky with the parameter set used in Figure 4.8.
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As seen in Figure 4.9(b), a change in axial frequency has a less significant influence on the heating
rate, compared to radial frequencies. Evaluating the models for collision energy change and time
between collisions in the previous section, we note that the axial frequency does not directly contribute
to energy changes, and only has a minor influence on duration between collisions. A lower axial
frequency has a higher axial (half) oscillation period Tz, and thus has a reduced average collision rate
f̄coll (see Eq. 4.50)26.

In Figure 4.9(c), ion species with higher masses exhibit a higher rate of energy change, though it
must be noted that to keep the motional frequencies constant with changing masses, the trapping
potentials are adjusted accordingly. Figure 4.9(d) shows that clouds with a higher number of ions
exhibit a larger increase in energy. This is understandable, as collisions are more frequent with more
ions in the cloud. The slower initial onset of energy increase a higher ion number is because the initial
energy of 3 meV is quickly distributed over all the ions, thus individual ions have lower average initial
energies. Collisions are therefore initially less energetic, and thus are less susceptible to RF-induced
energy changes.
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Figure 4.9: Two-ion cloud energy dynamics, obtained with the simplified simulation. Unless otherwise specified,

m = 40 u, ωz/(2π) = 1.1 MHz, ωr/(2π) = 3.3 MHz, and ΩRF/(2π) = 35 MHz. We vary (a) the radial
frequency, (b) the axial frequency, (c) the ions’ mass, and (d) the number of ions. In (c), the trapping
fields are adjusted to ensure the same motional frequencies for all masses.

The goal now is to generalize the dependence on various parameters, such as those displayed in
Figure 4.9, into a single generalized analytic expression, based on the ansatz that energy change due to
RF heating follows a diffusive model. For this, the simplified simulation is repeated with randomized
values of the DC confining potential, RF potential, drive frequency, ion number, and ion mass. For
each random setting, the simulation is repeated 10 times, from which an average energy is produced,
as function of time Esec(t). This amount of repetitions is, as before, a trade-off between attaining a
statistically significant average, and minimizing computational time. The resulting energy curves, akin
to those shown in Figure 4.9, can be characterized by a one parameter that quantifies the RF heating
rate. Here, we draw an analogy between melted ion energy transfer and random-walk processes,
such as diffusion due to Brownian motion. In such processes, if a variable is subjected to randomized

26 The one-dimensional collision duration ∆t remains approximately constant with decreasing ωz, since ad,z ∝∼ ω−1
z
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changes, the probability distribution of its value spreads out over time, where the rate of spreading
is characterized by a diffusion constant. In our model, the energy Esec over time t follows a trend of
E ∼

√
Dt, where D is the diffusion constant [144, 162]. We perform least-squares regressions between

the model E0 +
√

Dt and our simulated average energy Esec(t) to determine the diffusion constant. In
this model the initial energy E0 = 3 meV is not a fitting parameter, since this is fixed by the simulation.

The simulation is repeated for 500 random parameter settings, in which we alter the RF and DC
field potential curvatures, the number of ions n, and their mass m. Each parameter setting produces a
particular value of the diffusion constant D, which is used to derive a generalized expression for D, in
terms of ion mass m, axial frequency ωz, radial frequency ωr, trap drive frequency ΩRF, and number
of ions n.

A polynomial model for D is used:

D = ambωc
r ωd

z Ωe
RFn f (4.60)

with estimated parameters a - f , displayed in Table 4.1. The uncertainty values represent a ±34.1%
confidence interval in the least-squares regression between the polynomial model of Eq. 4.60 and the
simulated results.

E ∼
√

Dt
D = ambωc

r ωd
z Ωe

RFn f (eV2/s)

Fit value Uncertainty
a 60 18

b 1.0 0.05

c 2.45 0.05

d 0.52 0.04

e 0.00 0.06

f 2.96 0.04

Table 4.1: Fit results for RF-induced energy diffusion model

This simple model provides an effective method to quantify the energy dynamics resulting from
RF heating without resorting to numerical methods. Notably, this model is generally applicable to
any linear Paul trap, and is easily applied by inserting known trapping parameters. Additionally,
the model can be used to estimate an ion cloud heating rate at for a given ion cloud energy E with
E′(t) =

√
D/(4t) ≈ D/(2E) (this is valid under the assumption that the initial energy E0 is small

compared to E, which is generally the case, as can be seen in Figure 4.9. The results in Table 4.1 agree
with the previously drawn conclusions about RF heating rates:

For a fixed number of ions, the diffusion coefficient is most sensitive to changes in the radial
motional frequency ωRF, reinforcing the notion that reducing this parameter in an ion trap experiment
(by reducing the RF voltage) is the most effective method of reducing the RF heating rate. The heating
rate is to a lesser extent dependent on the axial motional frequency. The heating rate is strongly
dependent on the number of ions in the cloud, due to the increased collision rate.

To summarize, we have developed a simple simulation that is capable of efficiently estimating an RF
heating rate for a low number of trapped ions. By estimating these rates for various trap parameters, a
generalized model for RF heating is established. The strength of this model is that it takes a chaotic
system that to-date does not have a reliable analytic description, and attempts to bring a reasonable
structure and quantification to it. While analytic models for RF heating have been presented previously
[145, 146, 148], these models are only applicable for large ensembles of more than one-hundred ions,
and use a mean-field theory to estimate heating rates. RF heating rates in those works are considerably
higher, by many orders of magnitude, and do not readily allow extrapolation to determine heating
rates at low ion numbers. In the context of quantum computation, where individual qubit registers
are expected to contain low numbers of ions, such analytic descriptions are therefore not directly
applicable. Realizing that the theory presented here limits itself to 5 ions, it remains to be emphasized
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that investigation of higher ion numbers is warranted. This work provides a solid foundation to pursue
such investigation, as it details models and tools that make ion dynamics simulations approachable.

4.6.3 Recooling an ion cloud

An obvious question that arises from the previous section is how to combat RF heating, such that
an ion cloud recrystallizes. Melted ions are in an energy regime where the most effective method of
removing energy is Doppler cooling. Doppler cooling is used universally in trapped ion (and neutral
atom) experiments to extract energy from the particles. It allows trapped ions to become and remain
crystallized, even in the presence of external heating processes, for example caused by electric field
noise [29]. The rate of Doppler cooling can, in its most simple terms, be experimentally controlled with
two parameters: the beam’s power, in other words its coupling strength Ω to the cooling transition,
and its detuning ∆ from resonance of that transition. It is often the case in trapped ion experiments
that these two parameters are chosen to bring ions as close as possible to the lowest possible energy
that can be attained with Doppler cooling, the Doppler limit [163], given by the mean energy h̄Γ/4,
with Γ the spontaneous decay rate of the cooling transition. Reaching this limit requires a low beam
power (Ω ≪ Γ) and a detuning of ∆ = Γ/2. These settings are, however, not ideal for efficiently
cooling ions with energies far above the Doppler limit, since a high cooling rate typically requires high
beam power, and the ions’ Doppler shifts are much larger than the beam detuning. Melted ions are in
this high-energy regime where standard Doppler cooling parameters are not optimal. When melted,
RF heating and Doppler cooling are two competing mechanisms of energy change. If set improperly,
Doppler cooling is outmatched by RF heating, and recrystallization will not occur. In this section,
we estimate which Doppler cooling parameters enable efficient recrystallization, by implementing a
simple cooling model into the simulations. The results in this section are limited to a cloud of two
40Ca+ions.

Doppler cooling is a stochastic photon absorption and emission process, typically spanning a
manifold of many of an ion’s electronic levels. For example, a 40Ca+ion is typically Doppler cooled
in an eight-level manifold using 397 nm and 866 nm light, consisting of two 4S1/2, two 4P1/2, and
four 3D3/2 levels. Proper implementation of Doppler cooling in a numerical ion dynamics simulation
requires tracking the ions electronic state among these eight levels, and subjecting it to momentum
kicks corresponding to photon absorption and emission. Transitions between states are dependent
on spontaneous decay rates and transition selection rules, which in turn are dependent on beam
polarization, power, detuning, and ion velocity. A full simulation that includes all such dependencies
is outside the scope of this work27.

As described in Section 4.4.1, in our simulations we elect to simplify the stochastic dynamics of this
eight-level system by applying a continuous time-averaged force acting on an effective two-level system.
This can easily be considered quite a leap in approximation, so it is worth emphasizing that this section
is intended to provide guidelines of laser cooling parameters, and not exact values. In our experiment,
we typically blue-detune the 866 nm repump laser, which ensures that dark resonances due to Raman
interaction with the red-detuned cooling beam [164] are avoided, and apply an abundance of beam
power, to ensures that there is minimal population in the 4D3/2 state. We can then assume that the
spontaneous decay rate is dominated by that of the 4S1/2 and 4P1/2 cooling transition. To avoid having
to flip back to page 76: In a two-level system with a spontaneous decay rate Γ, the average Doppler
cooling force on ion i with velocity v⃗i is given by [81]:

F⃗(D)
i =

Γ
2

Ω2/2

Ω2/2 + Γ2/4 + (δ − k⃗ · v⃗i)2
h̄⃗k, (4.61)

with Ω the on-resonance coupling strength, δ the detuning of the Doppler beam from resonance
(in radians per second), k⃗ the wavevector of the beam, and h̄ the reduced Planck constant. This
force is implemented directly as one of the continuously contributing forces in the full ion dynamics
simulation.

27 Though might have been included if the Covid lockdown had been longer.
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As argued before, studying a broad parameter range is computationally costly when using the
full simulation. It is therefore beneficial to include Doppler cooling in the simplified simulations, so
that cooling parameters that lead to recrystallization can be efficiently found. Incorporating Doppler
cooling in the simplified simulation is not as straightforward as for the full simulation, since the
simplified model does not continuously track time-dependent velocities, as required for calculating
F⃗(D). Doppler cooling is implemented as follows:

As described in Section 4.6.2, a duration tcoll is determined, after which the motional amplitude
and phase parameters ai,k and ϕi,k are updated to reflect a change in energy due to a collision. In this
update, the additional energy change due to interaction with the Doppler force is to be included. This
energy is given by

∆W(D) =
∫

∑
i

F⃗(D)
i (⃗vi) · v⃗idt. (4.62)

To calculate ∆W(D) while avoiding simulating ion velocities in RF fields, an analytic expression for
the ions’ velocities v⃗i is required. The RF contribution to motion cannot be neglected when assessing
ion velocity, as seen in Figure 4.1. A secular approximation for v⃗i is therefore not valid. To obtain an
analytic expression for velocity that includes the influence of the RF field, we turn back to Eq. 4.32,

r⃗(n+1)
i = r⃗(0)i +

q∇VRF,0 (⃗r
(n)
i )

mΩ2
RF

cos(ΩRFt), (4.63)

where it was assumed that r⃗(n+1)
i approximates the secular motion r⃗(sec)

i , and r⃗(0)i the full motion
(secular and RF). Using ∇VRF,0 = ψRF[rx,−ry, 0], this expression expands in each dimension as

r(n+1)
i,k = r(0)i,k

(
1 + fk cos(ΩRFt) + f 2

k cos2(ΩRFt) + ... + f n
k cosn(ΩRFt)

)
, (4.64)

with − fy = fx = qψRF/(mΩRF)
2 and fz = 0. In practice, secular motional frequencies are easier to

measure than the RF field curvature ψRF, so it is useful to write fx,y in terms of motional frequencies,

as − fy = fx =
√

∑k ω2
k /ΩRF.

In the limit that the sum in Eq. 4.64 is taken to infinity, n → ∞, the equation simplifies to28

r(sec)
i,k ≈ lim

n→∞
r(n+1)

i,k =
r(0)i,k

1 − fk cos(ΩRFt)
(4.65)

The secular motion is sinusoidal, with amplitude ai,k and frequency ωk. The full motion of the ion can
then be written as

r(0)i,k = ai,k sin(ωkt) (1 − fk cos(ΩRFt)) , (4.66)

which was a roundabout way of getting to the familiar expression of the approximate ion motion as in
Eq. 2.6 and Refs. [55, 69]. The velocities are the time-derivative of position,

vi,k =ai,kwk cos(ωkt) (1 − fk cos(ΩRFt)) (4.67)

−ai,k fkΩRF sin(ωkt) sin(ΩRFt). (4.68)

This expression for velocity, which is a function of ion motional amplitudes ai,k, is used to determine
the change in energy from Doppler cooling, ∆W(D). Within the span of time between collisions, the
change in ai,k due to continuous Doppler cooling is small, which allows us to approximate it as

28 Valid if fk is smaller than 1. This is guaranteed by the trap’s stability criterion, fk ≈ qk/2 ≪ 1, with Mathieu parameter qk
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being constant for this duration. The change in energy can be expressed for each ion and dimension
separately

∆W(D)
i,k = δt

N

∑
n

F(D)
i,k (⃗vi(tn))vi,k(tn) (4.69)

where the velocities have been discretized into N time-steps of δt, and are calculated over a timespan
of tcoll = δtN, the duration between collisions. Prior to analyzing energy change due to RF heating
during a collision, the values of ai,k are updated to reflect the change in energy due to Doppler cooling
for the duration leading up to the collision:

anew
i,k =

√√√√2∆W(D)
i,k

mω2
k

+ a2
i,k. (4.70)

We find that a time-step of δt = 10 ns is sufficiently small for the purpose of our simulation; smaller
steps do not affect the simulated outcome, and result in longer computation time.

The simplified simulation including Doppler cooling is used to study which beam parameters
are required to overcome RF heating to recrystalize an ion cloud. Some representative results of the
simplified simulation are shown in Figure 4.10(a), shown for coupling strengths Ω/(2π) ranging from
0 to 80 MHz, for a detuning of δ/(2π) = −40 MHz. These values are chosen because they represent
reasonable beam powers in experimental conditions, and an interesting detuning where the changes
in beam power have a noticeable effect on cooling power (unlike the typical experimental setting of
∆ = Γ/2 ≈ 11 MHz, where the cooling beam becomes rather useless for any power). The wavevector
is chosen to be k⃗ = (2π/λ)[0.07, 0.71, 0.71], with λ = 397 nm, which is similar to the wavelength and
angle of incidence in our experimental setup. An initial ion cloud energy of 15 meV is chosen, which is
a typical ion cloud energy after 5 ms of RF heating and reflects a bad-case-scenario that the Doppler
beam is only switched on several milliseconds after a melting event had occurred. Trap parameters
are identical to the default values used in Figure 4.9 (ωz/(2π) = 1.1 MHz, ωr/(2π) = 3.3 MHz,
ΩRF/(2π) = 35 MHz, and m = 40 u).

The thick lines in Figure 4.10 are averages of 20 simulation runs, and the thin lines are the standard
deviation of all runs. Results from the simplified simulation are compared to results from the full ion
dynamics simulation with identical trapping and cooling parameters (dotted lines). As in the previous
section, the average trends of the two simulations are in good agreement, although the simplified
model underestimates the total spread of energy in individual runs. This incites confidence that the
simplifications used when implementing Doppler cooling in the simplified model are justified29. The
various plots show that with increasing coupling strength, the Doppler cooling rate overcomes the RF
heating rate.

To determine the requirements for the Doppler beam parameters required for recrystalizing, we
run the simulation for detunings ranging from from 0 to −400 MHz, and coupling strengths ranging
from 0 to 100 MHz, and analyze the final energy after 5 ms of cooling, a typical time spent on Doppler
cooling in an experimental sequence. The final energies of the simulations are plotted in Figure 4.10(b),
as a function of the Doppler beam’s coupling strength and detuning. The figure is subdivided into
three regions: in region (i) the final energy is higher than the initial energy, and in regions (ii) and (iii)
it is lower. In region (iii), the final energy is low enough for the ions to have recrystallized within the
5 ms simulation time. Region (i) represents a parameter regime where the RF heating rate is higher
than the Doppler cooling rate. In this regime, ions remain melted, regardless of cooling duration. In
region (ii), the cooling rate is higher than the heating rate, but ions likely do not recrystallize within the
5 ms cooling time. In typical experimental sequences used for ion-based quantum computation, ions
are not continuously cooled, as sequences contain non-cooled computation steps. If Doppler cooling is
not efficient enough to recrystallize ions before these steps, as would be the case if parameters from
region (ii) were used, the cloud can subsequently reheat while the cooling beam is off. In such a cycle,
ions can indefinitely remain melted. Therefore, in such an experimental sequence, Doppler cooling

29 Though this does not prove that the two-level continuous force model for Doppler cooling is accurate, since both the full and
simplified simulations use it.
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parameters that ensure recrystallization are more stringent, corresponding to region (iii). Figure 4.10(b)
shows that recrystallization in 5 ms is only ensured in experimental sequences if the Doppler beam is
detuned between -100 and -300 MHz, with a coupling strength > 50 MHz. If the cooling beam is on
continuously, this requirement is more relaxed, with Ω ≳ 20 MHz and δ ≳ 20 MHz, corresponding to
regions (ii) and (iii) in Figure 4.10(b).
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Figure 4.10: Simulated energy dynamics with Doppler cooling. (a) Ca - Ca cloud energy for various cooling
coupling strengths, with detuning δ/(2π) = −40 MHz. For comparison, results from both the full
ion dynamics simulation and simplified simulation are shown. (b) Energy after 5 ms of Doppler
cooling, for various detunings and coupling strengths.

4.7 experimental validation

The simulations of the previous sections beg the question “Can we see these RF heating effects in
the lab?” In our experiment, we have indirectly seen the simulation results in effect. The inclusion of
additional hardware that implements a “refreeze” beam in every cycle of an experimental sequence
has resulted in improved ion lifetimes, for both single- and mixed-species ion crystals. The settings for
this refreeze beam were chosen based on the guidelines presented in the previous section.

It is, however, useful to attain a more quantitative experimental confirmation of the RF heating
(and recooling) rates that the simulations have provided. In this section, we validate the RF heating
simulations by comparing them to experimental ion cloud energy measurements. In these experiments,
ion clouds are generated deterministically, and their energy is inferred by monitoring their fluorescence.

4.7.1 Experiment Overview

The experiments are performed on two 40Ca+ions, in the surface Paul trap described in Section 3.2.2.
Fluorescence detection and Doppler recooling is done by off-resonantly exciting the 4S1/2 ↔ 4P1/2
transition at 397 nm. Undesired population in 3D3/2 is repumped with 866 nm. The repumper is blue-
detuned by approximately 10 to 30 MHz, and its power is adjusted such that the ions’ fluorescence
rate is saturated, which ensures that an ions cooling dynamics is dominated by the 397 nm transition.
The two-level Doppler cooling model used in the simulations is then a realistic approximation,
with coupling strength Ω and detuning δ. The effective spontaneous decay rate Γ is assumed to be
dominated by the decay rate of the 4P1/2 → 4S1/2 transition for 40Ca+, Γ/(2π) = 21.6 MHz [165].

In the experiment, the detuning of the 397 nm beam is adjusted by changing the set-point of the
wavemeter’s frequency lock. The coupling strength is adjusted by changing the input power into the
double-pass AOM that enables the in-sequence switching. The values of Ω and δ require calibration,
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linking them to experimental settings of wavemeter frequency and AOM power. This is done in our
experiment by scanning these parameters, and determining the fluorescence rate R f from a single
40Ca+ion. This rate is then numerically compared by least-squares regression with the model:

R f = A
Ω2

2Ω2 + Γ2 + 4δ2 (4.71)

where A is a constant proportionality factor. This model is a simplification of Eq. 4.61, where it is
assumed that the velocity v⃗ is negligibly small. To ensure this condition, the ion is first cooled with a
red-detuned beam for 15 ms30. After cooling, the ion is probed with the Doppler beam for a duration
of 500 µs, with variable detuning and power. The short probe time ensures that even when the probe
beam is blue-detuned, the ion’s velocity remains low, as it changes negligibly in this duration. The
ions velocity can, in that case, be neglected in the model.

To examine RF heating, the two-ion crystal is deterministically forced to melt. The goal is to transfer
enough energy to the ions to generate a cloud, but ensure that the initial cloud energy is low enough
that RF heating dynamics can be observed, without the risk of ion loss. To generate the cloud, a
periodic force is exerted on the ions by applying an oscillating voltage on nearby trap electrodes,
near resonance with two radial motional frequencies. This process is colloquially termed “tickling”
[166], but is in practice way less cute than it sounds. The signal used is two-toned, since ions excited
in the two radial directions require less total energy to guarantee a phase transition to a cloud,
compared to excitation in one dimension. The initial cloud energy is thus lower, allowing us to observe
a larger overall increase of energy after melting. The frequencies of the tickling pulse are detuned
by about −100 kHz with respect to the motional mode frequencies. This helps to avoid recooling the
crystal before it melts [167, 168]: Motional modes in our anharmonic trapping potential decrease with
increasing oscillation amplitude. The oscillation frequency therefore approaches resonance with the
excitation field as the ions’ energy increases.

The DC electrodes of the surface trap would be the logical choice for where to apply the tickle
voltage. However, in our setup, signals applied to these electrodes are heavily filtered at the required
frequencies. Also, the signal lines are shielded and require inconvenient bypassing for an external
signal to be applied. We therefore elect to superimpose the tickle signal onto the RF trap drive, which
results in a tickle voltage on the RF electrodes. While the RF resonator does filter frequencies unequal
to the trap drive frequency, this effect is small compared to that of the DC filters.

The downside of using the RF electrode for tickling is that ions are ideally placed near the RF-null,
the inflection point of the saddle-shaped RF potential, where the field strength is at a minimum.
The tickle field couples poorly with ions whose micromotion is well-compensated. We therefore
intentionally apply a bias field of about ∇V(bias)

k = 100 V m−1, with k = {x, y}. This field displaces the

ions by q∇V(bias)
k /(mωk) from the trap center, which is less than a micrometer for our trap parameters.

Independent simulations confirm that this displacement negligibly affects the RF heating and Doppler
cooling rates.

An experimental sequence consists of a tickle pulse, during which cooling beams are off, followed
by a short (500 µs) Doppler cooling pulse. During this pulse, fluorescence is collected by either a
PMT or a CCD camera. Ion melting is observed by a drop in fluorescence count rate of the PMT and a
lack of spatial resolution of the two ions on the camera. After melting, the fluorescence count rate
is used as an indicator of ion energy. The cooling pulse duration is kept short enough to avoid a
significant change in ion energy during the detection period. Short detection times, however, result
in a lower signal-to-noise ratio in the fluorescence count rate. The fluorescence rate of an ion cloud
in our experiment is on the order of 103 counts per second. Thus, on average, less than 1 count is
detected in the 500 µs detection time. To obtain an acceptable signal-to-noise ratio, an average count
rate is taken from ∼ 1000 repetitions of the sequence. All sequences are concluded with a 20 ms
high-power (> 100 MHz), far-detuned (> 120 MHz) Doppler cooling beam, which ensures that ions
are crystallized for following sequences.

Figure 4.11(a)(i) displays an example of measured fluorescence rate, as function of pulse duration of
the tickle field. The drop in fluorescence rate is an indication that the ions gain energy. Figure 4.11(b)

30 Back-of-the-envelope calculation shows that k⃗ · v⃗ < Γ/20 at the Doppler limit
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displays corresponding CCD images. In these images, the horizontal axis is the axial direction and the
vertical axis is a radial direction, parallel to the trap surface. With increased tickle pulse duration, the
ion images become increasingly broader as a result of their increased motional amplitude. The fourth
image in Figure 4.11(b), taken after 100 µs, shows a single blur of fluorescence, indicating that ions
have melted.

After melting, the cloud is allowed to evolve for a fixed duration, without applying a cooling beam.
During this time, ions undergo RF heating. After this time, the fluorescence is probed with the PMT
and camera. An example of such a measurement is shown in Figure 4.11(a)(ii). The fluorescence count
rate decreases over time, which, as before, indicates an increase in ion energy. Accordingly, the cloud
size, seen in the CCD images in Figure 4.11(b), increases as function of wait time.

To extend the usefulness of the measured fluorescence rate beyond being just an “indication” that
RF heating is taking place, the rate is to be quantified in terms of ion cloud energy. This requires a
mapping of detected fluorescence to energy. We produce this mapping through a set of simulations
that estimate fluorescence rate as function of ion energy. The simulation works as follows:

For a given total secular energy Esec, a random set of motion parameters ai,k is produced, constrained
by Equation 4.51. From this set of parameters, ion velocities vi,k(t) can be estimated using Eq. 4.67,

which are in turn used to find the Doppler cooling force F⃗(D)
i , using Eq. 4.24. An average over time of

the Doppler cooling force is calculated. This average force, ⟨F⃗(D)
i ⟩t is directly linked to the amount of

‘kicks’ received by an ion due to absorption and spontaneous emission, and is therefore proportional to
the fluorescence rate. However, this rate depends on the randomly chosen values of ai,k. This process
is therefore repeated 20 times for a fixed Esec, each with random value of ai,k, and each producing

an average force ⟨F⃗(D)
i ⟩t. From this set, we take an average of average forces, f = ⟨⟨F⃗(D)

i ⟩t⟩a, which is
proportional to the fluorescence rate, for a given value of Esec.

This procedure of generating f is repeated for values of Esec ranging from 0 to 30 meV. We thus
have a value that is proportional to a fluorescence rate as function of ion energy, f (Esec). This result
is scaled such that f (Esec = 0) = 1. We assume that in our experiment, the fluorescence rate from
a crystallized pair of micromotion-compensated ions corresponds to f (Esec = 0), where for this
particular fluorescence rate calibration, the previously mentioned bias field is disabled. The scaled
measured fluorescence rate can therefore be mapped directly to ion energy. An example of such a
mapping is shown in Figure 4.11(c). The mapping of fluorescence rate to energy is, however, not
unique for the entire domain: values of f ≈ 1 can be produced by two distinct energies, as can be seen
on the left side of the plot. For our experimental settings, energies associated with melted ions are
outside of this range of ambiguity.

4.7.2 Experimental RF heating results

Figure 4.12 shows the ion cloud energy, inferred from measurements, as function of wait time, for
various radial motional frequencies. These frequencies are adjusted by changing the amplitude of the
RF voltage. It is difficult to adjust tickle frequency and duration in such a way to precisely choose
an initial cloud energy. Therefore, the initial energies for the various parameters are not necessarily
equal. Despite not having perfect control over the initial energy, the limited spread and drift in cloud
fluorescence rate of multiple repetitions of the experiment suggests that the initial energy is at least
stable and reproducible.

The lines represent the lower and upper boundary of the standard deviation of multiple simulation
runs, using the simplified RF heating model presented in Section 4.6.2. The displayed error bars of the
measured data are the uncertainty in the mean of the ∼ 1000 measurement repetitions. Systematic
uncertainty, likely dominated by errors in the model that maps fluorescence to energy, is not included.

The initial energies used in the simulations are set to the measured initial energies. The motional
frequencies used in the simulation are the same as experimental values. Measured and simulated
data are in agreement for both the time-evolution of energy and the motional frequency dependence.
However, the measured data at the highest radial frequencies noticeably deviates from the simulated
curve. This deviation is attributed to a systematic error in determining energy from fluorescence: our
fluorescence-to-energy mapping is not well-defined, meaning that a small uncertainty in fluorescence
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Figure 4.11: Overview of fluorescence measurements in ion melting experiments, detected by (a) a PMT detector,
and (b) a CCD camera. (i) Ions are driven to melt by tickling. (ii) While melted, ions undergo RF
heating. (iii) Ions can be recooled and recrystallized by Doppler cooling. (c) Numerical simulations
allow us to map measured fluorescence to ion cloud energy.

could represent a large uncertainty in calculated ion cloud energy. In particular, note in Figure 4.11(c)
that at higher energies this mapping becomes increasingly more poorly defined, which could explain
the larger deviation from simulated results at higher energies in 4.12. Despite this deviation, by
estimating the diffusion constant from experimental data (E ∼

√
Dt, see Section 4.6.2.3), it is still

possible to conclude that higher RF power, thus higher radial motional frequencies, lead to an increased
heating rate31.

4.7.3 Experimental recrystallization results

The increasing ion energy due to RF heating can be opposed by applying Doppler cooling. We
experimentally investigate the cooling efficiency of a Doppler beam with various parameters, which
allows us to confirm the recrystallization trends shown in Figure 4.10.

In the experiment, following a 20 ms waiting time during which an ion cloud gains energy, a Doppler
cooling beam is applied. Variable parameters are the beam’s coupling strength Ω, detuning δ, and the
cooling duration. As before, the energy of the cloud (or potentially crystal, if cooling has been efficient
enough) is probed by applying a short detection pulse. In our experiment, the hardware is limited
such that the detection pulse has the same coupling strength and detuning as the cooling pulse. The
measured fluorescence rate is therefore not independent of the settings of the cooling pulse, which
restricts the accuracy of the energy estimate. Furthermore, for higher beam detuning, the fluorescence
rate is less dependent on ion energy, which makes estimating it less precise. We therefore elect not to
use the fluorescence rate as an indicator for ion energy, but instead use the measured cloud size from
fluorescence collected on the CCD camera.

The size of the ion cloud on the CCD image could be translated into ion energy using a similar
method as before, when we mapped fluorescence rate to ion energy. However, since the perceived
cloud size depends on Doppler beam detunings and strengths, a unique mapping and calibration
would be required for each beam setting. We wish to avoid such a large look-up-table with yet another

31 Note 24 in Appendix e
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Figure 4.12: RF heating experimental results, with a Ca - Ca cloud. Energies have been measured for three sets of
radial motional frequencies. Error bars represent the statistical spread in the acquired data. The thick
lines are an average of simulated energies, and the thin lines are the standard deviation.

possible source of systematic error. Therefore, instead of displaying data with an absolute scale of ion
energy or absolute cloud size, the results are presented as values of relative cloud size, scaled from the
cloud size at the moment Doppler cooling is initiated to the size of an ion crystal. In this simplified
presentation of the data, without attributing an exact cloud energy, we still determine to which degree
the beam parameters have reduced the cloud size, and potentially recrystallized, and thus provides an
indication of how well cooling has worked.

The measured ion cloud size after Doppler cooling is displayed in Figure 4.13, for various beam
coupling strengths Ω/(2π) = {44, 58, 80}, detunings δ/(2π) =-20 to -300 MHz, and pulse durations
up to 10 ms. The results suggest that for coupling strengths below 80 MHz, recrystallization is only
achieved after 10 ms if the Doppler beam is detuned by -100 to -200 MHz. This agrees well with the
conclusion drawn from the recooling simulations shown in Figure 4.13.
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Figure 4.13: Cloud size after applying a cooling beam to an ion cloud for various times, for experimental
measurements and simulations. In the experiment, cloud size is determined from CCD imaged
fluorescence. We vary the detuning and coupling strength of the Doppler beam. Colors are scaled
with the mean cloud size at 0 ms and crystal size as reference.

We directly compare the measured data with the simplified RF heating simulation (see Section
4.6.2). The cloud size is reconstructed from the simulations by correlating the ions’ position and
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fluorescence rates at the specific ion motion parameters ai,k within the respective detection window.
The simulation uses the same cooling beam detunings, pulse durations, and trap parameters, as in the
experiment. The coupling strength, however, is varied from 10 to 120 MHz. From this set, we calculate
which value of simulation coupling strength has the best agreement with the experimental data, in
terms of least-squares difference. The simulations with the best agreement are displayed alongside the
respective experimental results in Figure 4.13.

The value for coupling strength at which this agreement occurs differs by about a factor of two.
This discrepancy is attributed to model imperfections that arise from simplifying the Doppler cooling
process in our simulations. These imperfections affect the simulated results, but also the way that beam
parameters are calibrated in the experiment. For example, in this calibration, experimental data is fit
to a model that assumes a spontaneous decay rate of Γ/(2π) = 21.6 MHz, which neglects possible
decay to the 3D3/2 level. The modeled value of spontaneous decay Γ is thus an upper bound for the
effective two-level spontaneous decay. A possible discrepancy in Γ leads to an incorrect determination
of experimental values of Ω.

Barring this discrepancy, the simulated and measured data have a good qualitative agreement,
reaffirming the conclusion about the most efficient recooling settings: ensuring recrystallization of a Ca
- Ca cloud in 5 ms requires a Doppler cooling beam with Ω/(2π) > 80 MHz and δ/(2π) ≈ 150 MHz.
Recrystallization is delayed or unattainable with a lower beam power and/or incorrect detuning. For
example, typical Doppler cooling parameters for reaching the Doppler limit, Ω ≪ Γ and ∆ = Γ/2,
deviate by more than an order of magnitude from the optimal recrystallization settings.

The experimental results, and their comparison to simulation data, are an indication of the mag-
nitudes of the scales of relevant parameters involved in RF heating: melted ions gain energy on the
order of electron volts per millisecond. Ion clouds can be efficiently recrystallized in several milliseconds, if
the recooling beam has a coupling strength and detuning that are both several times larger than the
cooling transition’s spontaneous decay rate. These conclusions are supported by the full ion dynamics
simulation, the simplified simulation, and the experimental results.

The conclusions are intentionally kept general, avoiding attributing specific values. For an experi-
mental physicist working with trapped ions, it is important to be aware of the orders of magnitude of
RF heating, not specific values. The results represent average heating and cooling rates. As has been
shown with the full ion dynamics simulation, the energy development of an energy cloud changes
notably from one cloud to the next. Owing to this chaotic variability, one could never accurately predict
what the exact energy development after a melting event in one’s experiment will be. It is therefore
much more constructive to have a general understanding of what average rates can be expected from
a particular set of trap parameters32.

4.8 outlook : further considerations of rf heating

The majority of this chapter has covered simulations of RF heating for the case of two melted 40Ca+ions,
in ideal trapping conditions (i.e., no micromotion, harmonic trapping potentials, infinite trap depth,
etc.). Needless to say, there are many avenues for further investigation on melted ion motion. In this
section, as an outlook, we present simulations and offer brief discussions of other example scenarios
that warrant further investigation.

The simulation results are summarized in Figure 4.14. As in Figure 4.4, these plots display the
change in secular energy Esec of 20 simulation runs (thin gray lines) using the full ion dynamics
simulation. Each run has a random RF drive phase, which creates a marginal variation in the initial
conditions. The thick dark line is the average energy of the runs. Additionally, for comparison, the
energy gain of the typical Ca - Ca ion cloud settings used throughout this chapter is shown (light blue
line).

-(a) Surface trap-
Realistic anharmonicity is introduced into the simulated trapping potentials by modeling the

potentials of a surface trap. The simulated trap has a similar electrode layout as the Sandia HOA trap
(see Section 3.2.1), though does not include the central slot. The electrode voltages have been set such

32 Note 25 in Appendix e
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Figure 4.14: Simulated ion energy gain under various conditions. The gray lines are secular energies of individual
simulation runs, though have been marked red for runs where an ion has escaped the trap. The thick
dark blue line is an average of these energies. The light blue line is a reference, showing RF heating of
the ‘standard’ settings used throughout this chapter: two 40Ca+ions in a harmonic trapping potential
with motional frequencies 3.3, 3.6 and 1.1 MHz, and a trap drive frequency of 35 MHz.
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that the motional frequencies match those used for the reference simulation. The trap’s escape point is
54 µm away from the trap center and has an energy barrier of 33 meV for the chosen voltage settings.
Initially, the energy gain is similar to the reference. At low energies, oscillation amplitudes are low, and
the trap potential ‘looks’ harmonic to the ion. With increasing ion energy, the oscillation amplitudes
increase, and the anharmonic potential is no longer negligible when describing the ions’ motion. In
Figure 4.14(a), making the trap potential anharmonic appears to increase the rate of energy gain,
compared to the ideal harmonic trap, though not significantly. This increase is counter-intuitive, as
the motional frequencies decrease with increasing energy; as shown in Section 4.6.2.3, lower motional
frequencies are expected to decrease the RF heating rate. However, the increase in RF heating rate
is likely attributed to a higher susceptibility to parametric resonance as the degree of anharmonicity
increases, defined and described later in this section when subplot (g) is discussed.

-(b) Multiple-ion cloud-
The unfavorable scaling of RF heating as function of ion number has been discussed in 4.6.2.3, as

determined by the simplified model. Running the full simulation with more than two ions in a cloud
allows us to confirms this trend. The simplified model predicts an average energy of 30 meV after 5 ms
for a three-ion cloud. The full simulation, shown in Figure 4.14(b), matches this prediction very well.
Only individual runs for the three-ion simulations are shown. Average values are shown for three to
five ions.

-(c) Higher mass-
Figure 4.9 displays that higher ion masses are subject to higher RF heating rates. This was, however,

demonstrated under the constraint that the trapping fields were adjusted to maintain constant motional
frequencies. In Figure 4.14(c), we show how the RF heating rate is affected by a change in mass, without
adjusting the trapping fields. Since the RF heating rate is most sensitive to the radial motional frequency
(see Table 4.1), and that the frequency is inversely proportional to ion mass, it follows that a higher
ion mass will result in a lower heating rate. Figure 4.14(c) confirms that the RF heating rate decreases
with respect to the lower-mass reference, if the trapping potentials are kept identical.

-(d) Mixed-species-
It is not trivial to intuitively reason how the presented RF heating models extend to mixed-species

clouds. The models in the simplified simulation for obtaining the collision time tcoll and collision
energy ∆W rely on the symmetry of both ions’ frequency and mass being identical, and are therefore
not directly applicable to mixed-species33.

As an example of RF heating of a mixed-species crystal, we run simulations of 40Ca+and 88Sr+clouds.
One could postulate that the heating rate of Ca - Sr should lie somewhere between that of the a
Ca - Ca cloud and an Sr - Sr cloud. Figure 4.14(d) shows that, indeed, the mixed species ion cloud
initially performs favorably in terms of heating rate compared to the reference, though is higher than
its higher-mass counterpart. However, after 5 ms the energy gain is similar to the reference. It seems
that on timescales of several milliseconds, the rate of energy gain is dominated by that of the lighter
species.

-(e) Mixed-species on a surface trap-
Placing the Ca - Sr cloud into a surface trap, thus exposing it to anharmonic potentials, increases

the RF heating rate, as shown in Figure 4.14(e). The rate is comparable to the single species surface
trap heating rate, as in (a). This does, however, present a more significant issue for trapping mixed
species on surface traps: the heating rate for a Ca - Sr cloud is comparable to that of Ca - Ca, but the
trap depth, (i.e., the energy an ion requires to escape the trap), is more than twice as low for the Sr
ion. The higher mass of trapped mixed-species ions therefore is more likely to gain enough energy to
escape the trap, compared to a single-species case. Indeed, this is confirmed by simulations, as one of
the twenty runs resulted in a 88Sr+ion escaping the trap. This scan is marked red in Figure 4.14(e),
and terminates prematurely due to ion loss.

This simulation highlights the importance of aiming to maximize the trap depth for surface traps
intended to be used for mixed species operation. In typical experimental sequences, sideband cooling
and state preparation already take more than 5 ms, let alone the rest of the experimental sequence

33 Note 26 in Appendix e
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during which Doppler cooling is switched off. If one out of twenty melting events lead to ion loss
within 5 ms, and background gas collisions occur a few times per minute, one could expect ion lifetimes
of tens of minutes. If Doppler cooling parameters are not set properly to ensure recrystallization after
each experimental cycle, this lifetime will be significantly lower (which we can qualitatively confirm
from experience in the lab). This stresses the importance of ensuring a sufficiently deep trap, and
proper recrystallization settings for the Doppler cooling beams.

-(f) Excess micromotion-
Excess micromotion arises when an undesired field forces ions away from the ideal center of the

trap, where the RF potential curvature is zero34. Ions that are on average displaced from the RF-null
experience a higher average motional amplitude at the RF frequency relative to their secular amplitude.
In a cloud, ion-ion collisions are expected to occur on average further away from the trap center, thus
are more likely to occur in regions of higher RF field. One could thus speculate that the RF heating
rate would be enhanced under the influence of excess micromotion. However, the model for energy
change due to collisions in 4.6.1 allowed us to conclude that the collision energy is independent of
where in the trap the collision occurs. Instead, the magnitude of energy change is dependent on the
RF potential curvature, which is constant for an ideal harmonic potential, and does not change when
an additional DC field is applied. Our model therefore suggests that micromotion does not influence
the RF heating rate.

We have applied a DC stray field of 1 V mm−1 in one of the radial directions. Simulated results are
shown in Figure 4.14(f). This field induces a micromotion modulation index of β ≈ 0.4, far above a
desirable experimental value. The resulting energy trend is very comparable to the micromotion free
reference, even perceptibly marginally lower. Excess micromotion appears to play only a minor role in
RF heating dynamics.

-(g),(h) Resonance-
It is well-known that applying an additional RF field near or at one of the secular frequencies of

trapped ions will add energy to their secular motion (This is precisely the ‘tickling’ method used to
melt ions in Section 4.7). Applying an RF field with a frequency f that is a multiple of the secular
frequency, f = nkωk, similarly results in motional excitation. Here, ωk is the secular frequency, and nk
an integer. The condition for resonant excitation of the ion’s motion extends to specific combinations
of multiples of the secular frequency and the trap drive frequency ΩRF, as f = nRFΩRF + nkωk, with
nRF another integer [167, 169–171].

Parametric resonance might occur at values of ΩRF and ωk where the condition f = 0 = nRFΩRF +
nkωk can be realized for certain integer values of nRF and nk. This effectively means that resonant
excitation can occur without the application of an external RF field, which is why parametric resonance
is sometimes referred to as ‘self-resonance’. In ideal harmonic traps, operating within the usual
Mathieu stability regime in the RF-null, parametric resonance does not pose a problem: higher order
Fourier components of secular motion vanish, and thus do not interfere with multiples of the trap
drive frequency. In anharmonic traps, however, these higher order terms are not negligible, especially
with the large amplitudes associated with ion clouds. The Mathieu stability diagram is in this case
dissected with regions of instability [167, 172–174].

In Figure 4.14(g), the DC confinement has been increased with respect to the reference, such that
the axial motional frequency is changed from 1.1 to 1.72 MHz. The corresponding increased anti-
confinement in the radial direction brings one of the radial motional frequencies, from 3.64 to 3.5 MHz,
which is an exact factor of ten lower than the trap drive frequency. There is no perceptible change in
the average RF heating rate.

The simulations shown in plot 4.14(h) have the same trap frequencies as in 4.14(g), but use the
potentials of a surface trap, which include anharmonicity. The average increase in secular energy is
higher than the reference, despite the lower radial motional frequency. Though the difference in RF
heating rate does not seem prominent, one should note the displayed energy trend is an average of
the energies of ions that have not escaped from the trap, which by the end of the scan is ten out of
the initial twenty. The displayed RF heating rate may therefore seem misleadingly low, as it exhibits a

34 Note 27 in Appendix e
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strong case of survivor bias. The individual energy traces of ions that escape the trap within 5 ms are
highlighted red in 4.14(h).

In summary, an unfortunate combination of trap settings can cause ions’ motion to become unstable.
While this instability also occurs with just a single trapped ion, with multiple ions the combination of
parametric resonance instability and RF heating accelerates the increase in energy, and is detrimental
to the ions’ lifetime. Scans with identical trap parameters, but only a single ion (not shown), do result
in non-constant secular energy, but not in ion expulsion from the trap.

4.9 conclusions

In this chapter, we have considered the properties of RF heating of ion clouds in Paul traps. We have
analyzed simulations, produced heating models, and witnessed RF heating in our experimental setup.

The results convey the necessity of having a recrystallization setting in experimental hardware in
addition to the typical trapping and Doppler cooling settings, which are optimized for achieving a low
ion energy, but not for rapidly cooling down excessively energetic ions, such as those in an ion cloud.
Recrystallization strategies include lowering the RF drive power and applying a far-detuned, high-
power Doppler cooling beam. Although these strategies are conceptually known as a rule-of-thumb,
this work presents an indication of the orders-of-magnitude involved in RF heating and Doppler
cooling, and gives an intuitive understanding of the underlying processes.

Efficiently overcoming RF heating is imperative in ion trap systems with low ion escape barriers,
such as surface traps. Realizing scalability in ion-trap-based quantum computers will likely require
segmented surface trapping architectures [24]. With increasing numbers of ions, collisions with
background particles become more frequent, and therefore also the number of melting events. Even if
the energy transferred in such collisions is lower than the trap depth of surface traps (typically tens
or hundreds of meV), energy gain from RF heating can lead to loss of ions from the trap, possibly in
tens of milliseconds. Therefore, to avoid persistently reloading ions, experimental sequences should
include a refreeze phase in every cycle. Our results suggest that for recrystallization of a melted ion
crystal, the Doppler cooling beam should have a detuning of roughly δ ≈ −6Γ and should be applied
for more than 5 ms, with at least Ω > 3Γ coupling strength. Lowering the power of the RF drive field
during this refreeze phase will aid recrystallization by decreasing RF heating. At a lower RF power,
the benefit of a lower heating rate outweighs the disadvantage of the resulting lower trap depth.

The considerations of trap and cooling parameters become more stringent when operating with
multiple ions of mixed species [65], which is, in addition to the use of surface traps, another expected
requirement for scalable ion-based quantum computers [175]. For single-species clouds in fixed
trapping fields, RF heating rates decrease as the ions’ mass increases. This can be seen in Table 4.1,
noting that for fixed trap parameters, m ∝ ω−1

r . On the other hand, the trap depth Ed, usually lowest in
the radial direction perpendicular to the trap surface, is approximately proportionally lower for higher
masses, Ed ∝ m−1. Simulations show that mixed-species crystals suffer from a worst-of-both-worlds:
RF heating rates are dominated by the lower mass ion in the cloud, while the trap depth remains
low for the higher mass ion. Additionally, one must take extra care in reducing the amplitude of
the RF trap drive voltage as a strategy to lower RF heating, since a decrease of RF power also leads
to a decrease in trap depth. The higher-mass ion is then even more prone to escaping the trap. It
is therefore beneficial to operate ion traps with species of similar mass. However, regardless of the
mixed-species mass ratio, efficient recrystallization is imperative.

The existence of RF heating in Paul traps has been recognized as long as the existence of Paul traps
[56]. However, due to its chaotic nature, attempts to model and estimate RF heating rates for a few
ions has been sparse. This work presents a first effort into producing simple models that describe RF
heating of low numbers of trapped ions. We have analyzed a dynamic chaotic system and developed a
simplified model to characterize it. The RF heating model can be further extended to include effects of
multi-species operation, larger numbers of ions, excess micromotion, and anharmonicities in trapping
potentials. Furthermore, recrystallization with Doppler cooling can be further investigated, accounting
for the effective dynamics of the eight-level cooling scheme. A Doppler beam with chirped detuning
[176] can, for example, be an effective method to ensure recrystallization.
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It’s simple, so says the captain / Face forward, move slow, forge ahead.
— Guster, The Captain

5.1 introduction

One of the current challenges in trapped-ion quantum computation is scaling up the number of
ionic qubits. That is not to say that it is difficult to store many ions simultaneously: Paul traps can
store hundreds of thousands, if not millions [144], of ions in one trapping region. However, in such
collections, ions cannot individually be employed as qubits, as they cannot be individually addressed
and measured, lack a faithful channel of communication, and cannot maintain coherence at useful
timescales. Even collections of tens of well-localized (crystallized) trapped ions in the same trapping
potential present technical challenges for quantum computation, for, among others, the following
reasons:

• The number of motional modes increases proportionally with the number of ions N. The high
density of modes in frequency space, termed ‘mode-crowding,’ impedes the ability to coherently
manipulate individual motional modes, which serve as the medium through which entanglement
between qubits is generated.

• Coupling to motional modes is weaker with increasing numbers of ions, which increases the
time it takes to perform gates that rely on the ions’ motion (see, for example, the MS gate, Section
3.2.8). Gate times increase proportional to

√
N. Extended gate times can reduce the fidelity of

quantum operations, if they cannot be performed much faster than timescales associated with
qubit decoherence.

• With an increasing number of ions, maintaining a linear chain of ions along the RF-null requires
a increasingly low ratio of axial to radial confinement. Since RF power and Mathieu stability
limit how much the radial confinement can be increased, attaining longer ion chains requires
that axial confinement must be decreased. Therefore, axial motional frequencies are reduced as
N increases, which comes at the cost of higher sensitivity to external noise sources [94].

• Larger ion crystals are more susceptible to collisions with the background gas. Although a
collision with a background-gas particle occurs with only a single ion, it affects the motional
state of the entire ion crystal [140].

All sources of error considered, storage of more than one-hundred ions in one trapping region will
likely not allow for operations with high enough fidelities to be practical for the purpose of quantum
computation [25].

These obstacles are mitigated (partially, at least) if the collection of qubits can be isolated in multiple
independent potentials, thus forming separated ion crystals. Scalability in quantum information
processing using trapped ions will therefore inevitably require arrays of separated trapping regions
[177]. Among the proposed designs to realize scalable quantum computation is the QCCD [24, 27].
Such a device consists of a set of voltage-carrying electrodes laid out in a planar architecture. A set
of electrode rails carries an RF voltage that provides radial confinement around a one dimensional
channel (or interconnected set of channels), the RF-null. A set of segmented electrodes carrying DC
voltages allow multiple trapping regions to be generated along the RF-null channel. The chip can then
support regions dedicated to various tasks, such as memory storage, qubit interaction, recooling, and
loading.

107
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A cornerstone of the functionality of a segmented trap for quantum computation is the ability to
manipulate the configuration of the ion crystals, in other words to control the position of ions. These
manipulations can broadly be subdivided into three types of operations:

• Shuttling operations are required to move an ion crystal between various dedicated trap regions.

• Merging and splitting operations join and separate ion strings, which allows for coupling and
decoupling between separate ion registers.

• Rotation operations are required to allow ions traveling along an RF-null to pass each other
without interference, enabling enhanced connectivity of separated ion registers.

Shuttling Splitting Rotating

Merging

Figure 5.1: Schematic overview of ion crystal transport operations.

These operations are schematically shown in Figure 5.1.
These transport operations are enabled by altering the trap’s electrostatic potentials, achieved by

sequentially adjusting voltages of the trap electrodes. As is the case for all quantum operations,
physical ion manipulation operations should be carried out on timescales much shorter than qubit
coherence times. On the other hand, for high fidelity gate operations, the ions’ motional state must
remain near the ground state, and therefore must be minimally affected by the rapidly changing
electric fields that enable the transport. Since rapid changes in electric fields can excite the ion’s motion,
there is an effective upper bound on how fast operations can be carried out. Additionally, transport
speeds are limited by the rate at which electrode voltages can be changed, which in turn is limited by
an experimental setup’s electrical filters and the voltage signal generator. These filters are imperative
in ion trap setups, in particular those employing surface traps, to reduce electronic noise at frequencies
corresponding to the ions’ secular motion.

Precise manipulation of an ion crystal configuration requires a pre-determined sequence of voltages
to be applied to multiple electrodes of a segmented trap. Instead of characterizing transport operations
in terms of a list of voltages, a clearer representation is to parametrize the operation in a set of ‘control
knobs’ that quantify an intuitive property of the ion configuration throughout a transport sequence.
For example, ion shuttling can be described as a one-dimensional control parameter that defines
where along the trap axis the axial potential minimum is placed. This control parameter is linked
to a set of electrode voltages (through a mathematical model or through a look-up-table). This link
can, for example, be a linear interpolation of two known voltage sets for two trapping sites at course
grained positions [124]1. Of course such a description of voltage sequences oversimplifies actual
experimental conditions, since stray fields and trap manufacturing tolerances limit the precision of this
operation. Transport sequences require careful calibration to overcome errors stemming from these
limitations. Also, appropriate voltage ramp rates need to be determined, to ensure ion acceleration and
deceleration do not induce motional excitation. This can be prevented by transporting ions adiabatically
[62], in which the timescale of ion movement is much larger than the secular motion period. Faster
transport operations [177, 178] can be realized, but typically require excessively careful calibration,
and are much more sensitive to changes in field potentials over time, compared to adiabatic transport.

1 While generally valid for three-dimensional traps, we see later that linear interpolation of voltage sets for two-dimensional traps
requires more intermediate voltage solutions than just those at neighboring electrodes
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Ions are generally required to remain close to the RF-null throughout a transport operation. Electric
potentials that enable transport must be carefully simulated and calibrated to adhere to this require-
ment. This makes physical ion manipulation on segmented surface traps technically more challenging
than on their 3D counterparts. One dimension less of symmetry is one dimension extra of headache:
Typical 3D traps have electrodes placed symmetrically around the RF-null. By ensuring that opposing
electrodes undergo symmetric voltage changes during a transport sequence, ion positions are kept
near the RF-null, even when the applied voltages waveforms are distorted due to electrical filters. In
contrast, to keep ions near the RF-null in a surface trap, in particular perpendicular to the trap surface,
there are no symmetry shortcuts and the electrode potentials must be well understood.

Further complications arise when considering transport of mixed-species ion crystals. In ion shuttling,
for example, dynamic fields result in unequal accelerations of ions of different masses. Therefore, to
avoid motional heating, shuttling at useful speeds requires careful tailoring of voltage ramps [179].
Ion crystal rotations with mixed species are also more complicated than single-species operation, since
ions of unequal mass are forced away from the RF-null at unequal magnitudes. As we will see in
Section 5.4.4, this results in much narrower tolerances in applied voltages for successful rotations.

This chapter details practical considerations in the design of voltage sequences for various ion
transport operations in surface ion traps. Presented values and results are specific to the linear surface
traps used throughout this thesis, but the prescribed methods for determining voltage sequences
are universal. Sections 5.2 and 5.3 discuss strategies for generating shuttling and splitting voltage
sequences for surface traps. Section 5.4 discusses ion crystal rotations, which is adapted from Ref.
[88].

5.2 shuttling

Ion shuttling is the action of displacing an ion along the 1D channel defined by the trap’s RF-null.
Shuttling allows ions to be moved to various regions of the trap. In the context of the QCCD architecture
for quantum computing, such trap regions can each have unique functions, such as ion loading, storage,
manipulation and readout. Additionally, certain regions on the trap may be designed specifically to
enable other types of physical ion manipulation, such as splitting (Section 5.3) and crystal rotations
(Section 5.4). Ion shuttling is therefore an essential component for scalable quantum information
processing. Shuttling has been studied extensively in various trap architectures [27, 124, 178, 180–182],
and is routinely employed in many quantum algorithms [180, 183–185]. This section provides general
guidelines for designing voltage sequences for ion shuttling.

Following the conventions introduced in Section 2.1, we consider a linear RF trap, with an axial
direction z, defined by axis along which the trap’s RF-null extends. The remaining axes, x and y, are
radial directions. For now, we ignore the specific layout of the trap electrodes and their voltages, and
focus only on the requirements of the electric potential V, and how it is to be controlled in order to
facilitate ion shuttling. In particular, the ion position is displaced by adjusting where along the trap
axis the mininum of the axial confining potential resides. The axial component of the trap potential Vz,
assumed to be harmonic, during a transport sequence is given by:

Vz(z, t) =
1
2

ψz(t)
(
z − zp(t)

)2 , (5.1)

where a possible constant offset in the potential is neglected. The parameter zp(t) is the location of
the axial potential minimum. The field curvature ψz(t) is often expressed in terms of ion mass m,
charge q and axial motional frequency ωz, as ψz(t) = mq−1ωz(t)2. It is desirable to maintain constant
mode frequencies during the transport, ωz(t) = ωz(0) for all t, as rapidly changing frequencies are
a source of ion heating [186]. Ion shuttling involves moving the potential minimum, from an initial
position zp(0) ≡ z0 to a final position zp(t f ) ≡ z f , with duration t f . As with all qubit operations,
core requirements of the shuttling operation are that the duration is sufficiently short to avoid loss of
coherence because of lengthy computation sequences, and that the number of motional quanta added
to the ion(s) is kept to a minimum. The total transfer duration t f and the shape of the signal zp(t)
for 0 < t < t f must be chosen in such a way that these requirements are met, as is discussed in the
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following section. Afterwards, when a suitable potential ramp zp(t) has been designed, the desired
potential sequence Vz(z, t) needs to be mapped to electrode voltages, Ve.

5.2.1 Potential ramp design

The design of zp(t) has been studied in detail in [186] and [187], analyzing both classical and quantum
dynamics to estimate the ion’s energy change due to a transport operation. It has further been studied
in [181], where transport operations are optimized for speed in the presence of electric field noise.
However, in practice, numerical minimization of energy gain and transport duration in ideal trapping
conditions are overshadowed by experimental limitations, such as stray fields, undetermined higher-
order fields [188], and precision of applied voltages. While it has been demonstrated that shuttling
operations can be achieved on timescales of a few motional oscillation periods [178] (i.e. several
microseconds), the strict demands that are placed on voltage calibration and sensitivity to changes
in stray fields have limited the use of fast transport as a component of larger quantum information
sequences. Additionally, fast switching of electrode voltages must be allowed [188], and is made
technically challenging when dealing with electrical filters of segment voltages2. Instead, adiabatic ion
transport, comparatively slow, is more commonly utilized. Here, typical shuttling velocities may reach
some meters per second, which equates to tens to hundreds of microseconds of transport time per
electrode segment. Indeed, in practice, shuttling remains one of the largest time overheads for many
quantum computation sequences [27]. In the following, we will discuss this safer and currently more
practical adiabatic approach to ion shuttling.

A naive approach to simple adiabatic transport is to move an ion from z0 to z f at a constant rate,
given by zp(t) = (z f /t f )t, setting the z-axis such that z0 = 0, for convenience. This trajectory and
corresponding acceleration is shown in Figure 5.2(a), in the left panels. Solving the classical equations
of motion for an ion in a potential given by Eq. 5.1,

z̈(t) = − 1
m

∂Vz(z, t)
∂z

= −ω2
z
(
z(t)− zp(t)

)
(5.2)

with

zp(t) = z f
t
t f

, z(0) = 0, ż(0) = 0 (5.3)

results in an ion position during transport given by

z(t) = z f

(
t
t f

− sin(ωzt)
ωzt f

)
. (5.4)

The final energy of the ion after the transport operation is given by the sum of its kinetic energy and
potential energy. Assuming that the position of the potential minimum is constant at the end of the
transport, zp(t) = z f for t ≤ t f , the added energy E f is given by

E f =
1
2

mω2
z(z(t f )− z f )

2 +
1
2

m(ż(t f ))
2 (5.5)

=
z2

f m

t2
f

(
1 − cos(ωzt f )

)
(5.6)

and is shown in the right panel of Figure 5.2(a), using parameters m = 40 u (40Ca+), ωz/(2π) = 1 MHz,
and z f = 200 µm. Energy is expressed in terms of phonon number, E f /(h̄ωz) to put the energy gain
in a relevant context, but note that an exact description of phonon occupation requires a quantum
mechanical analysis of ion transport.

The dips in the right plot of Figure 5.2(a) correspond to times at which the deceleration at the
end of the transport results in an energy loss that exactly balances out the gain in energy after the

2 Which in our case are in-vacuum and in-cryo, thus difficult to work around.
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Figure 5.2: Overview of shuttling strategies. Left panels show the set position and acceleration of the minimum of
the axial trap potential. The energy gained by an ion in this potential depends on the total duration
of the transport operation t f , shown in the right panels, where the following parameters are used:
z f = 200 µm, m = 40 u, ωz = 2π 1 MHz
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initial acceleration. With careful calibration and timing, these dips3 can be utilized to enable low
duration transport with low added energy [188, 189], and is known as bang-bang transport. This type
of transport is extremely sensitive to drifts in electric potentials, for example caused by changes in
stray charges. The stringent requirement of repeated recalibration makes use of bang-bang transport
within QC sequences impractical, and is therefore up until now rarely applied.

Assuming the worst case scenario, Eq. 5.6 suggests that if less than a phonon of heating is required,
transport times are to be on the order of t f ≈

√
z2

f m/(h̄ωz) = 2 ms, which exceeds acceptable times.

The time at which the < 1 phonon goal is achieved is marked with a dashed line in Figure 5.2. This is
provided as an indication of the general performance, but we note that a realistic experimental goal
might be considerably lower. Applying this intended potential sequence to an actual trap will likely
result in less added energy than plotted in Figure 5.2(a), since electrical filtering of voltage ramps
will smooth out the initial acceleration and final deceleration4. Regardless, a more suitable transport
strategy is desired.

We can smooth out the acceleration and deceleration purposefully by ramping up to a constant
transport velocity, and ramping back down before the destination z f is reached. Using a quadratic
ramp, the potential minimum follows:

zp(t) =


1
2 at2, 0 ≤ t < ti

ati

(
t − 1

2 ti

)
, ti ≤ t < t f − ti

− 1
2 a(t − t f )

2 + z f , t f − ti ≤ t ≤ t f

(5.7)

with a = z f /(ti(t f − ti)), and ti the duration of the ramp. The position zp(t) and its corresponding
acceleration are shown in Figure 5.2(b) (left). As before, the classical equations of motion, Eq. 5.2, can
be solved with this polynomial ramp, though is best left outsourced to Mathematica. The energy of the
ion after shuttling with a polynomial ramp, calculated using Eq. 5.5, is approximately given by

E f ≈
3z2

f m

(t f − ti)2t2
i h̄ω3

z
, (5.8)

which boasts a much lower energy, and therefore better performance, compared to a constant transport.
The denominator in Eq. 5.8 is maximized when ti = t f /2, suggesting that the best performance is
reached when the constant transport (second line in Eq. 5.7) is eliminated entirely. In this case, the
final energy is given by

E f =
128z2

f m

t4
f h̄ω3

z
sin4

(
ωzt f

4

)
(5.9)

and is shown in Figure 5.2(b) (right). The time in which the one-phonon goal is realized has been
reduced to 60 µs, nearly two orders of magnitude, by smoothing out the transport.

Further improvements can be made by including even higher-order smoothing to the acceleration
and deceleration of zp(t), as is done in Refs. [181, 189]. There, one sees a resemblance between the
acceleration profile and a sine curve, from which we pose that a simplification of the higher-order
polynomial representation of zp(t) can be derived from a sinusoidal acceleration z̈p(t) = c sin(2πt/t f ),
with a constant c. Using the boundary conditions zp(0) = 0, żp(0) = 0, and zp(t f ) = z f , we find that
the potential displacement follows

zp(t) = −
z f

2π
sin

(
2πt
t f

)
+ z f

t
t f

. (5.10)

3 Dips do not reach zero in the figure due to finite numerical precision.
4 This constitutes a rare case where experiments outperform theory.
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Another round of application of Eqs. 5.2 and 5.5 in Mathematica produces a final ion energy given by

E f =
16z2

f mπ4

(t3
f ω2

z − 4π2t f )2h̄ωz

(
1 − cos(ωzt f )

)
, (5.11)

shown in Figure 5.2(c). Using a sinusoidal acceleration brings the theoretical transport time down
to 14 µs to traverse a distance of 200 µm, a more-than three orders of magnitude improvement over
a constant ramp. While higher-order polynomial models theoretically outperform the sinusoidal
approach, the latter is numerically simpler and more intuitive. The following section describes how
the desired potential sequence for ion shuttling is translated to a voltage solution in our experimental
setup.

5.2.2 Voltage solution for shuttling potentials

Section 2.3.1 has shown how a desired DC trapping potential is expressed as a linear combination of
a basis of spherical harmonic potentials, as VDC = ∑l,n νl,nYl,n. A transformation matrix V maps the
desired potentials νl,n to a set of electrode voltages Ve.

The potential basis Yl,n is defined around a central point x = y = z = 0. Thus, the primary confining
potential term Y2,0 = 2z2 − x2 − y2 is a harmonic potential that has a minimum in the axial (z) direction
at z = 0. Ion shuttling demands the displacement of this axial minimum. One method to shift the ion
position along the axial direction is to add a homogeneous electric field, given by the term Y1,0 = z.
The axial potential minimum is then z = −ν1,0/(4ν2,0). This is, however, an ineffective strategy: The
potential-to-electrode mapping V is a solution for potentials in a volume of 20 × 20 × 20 µm3 around
the trapping center, and leaves the potentials outside of this range undetermined. Shuttling, on the
other hand, requires hundreds of micrometers to be traversed. One could then produce a solution
V for a volume of, for example, 20 × 20 × 200 µm3. While such solutions are technically possible, it
is unnecessary to produce a set of voltages that generates a well-defined potential spanning several
electrode widths, far away from the ion. Instead, at any given point in time, we only require a
voltage solution that produces a harmonic potential locally around the current intended minimum.
We therefore instead pre-compute separate multipole-to-voltage solutions V(zp), for multiple axial

positions zp ∈
[
0, z f

]
, where each solution uses simulated potential data in a 20× 20× 20 µm3 volume,

centered around x = y = 0 and z = zp. The applied voltages, as function of intended ion position zp,
are then Ve(zp) = V(zp )⃗ν(zp). Here, ν⃗(zp) is a vector containing the terms νl,n, which in our case are
limited to l = 1, 2.

Ideally, ν⃗(zp) is not a function of position zp, as trapping fields around the ions should not change
while shuttling. In practice, however, stray charges and inconsistencies between simulated and actual
potentials produce unpredictable deviations in the potential. The motional frequencies are dominated
by the field potential produced by voltages applied to electrodes, and are expected to deviate only
minutely due to stray charges. Excursions of the ion away from the RF-null, however, can be excessive,
and can be more detrimental to an ion’s motional state [190], and therefore its coherence. Such
excursions can be compensated by setting the multipole terms ν⃗ to be a function of position zp, in
particular the components of ν⃗1,−1 and ν⃗1,1. One can experimentally determine for multiple points
along the transport path which values of ν⃗ should be applied such that micromotion is compensated
(see Section 2.3.3). ν⃗ can then be interpolated over the full range between zp = 0 and zp = z f .

Figure 5.3 shows electrode voltages required to place the axial potential minimum at zp, shown
for a range of z0 = 0 to zp = z f = 110 µm, using the Golden Gate trap as an example. These voltage
curves represent the waveform that transports an ion from one segment to a neighboring one. For
visual clarity, voltages of only 5 nearby electrodes are shown as waveforms on the left, where electrode
labeling is shown on the trap schematic in the center. The rest of the (further away) electrodes have
similar waveforms, though with lower amplitude, shown as an image plot on the right, with color
corresponding to electrode voltage. Voltages are shown for the matching electrodes in the central
schematic. Voltages of opposing electrodes (i.e. mirrored in the x-direction) are identical.
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Figure 5.3: Voltages required to transport an ion chain from one trap segment to a neighboring one. Voltages
shown for electrodes on the right are identical for opposing electrodes, mirrored on the x axis. Voltage
waveforms on the left are for nearby electrodes, as labeled in the central schematic.

The voltages shown in Figure 5.3 are shown as a function of position zp. The final step in generating
a voltage sequence is by determining the timing of bringing zp from its initial to final position. The
time-dependent voltage sequence is produced by determining time steps Ve(zp(t)), with the choice of
zp(t) as determined in the previous section.

5.2.3 Experimental implementation of shuttling

As a basic functionality test, we apply the methods described above to our experiment, using a trapped
40Ca+ion in the Golden Gate trap. The sinusoidal voltage ramp was used for this demonstration.
Figure 5.4(a) shows CCD camera images of the ion during the various stages of a shuttling trip, in
which the ion is being transferred from one electrode to a neighboring one. Each image is acquired
with a long exposure (2 s) with the ion placed at a stationary point along the shuttle sequence. In
Figure 5.4(a) these images are spliced together, so the “time” axis is not continuous but refers to the
discrete time steps.

To estimate heating induced by the shuttle sequence, the ion is transported from its initial position
to a neighboring segment, brought to rest, and then transported back towards its initial position.
The ion is said to have made two shuttling trips. At the end of this transport sequence, the phonon
number of the axial mode is probed using sideband thermometry (see Section 2.3.4). The measured
phonon number is shown in Figure 5.4(b) for various numbers of trips. One trip is set to take 170 µs.
For all data points, the total time between the start of the shuttling sequence and start of the phonon
number detection pulse is kept the same, which ensures that the anomalous heating not caused by
the transportation is the same for all data points. From a linear fit through the data, we estimate an
increase of phonon number due to shuttling to be 0.05(2) phonons per trip.

5.3 splitting

A distinguishing feature of the QCCD architecture is the ability to have multiple simultaneous trapping
sites, each occupied with an ion crystal composed of a handful of ions. In order to maintain full
connectivity throughout the trap, ions must retain the possibility to interact with each other, even if
located in separate trapping sites. Ion-ion interaction is achievable by bringing trapping sites close



5.3 splitting 115

0 1

0

50

100

150

0 5 10 15 200

0.5

1

1.5
Ion

 po
sit

ion
 (µ

m)

Time ( t / tf )

Ph
on

on
 nu

mb
er

Number of trips

Measured data
Linear fit - 0.05 quanta/trip

(a) (b)

Figure 5.4: Experimental demonstration of shuttling sequences. (a) Camera images of an ion in a shuttling
sequence, using a sinusoidal ramp. Separate images, each taken with the ion kept stationary at discrete
moments along the shuttling sequence, are spliced together. (b) Mean phonon number of the axial
mode after after an ion is shuttled back-and-forth between two neighboring electrodes, shown as a
function of number of trips. A “trip” is a transfer from one electrode to its neighbor, which is done in
170 µs.

together, while keeping individual wells separated [191–193]. However, since the coupling between
ions has an inverse cubic scaling with ion separation, storing ions in separated trapping sites limits
how fast interaction operations can be carried out, to an order of milliseconds for typical surface trap
architectures. For the purpose of quantum information processing, in which minimizing operation
duration is paramount for optimizing process fidelity, coupling usually requires ionic qubits to be
co-trapped in a single well. Full connectivity of qubits is then achieved by splitting and merging ions
from and into individual trapping sites. This section covers the groundwork for determining potentials
and voltages for ion chain separation5.

Ion chain separation has previously been theoretically analyzed [194–196] and experimentally
investigated [177, 180, 197]. The core concept is to smoothly transform the standard axial quadratic
potential, in which ions are co-trapped, into a double-well potential, where ions are located in the
two spatially separated potential minima. In order to have two potential minima, the axial potential
must contain a quartic component. Generally, as described in Section 2.3.1, the potential around
the trapping region are described by a linear combination of spherical harmonic potentials. A full
description of a potential with a double well requires a spherical harmonic expansion up to at least
the fourth degree. Such an expansion is feasible, but to produce the potentials for ion chain splitting
constrained to that basis of spherical harmonics requires excessively high electrode voltages, certainly
beyond the range of what the voltage source in our setup can produce. Instead, we consider only
the one-dimensional quartic and quadratic components of the potential in the axial direction, along
the RF-null, which significantly reduces the voltage requirements. In the following, the design and
experimental implementation of the axial potential for ion chain splitting is discussed. The discussion
is limited to a two-ion crystal, though the extension to higher ion number strings is straightforward.

5.3.1 Splitting potentials

Initially, two ions are co-trapped in a harmonic potential centered at axial position z = 0. The goal is
to transform this quadratic potential into a quartic potential with two minima, separated by a distance
2s f after a time t f . We assume the minima are symmetrically separated, such that their final positions
are z f ,2 = −z f ,1 = s f . The axial potential, up to fourth-order, is given by

Vz(z, t) = α(t)z4 + β(t)z2. (5.12)

5 Note 28 in Appendix e
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Odd-order terms are zero, since the splitting action is symmetric around z = 0. The zeroth-order
contribution can be ignored without loss of generality. The coefficients α and β represent field potential
strengths.

Figure 5.5: Schematic depiction of the potentials required for splitting an ion chain, such that ions of mass m
are confined in separate potential wells, separated by a distance s f . β is the quadratic term in the
polynomial expansion of the axial field potential, and α is the quartic term. Initial and final values are
set to ensure an axial secular motional frequency of ωz for both ions.

The development of the axial potential that enables ion chain splitting is schematically shown in
Figure 5.5. Ions, with mass m and charge q, are initially in a quadratic potential and have an axial
common mode frequency of ωz, which constrains the initial parameters to be α(0) ≡ α0 = 0 and
β(0) ≡ β0 = 1/2mq−1ω2

z . The final conditions, at time t f , are that ions are separated by 2s f and that
the ions’ individual motional frequencies are the same as their initial frequency, ωz. These requirements
set the final curve parameters α(t f ) ≡ α f and β(t f ) ≡ β f to:

α f =
mω2

z

8qs2
f

(5.13)

β f = −mω2
z

4q
= − β0

2
. (5.14)

We thus have a start and end point for both curve parameters, in which β has switched sign. At some
point during the splitting sequence, the quadratic component β must be zero, at which point the trap
has a purely quartic potential αm, whose value is yet to be determined.

We must thus establish how to traverse the two-dimensional {β, α} parameter landscape in order to
join the start and end point. A rule-of-thumb of any ion transport operation is that it is favorable to
maintain constant mode frequencies throughout the transport. At the very least, mode frequencies
should not change rapidly, to minimize the amount of motional quanta induced by the transport
operation. Additionally, since ions are more susceptible to motional heating at lower mode frequencies
[29], sequences should be designed to keep them high.

Figure 5.6(a) shows a contour plot of in-phase mode frequencies as a function of the curve parameters
α and β, for two trapped 40Ca+ions. The ions’ mutual Coulomb potential is included in the calculation
of mode frequencies, though is negligible at t f . For reference, an initial and final parameter set, {β0, α0}
and {β f , α f } are marked with pink discs, using the values s f = 100 µm and ωz/(2π) = 1 MHz
as example values, reflecting typical experimental conditions. One could choose α(t) and β(t) to
parametrically follow the contour of constant mode frequency, as denoted by the dashed curve in
Figure 5.6(a). In this strategy, α is ramped up, while β is decreased, until β crosses zero, after which
α is ramped down again. Unfortunately, this procedure is unrealistic in practice. An experimental
limitation to physical ion manipulation is the maximum and minimum voltages that can be applied to
the trap’s electrodes. It is therefore useful to investigate voltage requirements to enable this transport.

5.3.2 Splitting voltages

Voltage solutions for splitting are obtained using a similar method as in Section 2.3.1. However, instead
of expanding potentials contained in a volume around the trap center into spherical harmonics, we
now expand potentials along the one-dimensional trap axis into a fourth-order polynomial.
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Figure 5.6: Axial mode frequency as a function of quadratic and quartic potential contributions, β and α, for
two 40Ca+ions. Ion chain splitting is achieved by translating from the initial to final parameter set,
{β0, α0} → {β f , α f }, marked with pink discs for ωz/(2π) = 1 MHz and s f = 100 µm. During this
translation, the motional frequency could be conserved, as shown in (a). However, adhering to our
setup’s voltage limits, a trajectory in which mode frequency drops is unavoidable, as shown in (b)

Using the electrode layout of the Golden Gate trap as an example (see Section 3.2.2), we find that
splitting ion chains while maintaining a constant mode frequency requires maximum voltages of
more than 3000 V, which far exceeds the 40 V limit of our DACs, and presumably the trap’s breakdown
voltage6. Figure 5.6(b) shows the same data as (a), but zoomed in to highlight the parameter regime
where voltages are within the ±40 V range. In the upper grayed out area, at least one of the electrode
voltages exceeds this limit. In order to transfer from the starting parameters to the final parameters
within the voltage limit, the axial motional frequency will need to drop below about 0.25 MHz. While
unavoidable, the low mode frequency around β = 0 is undesirable, as anomalous heating rates are
higher at low mode frequencies [34, 94]. The duration of the splitting operation should therefore
be minimized. On the other hand, quick operations also lead to motional heating, introduced by
changes in the electric field with frequency components matching that of the motional mode. The
sequence time and trajectory through parameter space can be numerically [196] and/or experimentally
optimized. The dotted line in Figure 5.6(b) shows an example parameter trajectory. This example has
not been numerically optimized, but is based on the intuition that the trajectory should be kept short,
smooth, and that the motional frequency should be maximized while adhering to the voltage limit.

To display typical voltage ramps and resulting motional frequencies, we parameterize α(t) and
β(t) with a polynomial expression, noting that this is an empirically chosen trajectory for the sake of
example, and has not been numerically optimized. The trajectory through parameter space can be
described in terms of the function α(β(t)). There are three known points that this trajectory must pass
through, the start point {β0, α0}, the end point {β f , α f }, and point where the quadratic curvature is
zero {0, αm}, with αm the maximum allowed quartic coefficient within the voltage constraints. This last
point is an inflection point, α̇(β = 0) = 0. Altogether, α(β(t)) can be expressed as a unique third-order

6 See Philip Holz’s thesis [191] to see what exceeding the breakdown voltage might look like.
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polynomial. Letting β(t) change linearly in time from β(t = 0) = β0 to β(t = t f ) = β f , we find the
following parametric equations:

α(t) = a3

(
t
t f

)3

+ a2

(
t
t f

)2

+ a1

(
t
t f

)
(5.15)

β(t) =
mω2

z
2q

(
−3

2

(
t
t f

)
+ 1

)
(5.16)

with

a3 =
9
8

(
−6αm +

mω2
z

qs2
f

)
(5.17)

a2 =
3
4

(
9αm − 2mω2

z

qs2
f

)
(5.18)

a1 =
mω2

z

2qs2
f

. (5.19)

Figure 5.7(a) shows the electrode voltages that are required for splitting an ion chain trapped
in a single potential centered on one electrode, into two trapping sites, each centered on the two
neighboring electrodes. These voltage solutions are for αm = 0.55 kV mm−4, ωz/(2π) = 1 MHz, and
s f = 100 µm, using the Golden Gate trap electrode layout, schematically shown on the left. At the
chosen value of αm, two electrode voltages reach a limit of −40 V. Figure 5.7(b) shows the development
of motional frequency throughout the splitting operation, which reduces to 0.22 MHz at the lowest
point. Figure 5.7(c) shows the trapping potential along the axial direction throughout the splitting
sequence, using the voltages in (a) and simulated potentials for the Golden Gate trap electrodes. For
visual clarity, at each point in time, the potential is offset such that its minimum is at 0 meV, and the
color scaling is cut off at 20 meV. The emergence of the double-well potential can be seen after about
t/t f = 0.6, which coincides with β(t) < 0.
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Figure 5.7: (a) Electrode voltages for splitting an ion string on one electrode into two separate trap sites on two
neighboring electrodes. (b) axial mode frequency and (c) potential during a splitting operation.
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Once ions are separated by two segments widths, as is the case at t/t f = 1 in the example of Figure
5.7, it is useful to no longer consider the full quartic potential, but instead to treat the potential around
each ion separately, as individual local harmonic potentials. This allows us to manipulate individual
ions further, without putting unnecessary constraints on the potential between the two ions. Potentials
should not be solved independently for the two trapping sites, since a harmonic potential solution
around one site creates an undesired field gradient in the other. Instead, both sites are considered
simultaneously in finding voltage solutions.

5.3.3 Splitting field sensitivity

An important experimental consideration for ion chain splitting is its sensitivity to stray fields along
the axial direction. To consider this, we modify the trap potential to include an additional axial field γ,
which may come from static stray fields or from induced fields caused by imperfect modeling and
calibration of potentials generated by electrode voltages (and thus possibly time-dependent). The
modified potential is

Vz = α(t)z4 + β(t)z2 + γ(t)z. (5.20)

Ion chain splitting may become unsuccessful if the magnitude of this undesired field is above a certain
threshold, as depicted schematically in Figure 5.8(a). The plots in (b) show numerically calculated
ion positions during a splitting operation for axial fields of γ = 0 and γ = 5 V m−1, using the same
example parameter trajectory for ion chain splitting from Section 5.3.1. The cutoff value of γ below
which successful splitting occurs, is numerically determined7 to be ±4.5 V m−1. When γ exceeds this
limit, the two ions do not split, and end up in the same trapping region.
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Figure 5.8: (a) Schematic depiction of splitting potentials, with an additional field γ. Even though there is a double
well in the last panel, the offset field forces both ions to settle in a single trapping site. (b) Numerically
calculated ion trajectories, for γ = 0 and 5 V m−1, show that a small offset field can cause a splitting
operation to fail.

To put that value into a practical context: uncompensated stray fields may be on the order hundreds
of volts per meter, and may drift by tens of volts per meter on a daily basis8. In fact, the act of loading
ions, during which some trap surface coating may occur, can alter stray fields by tens of volts per
meter. The ability to add a compensating axial field throughout the splitting sequence is therefore
essential. The outcome of a splitting operation should be regularly checked (for example by CCD or
PMT detection), and the compensating field must be adjusted accordingly.

It may be the case that the stray field γ is time-dependent throughout a sequence, due to imperfectly
calibrated potentials generated by the trap’s electrode voltages. It is, however, not necessary to ensure
γ(t) ≈ 0 for the entire duration of the sequence. The restriction on γ is most crucial during the

7 In [196], an analytic approximation of this cutoff value is given by γ < ±(q/(4πϵ0))
3/5α2/5. Using our value of αm =

0.55 kV mm4, this equates to 4 V m−1.
8 These estimates are based on our usual values of compensation fields applied to correct for micromotion
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‘critical point’ [196] of the splitting sequence, which is the point at which the quadratic component
of the potential is zero, β = 0. The compensation field that is required to produce a successful
splitting operation can therefore be a constant value, and does not need to be parametrically adjusted
throughout a sequence.

5.3.4 Experimental demonstration of ion chain splitting

The voltage sequence for ion chain splitting, described in the previous section, is applied in our
experiment, using the Golden Gate trap. We concern ourselves with demonstrating that the trap can
produce the required potentials to separate an ion chain, and leave further measurements of induced
heating and decoherence for future investigation. We thus elect to simplify the trajectory through the
{α, β} parameter space shown in Figure 5.6(b): α is set to a fixed value of 0.2 kV/mm4 and β is linearly
ramped from 2 to −1 V mm−2. Applying the resulting voltage sequence directly in our experiment
does not result in a successful ion chain splitting operation; both ions are observed (through CCD

imaging) to be present in a single well, though are displaced from their initial position by about
140 µm. As described in Section 5.3.3, this is due to an undesired electric field along the axial direction,
which skews the splitting procedure. We correct for this by applying a compensation field. A scan over
various compensation field strengths reveals that below a value of 47 V m−1, the shuttling sequence
places ions jointly in the left well, above a value of 56 V m−1 ions are placed together in the right well,
and only between those values do ions separate into the left and right wells.

Figure 5.9 shows images of the ions throughout a splitting sequence, with the appropriate compensa-
tion field. The figure illustrates the position of the ions as a function of the parameter β, which follows
the linear ramp described above. Images of the ions are taken at discrete steps along the sequence and
are spliced together.
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Figure 5.9: Camera images of two ions that are separated by a splitting sequence. Separate images, each taken with
the ions kept stationary at discrete moments along the sequence, are spliced together. The sequence is
parametrized by the quadratic curvature β.

These results demonstrate that the Golden Gate trap is capable of producing the required potentials
to split ion chains. However, it remains to be shown that this process can be done with sufficiently low
motional mode heating. Although we have not measured this value, it is unlikely that the calculated
voltage sequence results in an optimally low phonon number. This notion is exemplified in the
following section, where it is found that applying a calculated voltage sequence for a different type of
physical ion manipulation operation results in tens of added phonons. The voltage sequences described
in that section require further fine-tuning to minimize mode heating induced by the operation. We
expect similar methods will be required for the ion chain splitting sequences.
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5.4 ion crystal rotations

As described in the previous sections, within the framework of a functional quantum computer chip,
ion qubits are required to connect to and share information with other ions. This holds true even for
ions in non-neighboring registers (i.e. trap regions). However, the design of the trap puts restrictions
on the path that can be taken to bring two ions (or sets of ions) together. As ions travel along a
one-dimensional RF-null, they may find another ion or group of ions in the way. Qubit information
could still pass through this physical blockade by carrying out a SWAP gate [198], which is the
swapping of logical information of two qubits, described by the operation

SWAP =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

 (5.21)

with respect to the two-qubit basis (|00⟩ , |01⟩ , |10⟩ , |11⟩). Such a gate requires multiple entangling
operations, and is prone to errors due to gate time and hardware constraints.

A more straightforward method of transferring an ion’s qubit information past another ion in the
way is by physically moving those ions around each other. This can be made possible by the inclusion
of junctions [199–201] in the segmented trap design, which effectively branches out the network of
one-dimensional RF-null channels. Due to the complicated electrode structure required to generate
the RF field to confine the ions in the junction region, shuttling individual ions through a junction
is challenging and typically results in unwanted heating of the ions’ motional mode [200, 202] or
hundreds of microseconds transfer duration [62, 190]. This type of disturbance is detrimental to the
fidelity of subsequent quantum operations, and should therefore be avoided. Another approach of
reordering ion crystals is by physically rotating ions in a crystal around each other within a single
trapping region. Rotations, along with splitting and shuttling techniques, allow ion reordering without
the need for junctions, and can therefore simplify trap design requirements.

The feasibility for ion crystal rotations has previously been shown in 3D traps [203]. Rotations in a
planar trap, however, come with more technical challenges compared with 3D traps [204]. As discussed
in the beginning of this chapter, care must be taken to ensure that the voltage sequences applied to the
trap electrodes do not produce undesired fields that drive ions away from RF-null perpendicular to
the trap surface.

In this section, we investigate ion crystal rotations in a planar RF trap. We focus on methods of
simulating, calibrating, and optimizing potential sequences that enable rotations. Experimentally,
we aim to minimize rotation-induced motional heating and maintain coherence, with the prospect
of using rotations in quantum computational algorithms. Furthermore, we investigate rotations of
multi-species ion crystals, as many proposed algorithms in quantum computation [205] benefit from
the use of multiple ion species.

5.4.1 Rotation overview

We start by providing an intuitive description of how trap voltages can be manipulated to allow ions
to rotate around each other. Initially, two ions are aligned along the trap axis, shown schematically in
Figure 5.10(a) as the z-axis. The goal is to rotate the two-ion crystal around a radial axis, keeping the
center-of-mass of the two ions at a fixed location. In principle, any radial direction can be chosen as
the axis of rotation, but we elect to use the y-axis, with the ion crystal rotating in the xz-plane. The
primary reason for this choice is that the y-axis of our surface trap has the highest anharmonicity,
including third-order contributions to the potential. Restricting the ions’ motion to the xz-plane allows
us to neglect anharmonicity in determining potentials that facilitate rotations.

Referring to the generic trap layout in Figure 5.10(a), a rotation is initiated by applying a posi-
tive(negative) bias to the corner electrodes E3, E4(E1, E6), which tilts the ion chain from the trap axis.
The confinement of the weakest trapping axis (z) is increased by increasing the voltage of the corner
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electrodes and decreasing the voltage on the central electrodes (E2, E5), until the ions are aligned along
the x-axis, which occurs when the confinement along that axis is weaker than that of the z-axis. The
polarity of the diagonal bias voltages of the first step is then reversed and the along-axis confining
potential is relaxed. After removing the diagonal bias, the ions are back in their original equilibrium
positions, albeit with switched positions.

Naively applying voltages on electrodes as prescribed above typically results in additional undesired
electric fields, displacing the ions from their equilibrium position, inducing excessive micromotion,
potentially enough to expel ions from the trap. As in the previous sections, improved control is
necessary and is achieved by parametrising the potential generated around the trapping region by each
electrode, thus giving control in terms of trapping potentials instead of in terms of electrode voltages.
Once again, we rely on the spherical harmonics representation of trapping potentials described in
Section 2.3.1, as they contain a set of potentials Yl,n that are natural for ion trapping and manipulation,
and can be controlled independently. A linear combination of Yl,n makes up the DC trapping potential
VDC, as VDC = ∑l,n νl,nYl,n, and can be dynamically adjusted to create the time-dependent potential
that moves the ions along the desired path. Three of these terms are well-suited to describe an ion
crystal rotation, Y2,0, Y2,1, and Y2,2. To avoid the need to flip back-and-forth in pages, those potentials
were given by:

Y2,0 = 2z2 − x2 − y2, (5.22)

Y2,1 = xz, (5.23)

Y2,2 = x2 − y2. (5.24)
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Figure 5.10: Schematic overview of potentials used for ion crystal rotations. (a) Trap layout around the trapping
region. (b) Upper plots show the spherical harmonic potentials in the xz-plane that are instrumental
in ion crystal rotations and the lower images indicate electrode voltages to produce them. Red is a
positive voltage and blue is negative, though colors are otherwise not to scale.

The potential fields corresponding to Y2,{0−2} are shown schematically in Figure 5.10(b), in the plane
of rotation (xz). As a guide to the eye, field gradients, −∇VDC are shown as arrows. Additionally, the
voltages applied to nearby electrodes to produce these potentials are shown below, with red indicating
a positive voltage and blue a negative one. Note, these images are schematic representations; the color
coding is not to scale, and the displayed potentials are idealized and do not represent actual trap
potentials.

The electrode voltage description of ion rotations can be intuitively translated in terms of the
harmonic multipole potentials. First, increasing ν2,1 tilts the ions off of the z-axis in the xz-plane. Then,
increasing ν2,0 increases the confinement along the trap axis and lowers it along the x-axis, to the
point at which orienting the ion chain along the x-axis becomes favorable. Decreasing ν2,2 facilitates
the decrease of confinement along the x-axis. The polarity of ν2,1 is then reversed, and ν2,0 and ν2,2
are decreased. After all potential terms are back at their initial values, ions are back in the original
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locations, but have swapped positions. Note that in addition to this sequence of potentials, the trap
also produces an RF pseudopotential (not shown in Figure 5.10).

Applying the above procedure in our experimental setup, it does not take too much trial-and-error
to find a set of voltages that successfully swap the positions of two ions. However, this hand-waving
level of control of potentials and electrodes is not sufficient for applying ion rotations in the context of
quantum computation sequences. In that context, ion crystal rotations are conceptually identical to the
quantum SWAP gate. In this regard, the requirement of a rotation is not just to switch the physical
position of two ions, but to maintain coherence of the two-qubit system.

This poses the following requirements:

• Rotations should have 100% success rate, meaning that after each rotation operation, ions should
have switched positions.

• The duration of a rotation should be minimized, such that extended quantum computation
sequences that depend on crystal rotations are not limited by decoherence.

• Excitation of motional modes should be minimized, since the fidelity of operations following
rotations degrade with increasing phonon numbers. For mixed-species crystals, it should at least
be low enough that sympathetic cooling can still be used to return to the motional ground-state
of relevant modes within a reasonable time.

The sequence of multipole potentials needs to produce rotations that meet these requirements and
must therefore be accurately determined. The following section details our method of generating
a sequence of potentials for ion crystal rotations. The potential sequence is then to be converted
to a voltage sequence that can be applied to the ion trap. Similar as for the shuttling and splitting
sequences of the previous sections, the mapping of potentials to voltages is determined using the
method in Section 2.3.1, which relies on simulations of potentials generated by trap electrodes. Due to
manufacturing and simulation tolerances and stray fields, however, this mapping may not perfectly
reflect reality. To ensure that the appropriate voltages are applied to produce the desired potentials,
calibration is required. This calibration was discussed in Section 2.3.2.

5.4.2 Rotation potentials

We keep mode frequencies constant for the entire duration of a rotation sequence, in an attempt
to minimize motional mode heating induced by the rotation. There are two motivations for this
strategy: Firstly, when mode frequencies are too low, they are more susceptible to heating due to
spurious electric field noise [29, 113]. Secondly, when frequencies of different motional modes are near
degeneracy, exchange of phonons is more likely [206], through which well-cooled modes used for
computation can gain energy from other modes that might be less-well cooled. The goal therefore is to
generate a sequence of potentials that switch the positions of ions while keeping the crystal’s mode
frequencies constant.

A given trap potential, a combination of the static DC potential and the RF pseudopotential,
determines an ion chain’s center-of-mass position, spacing, and mode frequencies. One can thus solve
which potentials are to be applied to place ions at given rotation angles, at given motional frequencies.
The methods of calculating these positions and frequencies are given in Section 2.1.4. To reintroduce
the notation and nomenclature: Ion positions and motional frequencies are determined as a function
of the trap’s RF pseudopotential VRF and the DC potentials VDC. The curvature of the pseudopotential
is denoted as ν

(i)
RF, which depends on the ion’s mass (i refers to the ion index). The DC potential is a

linear combination of spherical harmonic potential terms, VDC = ∑l,n νl,nYl,n. We cast the coefficients
νl,n into the vector ν⃗.

We are now tasked with finding solutions of the vector ν⃗(n), at discrete steps n, that facilitate the
rotation of an ion crystal. We keep the value of ν

(i)
RF fixed. In our experiment, a suitable starting

potential ν⃗(0) that allows for stable storage of ions is characterized by motional frequencies on the
order of ω{x,y,z}/(2π) ≈ {3, 3, 1} MHz, though avoiding degeneracy in ωx and ωy by about 200 kHz.
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This corresponds to ν
(0)
2,0 ≈ 10 V mm−2 and ν

(i)
RF ≈ 160 V mm−2. Setting ν

(0)
2,2 ≈ 10 V mm−2 ensures that

the degeneracy in ωx and ωy is lifted.
The goal is to numerically find values for ν⃗(n) that minimize a cost function C(⃗ν) at steps n of an ion

crystal rotation, characterized by a desired rotation angle θn. Here, θn is the intended angle between
two ions in a chain and the z-axis, in the xz-plane, at step n, homogeneously distributed between
0 and π. The cost function is foremost composed of the restriction that ν⃗(n) should place the two
ions (indexed i and j) at positions x⃗(i)0 and x⃗(j)

0 such that they have the required angle θn. Additional
restrictions are imposed to improve the quality of the operations. Since we aim to minimize mode
heating, this entails keeping motional mode frequencies high and avoiding mode crossing. After a
rotation, the potential should be identical to the initial potential.

Placing ions at the required angle θn is achieved by minimizing the cost function

C0 (⃗ν
(n)) = 1 −

(sin θn, 0, cos θn) · (x⃗(j)
0 − x⃗(i)0 )∣∣∣⃗x(j)

0 − x⃗(i)0

∣∣∣ , (5.25)

noting that the ion equilibrium positions, x⃗(i)0 and x⃗(j)
0 , are a function of the spherical harmonic

coefficients ν⃗(n). We use the solution ν⃗(n−1) as an initial value for the minimization of C0 (⃗ν
(n)), to

reduce computation time and ensure a smooth rotation. For a single-species two-ion crystal, the
equilibrium positions x⃗(i,j) can be analytically calculated [88], thus reducing computational cost.

Degeneracy in mode frequencies ωi is avoided with the cost function

C1 (⃗ν) = ∑
i

∑
j>i

1
(ωi − ωj)2 . (5.26)

Maintaining high frequencies can be implemented by the cost function

C2 (⃗ν) = ∑
i

1
ω2

i
. (5.27)

Ensuring that the final potential (at θ = 180◦) is identical to the initial potential (θ = 0), can be attained
by keeping frequencies as close as possible to their initial values ω

(0)
i throughout the entire rotation,

using the cost function

C3 (⃗ν) = ∑
i
(ωi − ω

(0)
i )2. (5.28)

This cost function also helps avoid rapid changes in motional frequency during a rotation sequence,
which would lead to motional excitation. An indirect consequence of C3 is that it helps achieve the
conditions imposed by C1 and C2. The full cost function to be minimized is given by

C(⃗ν) =
3

∑
i=0

λiCi (⃗ν) (5.29)

with λi a set of weights.
For single species rotations, there exists a unique solution that keeps all mode frequencies constant

throughout the rotation sequence, for given starting parameters. Setting λ0 and λ3 to a non-zero value
is sufficient for determining this solution uniquely. If ν

(i)
RF is not a controllable parameter during a

sequence, multi-species rotations cannot maintain constant frequencies and might thus benefit from λ1
and λ2 contributions. In the multi-species case, we determine the values of the weights λi empirically,
looking for values that produce potential sequences with no discontinuities that uphold the imposed
restrictions. We find that the weights λ0 = 10λ1 = 10λ2 = λ3 provide satisfactory sequences.

In summary, we obtain a list of desired potentials, in terms of multipole contributions, that facilitate
an ion crystal rotation, parameterized by a rotation angle θn. For the experimental results discussed
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later in this section, we have determined rotation potentials at uniform rotation angle intervals between
0 and π. One could alternatively choose angle intervals such that the change in rotation angle is
not constant, potentially reducing sudden changes in velocity of the ions as they initiate rotation. A
suitable distribution of rotation angles could be determined following the methods in Section 5.2.1,
where potential ramps were discussed in the context of ion shuttling. In preparing our ion crystal
rotation experiments, we calculated that the electrical filters strongly suppress rapid changes to the
confining potential that would otherwise induce high motional heating. We therefore expect that a
non-uniform distribution of the rotation angles is not a necessity in our experiment.

5.4.3 Experimental implementation

In this section, we describe how ion crystal rotations are implemented in our experiment. Presented
experiments make use of the ‘Berkeley trap’, a planar segmented surface trap (see Section 3.2.1.1).
Rotations are carried out on either a two-40Ca+crystal, or a 40Ca+-88Sr+crystal.

5.4.3.1 Calculated rotation voltages

Following the methods of the previous section, we calculate ideal rotation potentials. The calculated
potentials as function of rotation angle are shown in Figure 5.11(a). To obtain these results, the rotation
angle θn was varied from 0° to 180° in 100 steps, which ensures a smooth change in electrode voltages.
We display the coefficients of the spherical harmonic potentials9 that contribute to the ion crystal
rotations, Y2,0, Y2,1 and Y2,2. The resulting waveforms follow the intuitive description given in Section
5.4.1.

In Figure 5.11(b), the corresponding voltages of nearby electrodes are shown, following the indexing
from Figure 5.10 (which, incidentally, is the electrode layout of the Berkeley trap). The development of
voltages also follows the previously provided intuitive description.

Figure 5.11(c) shows the mode frequencies of the crystal during a rotation. Displayed are in-phase
(com) and out-of-phase (str) modes for the three mode axes, x, y, and z. These are local axes with
respect to the ion crystal: z is aligned with the trap axis at the start and end of a rotation but follows
the angle of rotation, i.e. the axis of the ion crystal. The y-axis is always perpendicular to the trap
surface. Ca - Ca rotations can be done while keeping all mode frequencies constant throughout. The
mixed-species rotation, Ca - Sr, cannot maintain constant mode frequencies, unless the RF power can
be adjusted during a rotation sequence. It is possible to have solutions where mode frequencies do not
cross. However, the resulting voltage waveform does appear qualitatively less smooth compared with
the single-species case.

Figure 5.11(d) shows the predicted ion trajectory during a rotation sequence. In the single-species
case, since the axial in-phase mode, zcom, is constant, so is the ion separation. The trajectories of the
two ions therefore together trace out a circle. The mixed species trajectory, on the other hand, looks
comparatively less circular, as mode frequencies are not kept constant, and since Ca and Sr experience
unequal confining forces due to the mass-dependent pseudopotential.

Also in contrast to single-species crystals, stray electric fields are much more detrimental to the
success of a mixed-species rotation. Due to the pseudopotential’s mass dependence, excess fields
drive ions in a multi-species crystal away from the RF-null unequally. Any field in the x direction
(radial, parallel to the trap plane) therefore tilts a mixed-species crystal diagonally in the xz-plane.
In typical ion trapping potentials, an offset field on the order of Ex = 10 V m−1 produces a diagonal
tilt similar to what would be caused by a potential curvature on the order of ν2,1 = 1 V mm−2. This
deviation can disrupt the success of a rotation, from which it is apparent why these potential terms
need to be calibrated. If the Ex field is well understood, an intentional offset in this field can be used
advantageously in assisting uni-directional rotations, as has been previously demonstrated [66, 207]
for use in state preparation. Minimizing heating, decoherence, and swap duration of such rotations is
not crucial and has not been considered previously for use within quantum computational sequences.

9 Note 29 in Appendix e
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Figure 5.11: (a) Simulated contributions of second order potentials, Y2,0, Y2,1, and Y2,2. The potentials are optimized
to minimize changes in trap frequency during the rotation. (b) Voltage sequence applied to nearby
electrodes using the labeling convention from Figure 5.10. Further electrodes have been omitted,
but behave similarly. Required voltages are based on simulations, and do not include simulation
imperfections and effects of signal filtering. (c) Resulting trap frequencies of the in-phase (com) and
out-of-phase (str) modes, where the z modes follow the axis of the ion crystal. (d) Ion positions
during an optimized rotation.
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Both single- and mixed-species crystal rotations thus require accurate control over a time-varying
potential, generated by applying a sequence of voltages to the trap electrodes. The effect of electrical
filters on these voltage sequences is discussed in the following section.

5.4.3.2 Electrical filters

Voltage noise on trap electrodes presents a major contribution to mode heating of trapped ions [29],
and needs to be minimized. Electrical filters attenuate voltage noise at ions’ trap frequencies, and
are therefore an essential component of an ion trap setup. In addition to suppressing electrical noise,
filters will attenuate and delay an applied voltage sequence. Thus, the effect of filters needs to be taken
into account when designing voltage sequences to realize trap potentials for physical ion manipulation
operations. In this section the employed filter system and its effect on rotation sequences is discussed.
The filter system differs from the system described in Section 3.1.1.3, as the rotation measurements
were performed in an earlier version of the experimental setup. The systems are fundamentally similar.

Our filter setup for a single electrode is schematically shown in Figure 5.12(a). The filter system
consists of a two-stage LC low-pass filter (2 × 4.7 µH and 47 nF), per electrode, incorporated in the
cryostat’s outer heat shield (at a temperature of ∼ 150 K). Additional filtering is performed in the
vicinity of the trap with 8 parallel 4.7 nF capacitors. The cut-off frequency of 47 kHz has been chosen
so that it sufficiently filters noise around the motional mode frequencies (42 dB attenuation at 1 MHz,
and 80 dB at 3 MHz), while allowing voltage manipulation of the electrodes on timescales of tens of
microseconds. Inside the vacuum chamber are two connections to every electrode, each with separate
but identical filter components. In practice, the second connection is only used to test the connectivity
throughout the entire system, but cannot be neglected for filter analysis. The output amplifier of the
AWG is included in the filter model as an effective series resistance (20 Ω), which is taken as an estimate
based on measuring the frequency response of the AWG directly at the output.

Furthermore, the non-zero resistance of the electrical wiring is included in the filtering model. In a
cryogenic system, electric wiring represents a major part of the heatload and thus there is a trade-off
between low thermal conductivity and good electrical connectivity. We employ phosphor-bronze
cables, with a resistance of 4 Ω per meter at cryogenic temperatures. The ground connections for all
electrodes consist of a twisted pair of these wires that have a non-negligible resistance of about 4 Ω,
both from the vacuum feedthrough to the first filter stage and from the filter stage to the trap PCB.
This wire resistance has the detrimental side-effect that the reference potential as supplied at the AWG

output is not identical to the potential at the filters, or at the trap, if current is flowing through the
capacitors.

The filter’s transfer function at the trap, as determined by calculations based on ideal components,
is shown in Figure 5.12(b). Typical voltage sequences for rotations with a duration of 25 µs have
their main frequency component at 20 - 40 kHz. Thus the applied electrode voltage waveforms are
attenuated by 1.5 - 2 dB and have a phase delay of about 5 µs. Figure 5.13(a) shows how the waveforms
of the significant rotation potentials Y2,{0,1,2} are affected by filtering (Note: simulated results include
electrode crosstalk, which is discussed in the following paragraph, but is not dominant in Fig 5.13).
The distortion in the potential waveforms can impair the performance of a rotation or even impede
rotations altogether.

As a result of the finite ground wire resistance, supplying a time-dependent voltage to one electrode
will change the reference potential at the trap. The voltage difference between AWG and trap ground
levels results in an effective crosstalk between electrodes and is calculated to be the dominant source
of crosstalk (compared with, for example, crosstalk due to parasitic capacitance between neighboring
electrodes). The simulated crosstalk transfer function between any two electrodes is displayed in
Figure 5.12(c). Upon applying a typical voltage sequence to a single electrode, we measure a crosstalk
voltage of at most 3% on all other electrodes, with a settling time of about 20 µs. However, a full
rotation sequence employs all electrodes, with a combination of positive and negative voltages. During
a typical rotation, the effective crosstalk voltage is between 0.5 and 1.0 V, resulting in a voltage error
between 3% and 10% for different electrodes. This voltage error perturbs the intended potentials, most
notably adding an undesired electric field perpendicular to the trap plane (Y1,−1) of up to 6 V/mm, as
can be seen in Figure 5.13(b).
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Figure 5.12: (a) Electronic schematic of a single electrode’s filter network. (b) Simulated filter transfer function
at the trap electrode. (c) Simulated filter crosstalk, showing voltage pickup on other electrodes due
a voltage applied to a single electrode. The gray regions indicate the frequency range of voltage
sequences for rotations in our experiment.

The inclusion of this undesired field due to filtering highlights the complexity of physical ion crystal
manipulation on surface traps, compared with 3D traps. In 3D traps, electrodes on opposing sides of
the trapping region have identical voltages applied throughout a rotation sequence and remain similar
even when filtered. By symmetry, ion crystals will therefore remain near the RF-null. The geometry of
surface traps does not have symmetry around the trapping region perpendicular to the trap plane.
Therefore, if a calculated voltage sequence is designed to keep micromotion compensated throughout,
the filtered sequence will likely generate an additional electric field perpendicular to the trap plane, the
direction that lacks mirror symmetry of electrodes around the ion.

The unintended offset field pushes the ions further from the RF-null, thus substantially increasing
micromotion. While some micromotion is not necessarily detrimental to an ion’s motional state10, at
the simulated 6 V mm−1 of offset field during a rotation sequence, the ions do not remain crystallized,
let alone remain near the motional ground state. For some of the calculated voltage sequences, the
unwanted field is sufficient to expel ions from the trap, since along the perpendicular axis the energy
barrier for escape is the lowest. Therefore, a method of compensating electrode voltage sequences
in order to achieve low-heating rotations is required. Through simulations, we deduce which applied
filtered voltage sequence produces the intended voltage sequence at the trap electrodes.

The transfer functions displayed in Figure 5.12(b) and (c) are based on ideal electrical components.
In practice, tolerances in components, as well as other sources of inductance, capacitance, and crosstalk,
causes the modeled transfer function to deviate from the physical electrical response. Nevertheless,
the model represents an approximation that is necessary for creating filter-corrected voltage sequences
for ion crystal rotations. It is worth emphasizing that without the application of filter and potential

10 Independent experiments where we intentionally induce small excursions of micromotion by placing ions in a static position
away from the RF-null have resulted in negligible heating. In these experiments, we measured an increase in an ion’s motional
mode occupation of less than 0.1 phonons after being subjected to a field of ±0.5 V mm−1 for 200 µs.
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Figure 5.13: Comparison of set potentials and simulated resulting potentials when applied electrode voltages are
filtered, for (a) curvatures and (b) gradients.

calibration models to our solutions, the voltage solutions typically do not lead to successful rotations
at the desired time scales (20 - 30 µs). Voltage solutions that take our models into account lead to
successful rotations that, despite inducing a high level of motional heating, can be used as a starting
point for further optimization. Our method of minimizing rotation-induced heating is outlined in the
following section.

5.4.3.3 Automated optimization

So far we have determined the potentials required for ion crystal rotations, simulated and calibrated
the trap’s electrodes (see Section 2.3.2) to determine the static voltages required to produce those
potentials, and calculated the adjusted voltage waveform required to overcome distortions due to the
system’s filters. Upon applying the resulting voltage sequence to two trapped 40Ca+ions, the results
are on the one hand encouraging — rotations are successful — but on the other hand disappointing —
the ion crystal has acquired tens of phonons. To avoid this heating, further optimization of the voltage
sequences must be performed. The methods of the previous sections have provided us with a usable
starting point for in-experiment optimization, with a measurable objective, namely minimization of the
mean phonon number. Our method for optimizing the rotation sequences is outlined in this section.

The optimization procedure is schematically shown in Figure 5.14, and is based on the following
four steps: (I) An initial rotation sequence is simulated, using the calibrated multipole and filter
models, and described using a set of control parameters. (II) Using this sequence as a starting point, a
neural network-based learning algorithm is used to optimize rotation sequences to minimize induced
motional heating. (III) Experimental data, where heating is measured for various rotation sequences, is
used to train the network, from which an optimized rotation is found. (IV) This optimized rotation is
used in further experiments. These steps are further detailed below.

Step I: To start off with, we require a set of control parameters that can be tuned that change the
voltage sequence. This set represents the optimization parameters — the tunable parameters that,
when set to the right value, produce the desired outcome, namely the lowest achievable increase in
phonon number after a rotation. In the experiment, the parameters that can be changed are the set
of time-dependent electrode voltages. The voltage sequences consist of about 50 steps (based on our
target sequence duration of 20 - 30 µs and AWG sample rate of 2 MHz), with voltages applied to 21

electrodes. In total, 1050 parameters can be changed. Finding an optimum in a 1050-dimensional
parameter space could be tedious, thus some simplification of the parameter space is desired. First,
instead of describing the sequence in terms of electrode voltages, we translate applied voltages to
the expansion of multipole potentials. These potentials give a better intuition of what forces are
being applied to ions, and thus allow for easier manipulation in the optimization. Second, instead of
defining the potentials at each time-step, we parameterize the sequence: noting that the waveforms
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Figure 5.14: Schematic overview of rotation sequence optimization. (I) An initial guess for sequence parameters
is made by simulating ideal rotations and applying our filter model and multipole calibrations. (II)
Sequence parameters are optimized using a machine learning neural network, which is trained using
(III) experimentally determined rotation induced heating. (IV) An optimized rotation sequence is
used in further experiments. The symbols indicate parameters relevant to that step, of which the
description can be found the main text.

of the sequence of multipole potentials resemble sine-curves (see Figure 5.11), we choose a Fourier
component parametrization. The sequence of applied potentials, discretized into N steps, is given by

ν⃗n,set = a⃗0 +
pmax

∑
p=1

a⃗p sin
( pπn

N

)
. (5.30)

Here, ν⃗n,set is a vector of size 8, containing coefficients of spherical harmonic potentials of degrees l = 1
and l = 2, at each sequence step n. a⃗p is a set of weights that describe the amplitude of the Fourier
components. An increasingly high chosen order of Fourier components improves the approximation
of the filter-distorted multipole waveforms. For our optimization approach, we choose pmax = 2 to
limit the number of optimization parameters a⃗p.

In addition to varying the total rotation time (by adjusting N), if pmax = 2, there are 24 weights that
parametrize the sequence (⃗a{0,1,2}, each with 8 terms), giving a total of 25 parametrization coefficients.
It is not required to include the sample rate of the sequence (2 MHz) as an optimizable sequence
parameter, as this frequency is heavily filtered in our set-up. For notational simplicity, we cast all
parametrization coefficients into a single vector, a⃗.

The intended potential sequence ν⃗n,des shown in Figure 5.11 differs from the set potential ν⃗n,set, due
to static deviations described by the potential calibration model and dynamic deviations described by
our filter model (Section 5.4.3.2). We numerically find a set of coefficients a⃗init that, under the influence
of these discrepancies, result in the intended potentials ν⃗n,des.

Steps II - III: With a first guess for control parameters, we can start adjusting their values to reduce
the sequence induced heating. The control parameters do not independently influence the heating, so
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manually tuning each parameter separately is not viable. We therefore use an automated calibration
routine that can find optima of multi-parameter systems. There exist many possible optimization
candidates [208] (hill climbing, direct stochastic, simulated annealing, genetic algorithms, etc), each
with advantages and disadvantages. We use a machine-learning approach, based on a single hidden
layer neural network [209] (using the MATLAB® Neural Network Toolbox™), to find the set of
waveforms that has the least influence on the motional state of the ion crystal. We choose this method
for its relative computational simplicity, its ability to explore a high dimensional parameter space, and
ability to find a global optimum, not just local ones. Furthermore, neural networks have the advantage
that one does not require a predetermined model that describes the relation between input (sequence
parameters) and output (motional heating)11.

Features(input) Hidden layer Target
(output)

Figure 5.15: Schematic of a neural network for machine learning. The value lj of a node is given by the sum of
weighted features of the previous layer and a bias, with a sigmoid function applied.

A neural network12 is a collection of nodes and edges, schematically shown in Figure 5.15. The
nodes i all hold scalar values. Each node value is the sum of the values associated with the edges j
entering each node i from the left, plus a bias bj. The edge values are a function of the value of the
node that it originates from, and a weight factor wj. A commonly used function for the edge values is
a sigmoid function13, which produces a value between -1 and 1, with a smooth transition between
the two. The collection of intermediate nodes (i.e., not the input or output nodes) are referred to as
hidden layers. This type of nomenclature underscores why a neural network is often referred to as a
‘black-box’ function, highlighting that the internal mechanism is either irrelevant or too complicated to
be described intuitively. The important functionality of a neural network is that it maps a set of input
values (features) to a set of output values (targets), dependent on the network’s weights wj and biases
bj. The goal of our network in particular is to make a prediction of how much heating will be induced
by the rotation sequence n̄pred, based on the potential sequence parameters. a⃗ and n̄pred are the inputs
and output of the network, denoted as

n̄pred = N (⃗a, w⃗), (5.31)

with the network function N , and the weights and biases grouped into the vector w⃗.
Choosing a correct network size (i.e. the amount and dimension of the hidden layers) is not an

exact science, and often a product of trial and error and rules-of-thumb [210]. For the measurements
presented here, we have found a single hidden layer consisting of 15 nodes produce trainable networks
that are able to produce statistically significant correlation between network predictions and measured
outcomes.

In order for the network N to make accurate predictions, it must be ‘trained’. Training is the process
of feeding the network realistic examples of inputs and outputs. The network then adjusts its weights
and biases w⃗ to attempt to improve its ability to predict an output accurately. If a trained network

11 Note 30 in Appendix e
12 Note 31 in Appendix e
13 σ(x) = 2

1+exp (−2x) − 1
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makes accurate predictions on heating rate, that network can be used to find a set of input parameters
that minimize the predicted output, and therefore minimize the experimental mean phonon occupation
n̄ induced by a rotation. We focus on minimizing heating on the axial modes, but the described method
is applicable to any set of motional modes.

Training and optimizing comprise the following general steps, which will be outlined in more
detail further below. The simulated sequence parametrized by a⃗init is used as an initial point for the
optimization procedure. (i) A large amount of sequences with parameters that marginally deviate
from a⃗init are generated. (ii) Electrode voltages that realize these sequences are determined using the
method in Section 2.3.1. (iii) The voltage sequences are applied in the experiment to rotate an ion
crystal, from which (iv) heating is measured. (v) The heating results are used as targets to train the
neural network, with associated sequence parameters a⃗ as features. (vi) The trained network is used to
find a new parameter set a⃗new that, according to the network, should result in minimal heating. (vii)
This new parameter set is used as a new central point around which to create a set of sequences, as in
(i). Steps (i) - (vii) constitute a single iteration of the optimization. These steps are repeated several
times, until the measured heating rate converges. This procedure is outlined in more detail below.

(i) In our experiment, for the initial training iteration, K = 500 rotation sequences (indexed k) are
generated by randomly selecting a set of sequence parameters {⃗a(k)} within given bounds around the
initial parameter set a⃗init. We have chosen bounds by experimentally finding limits on parameters that
do not result in expulsion of ions from the trap and result in rotations. Bounds that are within a safe
limit of these requirements are typically ±2 - 5% of the respective coefficients of a⃗init. We do not adjust
the zeroth-order Fourier components of the parametrized sequences (⃗a0 in Eq. 5.30), which govern the
static potential before and after a rotation, to avoid possible changes in mode frequencies before a
sequence. The fourth term of a⃗0, which corresponds to the Y2,−2 = xy spherical harmonic potential,
has been set to 16 V mm−2. This tilts the radial motional axes such that the x-mode, which would
otherwise be parallel to the trap surface, has more overlap with the Doppler cooling beam, and are
therefore more efficiently cooled. This additional potential ideally leaves the axial mode frequencies
unaffected. The number of sequence steps n is included in a⃗ as an optimizable parameter. (ii) The
voltages α⃗ required to realize this set of rotation sequences are determined with α⃗n = Vν⃗n,set (see
Section 2.3.1).

(iii) These voltage sequences are applied to an ion crystal in our experimental setup. Rotation
sequences are prefaced with the usual pulses of Doppler cooling, optical pumping, and sideband
cooling (see Section 2.2.8) which prepares ions in the S1/2(m = −1/2) level, near the motional ground
state for the axial common and stretch modes. (iv) At the end of the sequence, the resulting mean
phonon occupation is measured. The method of measuring this value depends on the severity of
rotation induced heating. The initial set of sequences produce 10 - 100 phonons. In this regime, phonon
numbers can be estimated by monitoring the decay of Rabi oscillations when resonantly driving
a carrier transition. When rotations have been optimized enough to produce only a few motional
quanta, the phonon number is more accurately estimated by monitoring the excitation of motional
sidebands [211]. In contrast to Section 2.3.4, when doing sideband thermometry with more than one
ion (with only a global 729 nm beam, as in our experiment at the time), one cannot extract a mean
phonon number simply by evaluating the ratio of the blue and red sideband excitation. Instead, we fit
the measured excitation curves to an analytic model with the mean phonon number n̄(k) as a fitting
parameter. The analytic model is derived from the two-ion Hamiltonian given by the James-Cummings
model (see Appendix b). Note, when doing sideband thermometry, we only probe the final phonon
number of the axial common mode.

(iv) The neural network N is trained, with the set of sequence parameters {⃗a(k)} as features, and
the set of measured heating rates {n̄(k)} as targets. Training is the method of adjusting the network’s
weights and biases w⃗ to minimize the cost function J given by

J = ∑
k

(
N (⃗a(k), w⃗)− n̄(k)

)2
(5.32)
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Minimizing this cost function in a neural network is commonly achieved by a process called backprop-
agation [212], which is a computationally cheap version of optimizing each individual weight through
gradient descent. This procedure is built in to the Neural Network Toolbox.

(vi) The trained network is now capable of making estimates of rotation induced heating as a
function of sequence parameters a⃗, though only within the bounds initially set for generating {⃗a(k)}.
We can thus use the network to find a parameter set a⃗new that minimizes14 the predicted heating n̄pred,
as min⃗a N (⃗a, w⃗), where a⃗ is constrained to the same bounds as {⃗a(k)}.

The network N typically has multiple local minima. Therefore, the computed value of min⃗a N (⃗a, w⃗)
depends on the supplied initial values of a⃗. We use parameters corresponding to the best results from
the scan (typically the lowest 10% mean phonon numbers n̄) as starting points for the minimization.
For our experimental data, this selection results in a unanimous consensus for the value of a⃗new that
minimizes N . This parameter set is used as a central point around which new random sequences are
generated. We thus start again from step (i), with a new central value a⃗new.

Steps II and III are iteratively repeated, until the measured heating rate no longer decreases. In our
experiment, we have seen that after four iterations, the optimization routine generally converges. Figure
5.16 displays the measured average phonon number during the four iterations of the optimization.
The first two iterations make use of the Rabi oscillation decay method of determining phonon number,
while the last two use sideband thermometry. Several optimization iterations bring down the average
rotation-induced phonon number from tens to a few quanta.

In our setup, a heating rate measurement for a single parameter setting a⃗ takes a little over a second,
and in four optimization iterations, two-thousand of such measurements are taken. In each iteration
(except the last), a neural network is trained, a new optimal value of a⃗ is determined, and a new set
of sequence parameters is generated, which takes a few minutes of computation time. Overall, the
duration of the optimization procedure is just short of an hour. Due to drifts in the stray electric field
(caused, for example, by changes in surface charges on the trap electrodes), which typically occur
in the span of several hours or days, rotation sequences may require re-optimization. Although not
experimentally verified, we presume that re-optimization could be achieved using the latest working
experimental parameter set as an initial guess for a⃗init, instead of using the value as calculated from
models, and would require less iterations to reach convergence.
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Figure 5.16: Histograms of measured rotation induced heating during four iterations of the automated sequence
optimization. Each iteration contains about 500 measurements.

Step IV: The final iteration produces another series of randomly generated rotations, with a mean
heating rate of a few phonons. From this set, the result with the lowest measured heating is selected.
This optimized rotation sequence is used in further characterization experiments, discussed in the
following section.

The optimized rotation sequence is 25 µs long. Figures 5.17(a) and (b) display the calculated
potentials and mode frequencies that the voltage sequence is predicted to produce. The potential
calibration and the effect of electrical filters are included in this estimate.

The waveforms of the calculated mode frequencies deviate from the intended behavior, being that
mode frequencies should remain unchanged throughout a rotation sequence. This deviation suggests
either that the calculated mode frequencies do not accurately represent that actual mode frequencies

14 Minimization is done with Matlab’s fmincon, using an ‘interior-point’ algorithm [213].
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(a) (b)

Figure 5.17: (a) Simulated potentials and (b) mode frequencies for of the sequence selected from the final iteration
of the rotation optimization, measured to have the lowest rotation induced heating.

in the experiment, or that the optimization procedure has found a low-mode-heating solution for
rotation sequences that does not necessitate constant mode frequencies, and that phonon exchange
due to mode-mixing is not prominent. The fact that the initial rotation sequence, parametrized by a⃗init,
required further optimization despite it having been calculated to produce constant mode frequencies
during the rotation, suggests that our mode frequency calculation is inaccurate. This inaccuracy is
likely due to an incomplete model of the electronic transfer function of the trap electrodes.

5.4.4 Experimental results

5.4.4.1 Single species rotations: Ca - Ca

In this section, results of the Ca - Ca ion crystal rotations are presented, using the sequence calculated
and optimized in the previous sections. When at rest, (i.e., when at the position before and after a
rotation) ions have the common mode frequencies ω{x,y,z}/(2π) = {2.8, 3.5, 1.25} MHz, where z is
the axial (RF-free) direction, and x and y the radial directions parallel and perpendicular to the trap
surface. Rotations occur in the xz plane. Both ions are sideband-cooled near the motional ground
states of the axial common and stretch modes (0.017(16) and 0.011(+4)

(−5) phonons respectively) and
prepared in the S1/2(m = −1/2) level prior to the rotation.

As introduced in section 5.4.1, the goal of ion crystal rotations is to emulate a SWAP gate, in which
we require a high rotation success rate, low rotation induced heating, and a minimal loss of qubit
coherence. These aspects will be discussed in turn below.

-Success rate-
The success rate describes how often a rotation sequence physically swaps the position of two ions.

To measure this value, we must be able to distinguish the two ions. This is achieved by preparing
the two ions in two different states, |0⟩ and |1⟩, applying the rotation, and monitoring if the states
have switched position. In our experiment, these states are encoded in the |0⟩ ≡ |4S1/2(m = −1/2)⟩
and |1⟩ ≡ |3D5/2(m = −1/2)⟩ levels. State detection is performed by monitoring state-dependent
fluorescence (4S1/2 ↔ 4P1/2, 397 nm) with a CCD camera, which allows us to measure the two ions’
state separately.

An obvious success rate measurement would be to apply a π-pulse to one of the two ions to prepare,
for example, the |01⟩ state, apply a rotation, and use state-detection to check if |10⟩ is measured. At
the time of measuring, however, our setup had not yet incorporated single ion addressing. Limited to
global operations, our sequence is as follows: we first apply a global π-pulse on the ions initialized in
|00⟩, defined as

Rx

(π

2

)
= exp(−iπ/4(σ(1)

x + σ
(2)
x )), (5.33)
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Table 5.1: Truth table for state detection before and after a number of rotations. Values are the percentages of
detecting a final state, for a given input state. For each number of rotations, 250 trials were performed,
of which the initial states |01⟩ and |10⟩ were post-selected

Final state
Number
of
Rotations

Initial
state

|00⟩
(%)

|01⟩
(%)

|10⟩
(%)

|11⟩
(%)

0
|01⟩ 6 ± 3 94 ± 3 0 ± 1 0 ± 1
|10⟩ 10 ± 5 0 ± 2 90 ± 5 0 ± 2

1
|01⟩ 2 ± 2 0 ± 2 98 ± 2 0 ± 2
|10⟩ 5 ± 3 95 ± 3 0 ± 2 0 ± 2

2
|01⟩ 9 ± 4 91 ± 4 0 ± 2 0 ± 2
|10⟩ 10 ± 4 0 ± 2 90 ± 4 0 ± 2

3
|01⟩ 12 ± 4 0 ± 1 88 ± 4 0 ± 1
|10⟩ 8 ± 4 92 ± 4 0 ± 1 0 ± 1

4
|01⟩ 6 ± 3 94 ± 3 0 ± 1 0 ± 1
|10⟩ 6 ± 3 0 ± 1 94 ± 3 0 ± 1

5
|01⟩ 12 ± 4 0 ± 1 88 ± 4 0 ± 1
|10⟩ 3 ± 3 97 ± 3 0 ± 2 0 ± 2

with Pauli operators σ
(i)
x for ions 1 and 2 [11]. This operation prepares the ions in the state 1/2(|00⟩+

i |01⟩+ i |10⟩ − |11⟩). State detection is performed, followed by a number of crystal rotations, and
finalized with another state detection. Measured data is post-selected to only include measurements
that were in |01⟩ or |10⟩ before a rotation. A successful rotation is indicated by a final measurement of
|10⟩ or |01⟩, respectively, for odd numbers of rotations, and no change from the initial state for even
numbers.

Table 5.1 displays the resulting truth table. The data for each number of rotations consists of 250
repetitions of the experiment. For all numbers of rotations, including no rotations, a wait time of
200 µs is used between detection events, which is enough time to allow all rotations to finish. After
one rotation, 94(3)% of initial states of |01⟩ are measured to end up in |10⟩, and 90(5)% vice versa.
The deviations from 100% are attributed to limitations caused by the CCD camera’s readout noise in
ion state detection. At the time of measuring, the imaging system was not set up for efficient state
readout using the CCD camera. Readout errors are caused by spontaneous decay to the S state during
the 50 ms detection time (corresponding to a 4% decay probability after the first detection, and 8%
after the second detection). As can be seen in Table 5.1, 0% of cases in which states are initially in |01⟩
or |10⟩ remain unchanged after one rotation. Therefore, despite detection errors, we can conclude that
the success probability of the rotation is 100%(−1%). The same conclusion can be drawn for multiple
rotations in succession, as the success probability does not depend on the number of rotations. We
can therefore say with confidence that the errors in Table 5.1 are due to detection errors, and not to
rotation failures.

-Heating-
The changes in phonon number of the axial modes of the crystal are measured using sideband

thermometry, as was the case in the final iterations of the rotation optimization procedure. The mean
phonon number is measured for the axial common and stretch modes, after a number of rotations.
Measuring the phonon number does not require ion dependent state readout, since the crystals
motional state is shared by the two ions. State readout can therefore be done using the PMT, which does
not resolve the state of the two ions independently, but has a notably lower detection time compared
with the CCD camera. Readout errors due to spontaneous decay are less than 0.5% when using the
PMT.
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Before a rotation, the axial modes are sideband-cooled to an average phonon number of the common
mode n̄com = 0.017(16) and the stretch mode n̄str = 0.011(+4)

(−5). A number of rotations sequences, zero
to six, are applied to the ion crystal, and the ion temperature is subsequently probed by resonantly
exciting the blue and red sideband transitions of both modes, for varying probing times. The resulting
excitation profile is compared to a model for two-ion sideband excitation for thermally distributed
phonon levels15, by means of a least-squares fit. When fitting the experimental data to the sideband
excitation model, the only free parameter is the mean phonon number. The coupling strength to
the motional sidebands is measured independently by resonantly exciting a blue sideband without
having applied any rotations and determining the Rabi frequency of the excitation. The mean phonon
numbers of the axial common and stretch modes, n̄com and n̄str, after a number of rotations is shown
in Figure 5.18(a). From a linear fit of mean phonon number as function of the number of applied
rotations, the axial heating rates are determined to be ∆n̄com = 0.6(+3)

(−2) phonons per rotation on the
common mode, and ∆n̄str = 3.9(5) on the stretch mode. Stationary heating rates have been determined
to be several phonons per second in our trap [106] and are therefore negligible in the 25 µs rotation
duration.
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Figure 5.18: Rotation induced heating: (a) Measured phonon numbers of the axial radial and stretch modes, after

a number of rotations. (b) Rabi oscillations on an optical carrier transition, after a set of rotations.

To complement the rotation induced heating data, we monitor how the rotations affect the perfor-
mance of on-resonant carrier excitation pulses, i.e. Rabi oscillations (see Section 2.2.3), which gives an
indication of the fidelity of single-qubit gates after several rotations have been carried out. Excitation of
a carrier transition using a light field whose wavevector is aligned with the ion crystal’s axial direction
results in an excited state population p(i)|1⟩ of each ion i is given by:

p(i)|1⟩ =
∞

∑
ncom=0

∞

∑
nstr=0

Pn̄com(ncom)Pn̄str(nstr) sin2
(

Ωncom,nstr t
2

)
(5.34)

where Pn̄(n) is the occupation probability to have n phonons, given a mean phonon number n̄. The
occupation probability for a thermal distribution is given by

Pn̄(n) =
1

n̄ + 1

(
n̄

n̄ + 1

)n
. (5.35)

15 Note 32 in Appendix e
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Ωncom,nstr is a coupling constant (in the second order Lamb-Dicke approximation):

Ωncom,nstr = Ω0,0

(
1 − η2

comncom − η2
strnstr

)
, (5.36)

with Ω0,0 the ground state carrier coupling constant, and ηcom and ηstr the mode-frequency dependent
Lamb-Dicke factors, 0.061 and 0.047 in our particular setup.

Figure 5.18(b) shows Rabi oscillations, probed after a number of rotations. The displayed excitation
is the mean of the excited state population of the two ions, p(1)|1⟩ + p(2)|1⟩ . The decay of the oscillation at a
higher number of rotations is attributed to, and consistent with, the phonon numbers shown in Figure
5.18(a).

Heating in the stretch mode is attributed to phonon exchange during moments of degeneracy with
the Xstr and Ystr modes, as can be seen in Figure 5.17(b). While a local parameter optimum has been
found with our optimization procedure, the resulting evolution of mode frequencies in Figure 5.17(b)
suggests that a more stable solution, in which mode frequencies do not cross, might exist.

The efforts in reducing heating caused by ion crystal rotations stem from the requirement to
minimize loss of qubit coherence, imperative when considering rotations for use as coherent operations
in quantum computational sequences as a SWAP gate. The minimization routine results in rotation
sequences that induce less than 1 phonon on the common axial mode. The following section discusses
how qubit coherence is maintained after applying an optimized rotation sequence.

-Coherence-
Ramsey measurements, described in Section 2.3.5, are used to infer how well qubit coherence is

preserved. For the two-ion coherence measurement, we first apply a global π/2 pulse, identical to
the one used for determining swap success rate (Eq. 5.33), followed by a variable number of crystal
rotations, and finalized by another global π/2 pulse with variable phase, which applies the operation

Rϕ(1),ϕ(2)

(π

2

)
= exp(−iπ/4(σ(1)

ϕ(1) + σ
(2)
ϕ(2))), (5.37)

with σ
(i)
ϕ(i) = cos(ϕ(i))σ

(i)
x + sin(ϕ(i))σ

(i)
y . Here, ϕ(i) is a phase shift experienced by ion i between the

initial and analysis pulse. This phase consists of a controlled phase change in the light field, ϕvar,
a phase evolution due to experimental drifts and fluctuations, ϕdrift (for example, magnetic field
and laser frequency), and a phase difference due to changes in the ions’ position ϕ

(i)
pos caused by the

rotation:

ϕ(i) = ϕvar + ϕdrift + ϕ
(i)
pos (5.38)

Scanning ϕvar produces Ramsey fringes. The fringe contrast is an indication of qubit coherence, and
can decrease if ϕdrift is fluctuating. An additional source of contrast loss is fluctuations in coupling
strength of the transition on which the Ramsey pulses are being applied. The mechanism in which
motional heating leads to a decay in Rabi oscillations, as seen in the previous section, is therefore also
responsible for loss of contrast in Ramsey measurements.

The Ramsey contrast, measured after various numbers of ion crystal rotations, is shown in Figure 5.19.
For every number of rotations, including zero, the total wait time between the first and second Ramsey
pulse is kept at 300 µs, so that ions experience the same dephasing caused by ϕdrift, independent of
the amount of rotations. The time of 300 µs ensures a sufficient settling time for filtered voltages and
thus ion positions, also for six rotations. The contrast of 79% at zero rotations is attributed to CCD

detection errors. Regardless of this initial contrast, we can infer loss of coherence from the decay
in contrast for multiple rotations. Complementarily, we repeat the experiment with a PMT, which
reduces detection errors to 0.2%. The PMT does not differentiate between the |01⟩ and |10⟩ states, thus
a contrast measurement with the PMT does not account for non-identical phase differences for the two
ions, and will in general result in loss of contrast if ϕ(1) ̸= ϕ(2). Since swapping the position of two
ions generates an equal but opposite phase shift on both ions (ϕ(1)

pos = −ϕ
(2)
pos), and therefore causes
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Figure 5.19: Ramsey contrast after a set of rotations, measured using the PMT and CCD camera. The dotted lines
are fit to the data as an exponential decay, from which a 0.2(2)% coherence loss per rotation is inferred.

a loss in contrast, we omit data for odd numbers of rotations16. The contrast of 98.8(+0.7)
(−1.0)% for zero

rotations is consistent with previously measured Ramsey contrasts of our system, at 300 µs. After
applying 6 rotations, a contrast of 98.4(+0.9)

(−1.2)% is maintained. From a weighted exponential decay fit,
using both the CCD and PMT data, we infer a coherence loss of 0.2(2)% per rotation.

5.4.4.2 Mixed species rotations: Ca - Sr

Scalable quantum computation envisions making use more than one ion species. A second species
can be used, for example, for sympathetic cooling or as an ancilla for state readout. In the conceptual
usage of the QCCD architecture, ions transported along the trap chip may need to pass by an ion
of a different species. Once again, an efficient solution is to use ion crystal rotations, but now of
mixed-species crystals. As described in Section 5.4.3.1, the success of mixed-species rotations is more
sensitive to changes in applied potentials, as fields unequally displace ions of different mass in the
radial directions. In this section, we present findings of mixed-species ion crystal rotations. The goals
and intentions of these rotations in terms of success rate, heating, and coherence, are the same as for
single species. Unfortunately, as will be discussed in this section, we were unable to meet these goals,
due to limitations of the setup. We conclude by suggesting setup improvements that will improve the
quality of mixed-species rotations.

Applying the protocol described in Section 5.4.2 (the same as for Ca - Ca crystals, though with
different masses in equation 2.20), suitable sequences of potentials that provide successful rotations
are found. Determining the success rate of a rotation does not require detection of the internal states
of the ions since both species fluoresce at different wavelengths. It is thus sufficient to monitor the
position of the Ca ion. We opted to detect Calcium fluorescence with a PMT to obtain the data, since in
our setup at the time our PMT’s detection rate was much higher than that of the CCD camera. The two
possible positions of the Calcium ion are resolved by placing a knife edge in an intermediate image
plane of the detection optics, resulting in a different count rate depending on the position of the Ca
ion. A threshold in PMT count rate thus distinguishes ion positions. The two possible ion positions
produce count rates that are 3σ from the threshold, resulting in less than 0.2% detection error between
the two states. The position is determined both before and after a rotation sequence.

The success of mixed-species rotations is inherently more sensitive to stray fields, notably in
the radial direction in the plane of rotation. To characterize this sensitivity, an offset field can be
intentionally applied during a rotation. The offset field is applied along the x-axis, the trap’s radial
direction parallel to the trap surface, which lies in the plane that the rotation takes place.

Figure 5.20 shows simulated rotation results, under the influence of different stray field strengths.
Ion positions are calculated as function of applied potentials to determine whether a rotation is
successful or not. Ions are initialized in the Sr - Ca configuration (top) or the Ca - Sr configuration
(bottom). The left and right panels indicate a successful rotation in only one direction: regardless of the

16 Note 33 in Appendix e
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Figure 5.20: Simulated Ca - Sr rotation trajectories. A radial offset field of ±0.1 V mm−1, perpendicular to the
rotation axis, disrupts rotations such that they work in only one direction.

initial configuration, the final configuration is Ca - Sr if a field is applied in the negative x-direction.
Likewise, Sr - Ca is always the final configuration if a positive field is applied. If no offset field is
applied, rotations are successful from both starting configurations.
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Figure 5.21: Success of Ca - Sr crystal rotations under influence of a uniform external field Ex along the x-axis.
The data points show the experimentally measured outcomes for a Strontium ion after a rotation.
The bar above the plot indicates outcomes predicted by ion trajectory simulations.

This dependency of the mixed-species rotation on an offset field can be experimentally confirmed by
adding voltages to the trap electrodes (identical to the voltage sets used for micromotion compensation)
throughout the rotation sequence. The ion configuration is measured directly before and after a rotation
sequence is applied. Figure 5.21 displays the measured outcome of rotations, as a function of the
applied offset field, for each of three outcomes: 1) Sr starts on the left and stays on the left, 2) Sr starts
on the right and stays on the right, and 3) both ions have switched positions after a rotation sequence.
Above the plot, bars indicate outcomes as predicted by simulations, such as those shown in Figure
5.20, for varying offset fields. The measurement results are consistent with the simulated predictions.

The measurements in Figure 5.21 indicate a 100% success rate in bi-directional rotations (inferred
from 100 repetitions of the sequence17) when the offset field is set to −0.01 V mm−1. A deviation of
±0.013 V mm−1 from this field reduces the success rate to 85(5)%. There is thus a window of less than

17 Note 34 in Appendix e
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25 V m−1 in which the field must be compensated to ensure that the rotations are successful in both
directions.

The simulation is more forgiving, suggesting an acceptable range of about 50 V m−1. The deviation
stems from the discrepancy between the simulated potentials and the potentials realized in the
experiment. Regardless, 50 V m−1 is still a narrow window, from which we can conclude that careful
calibration is imperative for successful mixed-species rotations. For comparison, for the same range of
offset fields shown in Figure 5.21, a Ca - Ca rotation is always successful, according to simulations.

Similar as for single-species rotations, the rotation-induced heating is to be minimized. Unfortunately,
after the rotation sequence, when exciting a carrier transition, there was no contrast in the Rabi
oscillation. This behavior suggests a combined increase of phonon number of more than 80 quanta
on the axial common and stretch modes. We have attempted to use the same machine-learning
based optimization routine to reduce this value. However, even with conservative bounds on rotation
parameters, the routine frequently led to expulsion of an ion (almost always Sr) from the trap. Due to
the inconvenience of persistent reloading of ions, and the lack of optimizable contrast in measurements,
we did not further pursue improving the rotation induced heating. We attribute our filter set-up to
be a probable cause of rotation induced heating, both because it hinders us from exactly controlling
motional frequencies during a sequence, as well as inducing excessive micromotion. Anharmonicity
in the trap potential, especially as ions are further displaced from the RF null, may also contribute
to undesired exchange of phonons between modes [66]. Anharmonicity may also lead to errors in
determining correct potential sequences, as our method only takes into account harmonic potentials.

5.4.5 Summary and outlook

We have discussed a framework to generate the potentials required to rotate single- and mixed-species
ion crystals confined in a linear trap. The spherical harmonic expansion provides a basis of potentials
that are intuitive for controlling rotations. The experimental setup is characterized such that the applied
voltage sequence corresponds to the desired potential sequence, taking into account the distortion
of voltages due to the setup’s electrical filters, and calibrations of the applied multipole potentials,
described in Section 2.3.2. Sequences are further optimized by machine-learning based parameter
optimization.

The machine-learning based algorithm was found to be a useful method for optimizing of the
potential sequence to rotate a Ca - Ca crystal. The benefits of using machine learning are that relatively
little needs to be known about the model that describes your system, and that a relatively simple
neural network can model complicated functions. Also, little needs to be known about optimization
procedures, since most of the heavy lifting is done internally by the chosen program that hosts the
neural network (in the case of this section, Matlab was used, but the ability to train and use machine
learning neural networks are ubiquitous across other data analysis tools, i.e. Python, Mathematica, R,
etc.). Neural networks also have the benefit of being robust to noisy data18.

That being said, improvements can be made to the optimization protocol, to reduce both the final
rotation induced heating and the experimental time required to find the optimum. The optimization
results presented in this section required about an hour of data acquisition and analysis to produce the
final rotation sequence used in Section 5.4.4. We expect that re-optimization on subsequent days, to
compensate for drifts in stray electric fields, would likely take tens of minutes. In the scope of quantum
computation, the duration of calibration and optimization of various experimental parameters must
be kept to a minimum [214–216], as such operations can be seen as down-time for the computation.
While the duration of our optimization procedure is not unacceptable, it could certainly do with
some improvement. For example, in our algorithm, search bounds were set conservatively, to avoid
accidentally searching in parameter regions that do not lead to rotations19. This restriction on search
bounds negatively affects the total optimization duration and may limit the parameter space in
which optima can be found. It is, for example, possible that in the results presented in 5.4.3.3 a local
optimum was found, but not a global one. Search bounds could be set to be dynamic throughout the

18 In fact, neural networks often flourish over other models when dealing with noisy data. To give a classic example: neural
networks are used for written text recognition and are able to decipher my handwriting.

19 The ‘do-nothing’ sequence would certainly optimize the amount of heating induced, but poorly affects the rotation success rate.



5.4 ion crystal rotations 141

optimization: initially, a broader search range would aid in ensuring that a global optimum is found,
whereas later on in the optimization, narrower search bounds will allow the algorithm to quickly hone
in on an optimum. Instead of neural networks, alternative optimization algorithms could be employed,
such as the DIRECT algorithm [217], which strikes a compromise between exploring a broad, bounded
parameter space and focusing on converging on likely parameter candidates. Additional checks would
be required to ensure that the sequence still produces a rotation. Additionally, care must be taken to
avoid parameter regions in which the voltage sequences expel ions from the trap.

In the final stages of optimization, we focused on minimizing heating on the axial common mode and
were able to reduce this value below a phonon per rotation of a Ca - Ca crystal. However, the stretch
mode phonon occupation increases by several quanta per rotation. Upon analysis of mode frequencies
of our optimized rotation sequence, one sees that the Xstr and Zstr modes cross several times. The
exchange of phonons between these modes is a dominant source of heating and is reduced by cooling
the Xstr mode before a rotation sequence. Ideally, one would want to cool all modes close to their
ground states. Here, electromagnetically induced transparency (EIT) cooling [84] and polarization
gradient cooling [85, 218] would be suitable approaches. Additionally, the optimization algorithm
could be adjusted to attempt to reduce heating on both the common and stretch mode, which likely
results in sequences in which relevant motional modes do not cross.

Parameter optimization was required in our setup because of a discrepancy between the intended
potential sequence and the actual potentials that the time-dependent voltages on the trap electrodes
produce. The largest source of discrepancy is expected to be the electrical filter model. Including a
primitive filter model was absolutely necessary to produce voltage sequences that allow rotations to
be successful, but the model is expected to be imperfect. In this model, resistances, inductances, and
capacitances of all electrode connections are assumed to be identical, and tolerances in individual
components are ignored. Self-capacitance, self-inductance and mutual capacitance between channels
are neglected. The slew-rate of the voltage source is modeled as an additional resistance, which
oversimplifies the device’s effective transfer function. It is therefore probable that voltages applied to
the trap electrodes deviate from the intended ones.

Unfortunately, it is notoriously difficult to directly measure the filter transfer function of the trap
electrodes in-situ. One could conceive measurements where trapped ions are used as tools to measure
the filter function (for example, one could measure time-dependent spectra of motional sidebands
upon applying a step-function in electrode voltages). Improved filter models would result in predicted
initial rotation sequences with less motional heating. This benefits mixed-species rotations, as voltage
sequences could be generated within a regime where rotation induced heating is low enough such
that sequences can be optimized, without the risk of ion expulsion.

Despite experimental obstacles such as limited knowledge of the filter transfer function, rotations
of two Ca - Ca qubits in a qubit superposition are achieved with nearly no loss of qubit coherence.
Furthermore, the rotation outperforms an alternative exchange of qubit information that can be
realized with a quantum information protocol that leaves the physical ions in place, a so-called SWAP
gate. One possible way to achieve a SWAP gate is to apply three alternating CNOT gates, as shown in
Figure 5.22. With the usual trapped-ion experimental toolbox, a CNOT operation can be generated
using a MS-gate and a set of local and global Pauli operations, as shown in Figure 5.22. A SWAP
operation cannot be attained with less than 3 MS gates20. Given the currently attainable entangling
fidelity of ∼ 99.9% [26, 219], a SWAP gate infidelity of 1 − (0.999)3 = 0.3% can be inferred, in the
most optimistic scenario where fidelities of the Pauli operations are assumed to be unity. The Ca - Ca
rotations in this section produce an identical operation with a fidelity of 0.2(2)%, which is on-par with
state-of-the-art gate fidelities. The physical rotations are, however, achieved on time-scales of tens of
microseconds, about an order of magnitude lower than the SWAP gate.

In this section, methods for achieving rotations have been studied within the context of quantum
information processing. Ion crystal rotations are a fundamental component of the proposed QCCD

architecture. The presented methods of generating and optimizing sequences are applied to ion crystal
rotations on planar traps, but can easily be generalized to other architectures and other physical
operations, further expanding the toolbox of physical ion manipulation for quantum information
processing.

20 The total number of local Pauli operations can be reduced when concatenating the three CNOT gates.
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Figure 5.22: A SWAP gate requires three entangling gates (MSx(π/4)) and a set of local Pauli operations.
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After all these implements and texts designed by intellects / So vexed to find, evidently there’s still so much that
hides.

— The Shins, Saint Simon

The commonly used universal set of gate operations involved in trapped ion quantum computation
(QC) and quantum information processing (QIP), introduced in Section 2.2.7, are unitary operations that
control the quantum state of a collection of qubits. Using the Bloch sphere picture presented in Section
2.2.1, if a Bloch vector points to the surface of the Bloch sphere, it will remain to do so after application
of the unitary operation. Additionally, the unitary operation applied to the full set of points that lie
on the surface of the Bloch sphere, maps to the same set with a one-to-one relation (i.e. a unitary
operation is bijective). As such, unitary operations are reversible, and they preserve the purity and
coherence of a quantum state (see Section 2.2.5).

In the context of QC, purity and process fidelity go hand-in-hand: a loss of purity leads to a loss in
fidelity and thus leads to computational errors. It therefore makes sense that one would attempt to
keep a qubit’s purity as high as possible throughout a computational sequence. Indeed, one of the
outstanding challenges in high-fidelity quantum computation is minimizing sources of noise that lead
to qubit decoherence, thus a loss of purity.

However, a new paradigm of quantum algorithms is emerging, which stands in stark contrast with
the archetypical idea that quantum algorithms should have unitary evolution. Such novel algorithms
combine unitary processes with non-unitary operations [220], which are operations which may be
irreversible and may produce mixed states. For example, they are used to generate low-temperature
thermal states [221, 222], or for simulation of quantum systems that interact with an open environment
[223, 224]. Such algorithms can be realized with controlled non-unitary gates, whose operation
currently cannot be simply implemented using the standard set of qubit manipulation tools (such as
the ones discussed in Section 2.2.7).

One of the most imperative applications of non-unitary operations in quantum computation is
quantum error correction (QEC) [45, 225, 226]. In QEC, several physical qubits (individual ions) together
encode a single logical qubit. The encoding of logical qubits corresponds to a specific subset of the
full Hilbert space that the physical qubits span. The encoding is chosen such that if an error occurs
(for example, one qubit’s state changes in phase or in population), the logical qubit leaves this subset.
The goal of QEC is to identify whether the state is in the logical subset, and, if not, apply appropriate
gate operations to return it to the correct state. The QEC operation recovers the original error-free qubit
state by mapping the erroneous state within a broad Hilbert space and compressing it to a smaller
subset, which makes the operation inherently non-unitary and irreversible.

Up until now, the experimental tools for manipulating qubits do not allow us to realize such
non-unitary operations for QEC directly in the quantum system. Instead, in many of the proposed
and demonstrated QEC schemes [49, 227–232], the irreversible part of the error correction operation
is outsourced to a classical computer. In such schemes, information about whether or not an error
has occured, an error syndrome, is mapped to an ancilla qubit, is measured through state detection
of that ancilla and forwarded to a classical computer. The computer then assesses this information,
and decides which, if any, correction sequence is required to fix possible errors. This method of error
correction, shown on the left side of Figure 6.1, is time consuming, requires multiple entangling
operations and has yet to demonstrate fault-tolerance, a regime where QEC realistically solves more
problems than that it introduces.

QEC still has a long road ahead before a qubit can be fully considered to be protected from errors,
with many different strategies being investigated [225]. One avenue of investigation is to see if the
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Figure 6.1: Conceptual diagrams of quantum error correction methods, showing the conventional syndrome-
readout approach, which relies on classical feedback, and the dissipative state transfer approach
discussed in this chapter.

classic feedback mechanism can be replaced by a fully automatized conditional operation that exists
entirely within the quantum processor [233]. The conditional decision making process is then not
carried out by an external classical computer but is made by the quantum system, severely lightening
the classical overhead. This implies that the current set of gates used within quantum circuits is to be
extended to include non-unitary operations.

In this chapter, we introduce a novel experimental technique that prospectively makes this extension
of the quantum computational toolbox to include controlled non-unitary operations. We refer to the
experimental technique presented in this chapter as dissipative state transfer through engineered resonance.
The term refers to the concatenation of two distinct methods:

• Engineered resonance is the application of a unitary operation that acts conditionally on the
initial state of multiple qubits.

• Dissipation is a non-unitary operation that makes the state transfer due to engineered resonance
irreversible.

Combining these two methods opens up new possibilities of qubit control, including the potential of
realizing the goal of integrating QEC fully in the quantum processor. The focus of this chapter is to
introduce the methods of controlling dissipation through engineered resonance and demonstrate their
experimental feasibility.

In Section 6.1, the primary mechanism of engineered resonance is introduced. Section 6.2 describes
how this mechanism can be used to realize quantum error correction.

For the purpose of QEC, practical application of dissipation through engineered resonance still faces
many challenges and obstacles. The goal of the rest of this chapter, Section 6.3, is an experimental
demonstration of the viability, usability, and assessment of challenges of these tools. They are used to
execute another type of non-unitary operation: boolean logic gates on a quantum platform. Here, we
merge the unbelievably successful paradigm of classical computation (whose functionality heavily
relies on irreversible gates) with that of quantum computation (whose functionality heavily relies on
reversible gates). Although future directions of the implementation of such a classical-quantum-hybrid
system are as of yet unclear, our primary goal is to use such a system as a demonstrator for the novel
tools presented in this chapter.

6.1 dressed state splitting for dissipation through engineered resonance

The non-unitary operations discussed throughout this chapter are conditional operations: from a
set of input states, only a specific selection is to undergo state transfer, while others are to be left
unchanged. We achieve this conditional transfer by using dressed states. In this section, dressed states
are introduced, followed by a description of how they can be used to enable dissipative state transfer
through engineered resonance.



6.1 dressed state splitting for dissipation through engineered resonance 145

6.1.1 Dressed state splitting of one ion

The general concept of the engineered resonance scheme is to generate a set of states known as dressed
states, whose energy levels can be precisely controlled. This control of energy levels allows us to adjust
which light-field frequency is required for resonant population transfer between these states. As we see
later in this section, we can use these engineered resonances to conditionally allow chosen transitions
to occur, while suppressing others.

We first consider an ion with three distinct electronic states, denoted |0⟩ , | f ⟩ , |1⟩. A light field is
applied that couples the states |0⟩ and | f ⟩, with coupling strength Ω f and detuning ∆Ω. This light
field is denoted as the probe beam. Simultaneously, a second light field couples the states |1⟩ and | f ⟩,
with coupling strength g f and detuning ∆g (the pump beam). These states, coupling strengths, and
detunings are schematically shown in Figure 6.2(a).
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Figure 6.2: (a) Diagram of three-level scheme (b) Excitation from the initial state |0⟩ in a three-level system after
time t = π/Ω f , with probe power Ω f , and pump power g f = 10Ω f . The plot on the right is a cross
section of the image plot, at ∆g = 0, which displays dressed-state splitting.

The most general state of the ion |ϕ(t)⟩ is given by

ψ(t) = c0(t) |0⟩+ c f (t) | f ⟩+ c1(t) |1⟩ (6.1)

with time-dependent complex weights obeying |c0(t)|2 + |c f (t)|2 + |c1(t)|2 = 1. Given a known initial
state |ψ(0)⟩, the time-dependent solution of the state |ψ(t)⟩ can be obtained with ih̄∂ |ψ(t)⟩ /∂t =
H |ψ(t)⟩, with the Hamiltonian

H =
h̄
2

 0 Ω f 0

Ω f 2∆Ω g f

0 g f 2∆Ω − 2∆g

 . (6.2)

Figure 6.2(b) shows an example of excitation when this Hamiltonian acts on the initial state |0⟩,
given by the population 1 − P|0⟩ = 1 − |c0|2, for various detunings ∆Ω and ∆g. In this example, we
have used g f = 10Ω f , and t = π/Ω f . There is no simple analytic expression for |ψ(t)⟩, but a few
limiting cases can be observed. Naturally, “switching off” the pump beam, g f = 0, reproduces the
Rabi cycles as function of detuning ∆Ω of Eq. 2.45, for starting state |ψ(0)⟩ = |0⟩. The same behavior
would be observed even if the pump was not off but had a large detuning |∆g| ≫ g f : The detuning at
which the probe beam excites the ion asymptotically approaches ∆Ω = 0 with increasing detuning ∆g.
This asymptote is denoted by the horizontal dashed line in 6.2(b).

Another interesting case occurs when the pump and probe detunings are equal, ∆Ω = ∆g. If
|∆g| ≫ g f , excitation to | f ⟩ is almost fully suppressed, and instead state population cycles between |0⟩
and |1⟩ with an effective Rabi frequency of Ω f g f /(2∆Ω). The state | f ⟩ mediates population transfer,
but is not populated itself. This type of excitation is known as a Raman transition, and is commonly
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used for operations on a ground-state qubit (i.e., whose qubit is encoded in the Zeeman sub-levels of
the atomic ground state) using optical transitions. This particular resonance at ∆Ω = ∆g, valid when
|∆Ω| ≫ g f , is shown as an asymptote by the diagonal dashed line in Figure 6.2(b).

If the two mentioned resonance conditions are simultaneously met, ∆g = ∆Ω = 0, an avoided
crossing is observed. If we assume that the pump is much stronger than the probe, g f ≫ Ω f , and is
on resonance, ∆g = 0, excitation occurs at detunings of ∆Ω = ±g f /2, as indicated in the right plot in
Figure 6.2(b). The original condition that excitation would occur at zero detuning of the probe beam,
∆Ω, has apparently split into two resonance conditions. At these particular detunings, an ion’s state
oscillates between |0⟩ and 1/

√
2(| f ⟩ ∓ |1⟩), with an effective Rabi frequency of Ωeff = Ω f /

√
2. The

excited states 1/
√

2(| f ⟩ ∓ |1⟩) are known as dressed states, and their changes in energy with respect
to the bare states is known as dressed state splitting.

The above may feel like a very hand-waving and perhaps somewhat unsatisfying explanation of
dressed state splitting. A more formal description is provided in Appendix c.

6.1.2 Two ion dressed state splitting

In the previous section, the resonance condition for the detuning of the probe beam for excitation
between two levels has been altered due to strong coupling to a third level. This effect plays a
fundamental role in resonance engineering, by which we mean that an appropriately detuned light
field may or may not excite an ion’s electronic state, depending on the state of one or more other ions.
The ion whose state is to be conditionally changed is referred to as the target qubit. Information about
the state of multiple qubits must be shared between ions to be able to apply a conditional operation
on the target qubit. In the scheme presented below, one of the ions’ shared motional mode is used for
this exchange of qubit information.

To expand the single-ion dressed state excitation of the previous section, we now introduce a second
ion, with the same three electronic levels as the first. Both ions are prepared in the motional ground
state |0⟩n. The probe beam is only applied to the target qubit, chosen to be the first of the two. The
pump beam is applied to both ions simultaneously. Crucially, this beam is now set to be a red sideband
transition, such that it couples the states |1⟩ |n + 1⟩n ↔ | f ⟩ |n⟩n of both ions, with an interaction
strength g f

√
n + 1.

We can now analyze what happens to the ions in each of the four possible qubit states, |00⟩ |0⟩n,
|01⟩ |0⟩n, |10⟩ |0⟩n, |11⟩ |0⟩n, though from here on occasionally omitting the motional occupation
notation |n⟩n when the ions are in the motional ground state, n = 01. The left ket is the shorthand
notation for the tensor product of the first and second ion, |ij⟩ = |i⟩1 ⊗ |j⟩2. Since the initial states are
all in the motional ground state, they initially do not couple with the red sideband pump beam.
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Figure 6.3: Level schemes for dressed state splitting from starting states (a) |00⟩ and (b) |01⟩, with the probe applied
only to ion 1. (c) Excitation from initial state |01⟩ with settings identical to those in Figure 6.2. The
interpretation of the dashed lines is also identical. At ∆g = 0, resonance occurs at ∆Ω = 0,±

√
2g f /2,

shown in the plot on the right.

1 Note 35 in Appendix e



6.1 dressed state splitting for dissipation through engineered resonance 147

We once again analyze what occurs to each of the initial states. The probe beam only couples |0⟩ and
| f ⟩ of the first ion, so the states |10⟩ and |11⟩ remain unchanged. Figure 6.3(a) and (b) schematically
show level diagrams with the possible transitions that can occur from the other two starting states
|00⟩ and |01⟩. Let us first consider the initial state |00⟩, in Figure 6.3(a). The dynamics that emerge are
identical to the single ion case in the previous section, where the basis {|0⟩ , | f ⟩ , |1⟩} is replaced with
{|00⟩ |0⟩n , | f 0⟩ |0⟩n , |10⟩ |1⟩n}. The Hamiltonian that describes the dynamics of this basis is identical
to the one in Eq. 6.2. Therefore, similar to the single ion case, we have

g f ≫ Ω f , ∆g = 0, ∆Ω =
g f

2
: |00⟩ |0⟩n ↔ 1√

2
(| f 0⟩ |0⟩n − |10⟩ |1⟩n) ≡ |p00⟩ . (6.3)

where |p00⟩ is one of the dressed states generated by applying the pump beam. Note that the Rabi
cycling on the transition |00⟩ |0⟩n ↔ |p00⟩ is valid by approximation when g f ≫ Ω f , and is exact in
the limit g f → ∞.

Starting from the state |01⟩ |0⟩n, four different states can be reached, as shown in Figure 6.3(b). Using
the basis {|01⟩ |0⟩n , | f 1⟩ |0⟩n , |11⟩ |1⟩n , |1 f ⟩ |0⟩n}, the Hamiltonian that describes the time evolution is
given by

H =
h̄
2


0 Ω f 0 0

Ω f 2∆Ω g f 0

0 g f 2∆Ω − 2∆g g f

0 0 g f 2∆Ω

 . (6.4)

Excitation from the initial state |01⟩ |0⟩n is shown in Figure 6.3(c) for various detunings, using
g f = 10Ω f , at time t = π/Ω. The plot on the right shows a cross section of the image plot at ∆g = 0.
There are two notable differences from the excitation curve for the |00⟩ state (see Figure 6.2): First,
∆Ω = 0, corresponding to the horizontal line, always results in excitation, even at ∆g = 0. Second, and
more importantly, the dressed state splitting at ∆g = 0 results in resonance at ∆Ω = ±g f /

√
2, which

is a factor
√

2 further detuned than was the case for |00⟩ as an initial state. This enhanced splitting
is a result from the additional pump transition. The two pump transitions constructively interfere
and produce an enhancement of the dressed state splitting2. Under the conditions ∆Ω =

√
2g f /2 and

g f ≫ Ω f , Rabi cycling occurs between the states

|01⟩ |0⟩n ↔ 1
2

(
−
√

2 |11⟩ |1⟩n + | f 1⟩ |0⟩n + |1 f ⟩ |0⟩n

)
≡ |p01⟩ , (6.5)

with an effective Rabi frequency of Ω f /2 (see Appendix c.2). As before, the indicated Rabi cycling
transition is an approximation and is exact when g f → ∞.

The crucial insight is that the condition for resonant excitation is different for the starting states |00⟩
and |01⟩. We thus have a method of state transfer of one ion, conditioned on the state of the second by
selecting the appropriate detuning of the probe beam. We refer to this conditional state transfer as
engineered resonance.

6.1.3 Dissipation

The methods presented in the previous section enable resonant Rabi cycling between an initial state
and a manifold of states, the dressed states |p00⟩ or |p01⟩. The goal, however, is non-unitary transfer
of population to a single chosen bare state. This implies that an irreversible process must occur, for
which spontaneous decay is a straightforward choice. Sideband cooling (Section 2.2.8) is well-suited
for this purpose: it uses spontaneous decay to dissipatively remove motional excitation, and it acts

2 An intuitive but possibly inaccurate way of describing this is that the second pump transition splits the already-split state,
forming a total of four dressed states, two of which with higher detuning. The other two interfere with one another to form a
single dressed state at zero detuning, which could promiscuously be referred to as un-dressing.
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only on states that have non-zero motional mode occupation, which is the case for one of the states in
both excited dressed states, |p00⟩ and |p01⟩.

One might consider directly sideband-cooling the ions that encode the qubits (see Section 2.2.8).
However, qubit coherence cannot be maintained if they undergo spontaneous decay, the relevance of
which becomes clear later in this chapter, in Section 6.2, where its application for QEC is discussed. The
solution then, is to introduce a second ion species that shares the motional motion, and can thus be
sideband cooled without affecting the state of the qubit species. This approach, known as sympathetic
cooling [41, 42, 130] is a common method to combat heating without affecting qubits during a quantum
computation sequence, and is introduced here as a method of dissipation.

Sideband cooling transfers the state |10⟩ |1⟩n and |11⟩ |1⟩n to |10⟩ |0⟩n and |11⟩ |0⟩n. Neither of these
final states are influenced by the probe or pump beams, so any further dynamics cease once either
state is reached. If sideband cooling is applied simultaneously with the engineered resonance Rabi
cycling described previously, we ideally have the conditional non-unitary population transfer:

|00⟩ → |10⟩ iff ∆Ω = ±
g f

2
(6.6)

|01⟩ → |11⟩ iff ∆Ω = ±
g f√

2
. (6.7)

Experimental limitations may inhibit the success of these transfers. In particular, we see that the peaks
in Figures 6.2 and 6.3 have a finite width. This means that in reality the non-unitary population
transfers occur at a broader range of probe detuning ∆Ω than indicated in Eqs. 6.6 and 6.7, and may
be broad enough that the two conditions overlap. Therefore, if a detuning of ∆Ω = g f /2 is chosen
with the intention of exciting |00⟩ as in Eq. 6.6, the state |01⟩ may still be off-resonantly excited,
which we refer to as cross-talk. This cross-talk is reduced by increasing the ratio of coupling strengths
of the pump and probe beams, g f /Ω f : Loosely speaking (to be discussed less loosely and more
quantitatively in Section 6.3.3), the pump coupling g f dictates the separation between resonance peaks
(which should be maximized to reduce cross-talk), and the probe coupling Ω f dictates the width of
the peaks (which should be minimized). Experimental constraints limit how far the ratio g f /Ω f can
be pushed: finite laser power sets an upper limit on g f , and setting a low Ω f lowers the effective Rabi
oscillation frequency, thus extending the sequence duration. At longer sequence times, errors due to
limited coherence times and motional heating increase.

6.2 dissipation through engineered resonance for quantum error correction

This previous section has introduced the mechanisms of engineered resonance, the concept that pop-
ulation transfer on one ion can be achieved, conditioned on the state of a second ion. Dissipation
ensures that this process is unidirectional. This forms the basis for conditional classical boolean logic
gates, presented in Section 6.3. First though, we will discuss the prospective application of dissipation
through engineered resonance.

The fact that the engineered resonance mechanisms are conditional opens the door to autonomous
quantum error correction (QEC). The core concept of QEC is to use a set of physical qubits to encode
a logical qubit redundantly. The occurrence of an error, for example a bit-flip of one of the physical
qubits, results in the system leaving the logical subspace, which is designed to be a detectable event.
As a basic illustrative example, using the classical repetition code [234–236], we could define a logical
qubit as

|ϕ⟩L = c0 |0⟩L + c1 |1⟩L = c0 |000⟩+ c1 |111⟩ . (6.8)

If a single spin flip were to occur on the first ion, the correct logical state can be uniquely reconstructed
from the error state |ϕ⟩E = c0 |100⟩ + c1 |011⟩. Naively, one would do a majority-vote check to
determine if one of the three physical qubits is an outlier, and, if so, perform a bit-flip on that physical
qubit to correct it. Of course, attempting to determine if an error occurred on a logical qubit by
directly detecting its state is problematic, since this action collapses the state. The prevailing strategy
to circumvent this obstacle is by first mapping information about the parity of the qubit states, known
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as an error syndrome, onto an ancilla qubit and measuring that syndrome. As was discussed in the
beginning of this Chapter, highlighted in Figure 6.1, this is a time-consuming and error-prone method,
requiring multiple entangling gates, and classical analysis and decision-making. Dissipation through
engineered resonance has the prospect of simplifying this procedure, as it avoids the necessity for
state readout of ancilla qubits altogether, instead using population transfer conditioned on the state of
multiple ions to uni-directionally return a faulty state to the logical subspace.

As of yet, there are no experimental demonstrations of using engineered dissipation for QEC, owing
to the fact that there are multiple technical challenges to overcome, as will be discussed in Section 6.3.3.
Therefore, instead of jumping into a fully-fledged error correction scheme, it is sensible to simplify
the experimental methods and focus on demonstrating the core concepts of dissipative QEC. This
type of proof-of-principle demonstration is discussed in the following section, where we introduce
a minimal-instance scheme for dissipative QEC. Afterwards, in Section 6.2.2, we build up from the
concepts used in the minimal instance scheme, and introduce the full scheme for QEC, as proposed by
F. Reiter et al. [233].

6.2.1 Minimal instance dissipative error correction

A logical qubit is encoded using two physical qubits as

|ϕ⟩L = c0 |01⟩+ c1 |10⟩ . (6.9)

In this minimal instance scheme we make the assumption that the second qubit is immune to errors,
and only the first qubit is susceptible to possible erroneous spin flips. This admittedly unreasonable
assumption is why this scheme is considered to be a proof-of-principle and not a full QEC protocol.

The occurrence of a spin-flip error shifts population to the state |ϕ⟩E, given by

|ϕ⟩E = c0 |11⟩+ c1 |00⟩ . (6.10)

leaving the logical qubit in a mixed state consisting of the logical and error qubit, |ϕ⟩L and |ϕ⟩E. We
denote the basis states with negative parity, |01⟩ and |10⟩, as odd states, and those with positive parity
as even. In this example, a logical qubit consists of odd states. The even states are faulty and require
correction. The process that enables the non-unitary transfer |ϕ⟩E → |ϕ⟩L is discussed below.

Ion 1 Ion 2

Figure 6.4: Level scheme for minimal instance dissipative error correction

The two-ion dressed-state splitting model of Section 6.1.2 is applied here. The level scheme and
transitions are shown in Figure 6.4. As before, a weak probe beam couples the |0⟩ and | f ⟩ of only
the first ion, |0⟩1 ↔ | f ⟩1, with coupling strength Ω f . Also as before, a strong pump beam couples
the red sideband of the |1⟩ ↔ | f ⟩ transition of both ions and has a coupling strength g f when the
transition involves the motional ground state, |1⟩ |1⟩n ↔ | f ⟩ |0⟩n. The pump beams are both set to be
on resonance with their respective transitions.

Extending the dressed-state splitting model of Section 6.1.2, two additional light-fields are introduced,
along with an additional auxiliary level |e⟩. A second probe beam with coupling strength Ωe is applied
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to the first ion with detuning ∆e
Ω, which couples |1⟩1 ↔ |e⟩1 (The detuning of the original probe beam,

with coupling Ω f , is now relabeled as ∆ f
Ω). A second pump beam is applied on resonance with the

red sideband of the |0⟩ and |e⟩ transition of both ions, with coupling strength ge when |e⟩ is in the
motional ground state.

It is once again instructive to analyze which excitation can occur for each of the initial states,
|00⟩ |0⟩n, |01⟩ |0⟩n, |10⟩ |0⟩n, and |11⟩ |0⟩n. The pump beams are red sideband transitions and cannot
excite these states as they are in the motional ground state. The probe beams are only applied to the
first ion: The probe with coupling Ω f acts on |00⟩ |0⟩n and |01⟩ |0⟩n, while the probe with coupling
Ωe acts on |10⟩ |0⟩n and |11⟩ |0⟩n. The level schemes depicting these four cases are shown in Figure
6.5(a), with the initial states highlighted yellow. In each case, after excitation from the initial state by
the probe beam, further transitions are made possible because of interaction with the pump beams.
These transitions and the respective states are also shown in Figure 6.5(a), where it can be seen that the
possible transitions of each initial state form a four-level system. For example, the initial state |10⟩ |0⟩n
is excited by one of the probe beams to |e0⟩ |0⟩n, which can undergo a red sideband transition by a
pump beam to |00⟩ |1⟩n and from there to |0e⟩ |0⟩n. One might note that the probe would also enable
excitation from |00⟩ |1⟩n to |e0⟩ |1⟩n, but we see later that the probe’s detuning ∆e

Ω is chosen such that
it is off resonance from the |1⟩1 |n⟩n ↔ |e⟩1 |n⟩n transition with the special exception of n = 0.
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Figure 6.5: (a) Level schemes for minimal instance dissipative error correction, showing coupled levels for all four
possible starting states (highlighted). (b) Excitation from initial states, as function of probe detuning
and second pump coupling strength ge, using g f /10 = Ω f = Ωe. Choosing a probe detuning of g f

(vertical dashed lines), and a pump power of ge =
√

3g f (horizontal dashed lines) enables resonant
population transfer from initial states |00⟩ and |11⟩, while transfer from the other initial states is
suppressed. (c) Excitation profiles for all starting states, corresponding to the horizontal dashed lines
in (b).

We note the similarity of these level schemes of Figure 6.5(a) to that in Figure 6.3(b), where we
discussed two-ion dressed state spliting. In fact, the dynamics of initial states |01⟩ and |10⟩ are identical
to those in Figure 6.3(b). Therefore, using the same treatment as in Section 6.1.2, we see that resonant
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excitation from these initial states occurs when ∆ f
Ω = g f /

√
2 and ∆e

Ω = ge/
√

2, for |01⟩ and |10⟩,
respectively. On the other hand, for the initial states |00⟩ and |11⟩, both g f and ge contribute to dressing
the excited manifold. The resulting dressed state splitting resonantly excites the initial states when at
detunings ∆ f

Ω = ∆e
Ω =

√
g2

f + g2
e /2 (see Appendix c.3 for more details).

Consequently, if the coupling strengths of the two pump beams are chosen to be unequal, g f ̸= ge,
the resonance conditions for the even starting states, |00⟩ and |11⟩, are unequal to those of the odd
starting states. This is exemplified in Figure 6.5(b), where we show how the resonance condition for
excitation from the four initial states depends on the ratio of coupling strengths, ge/g f . As an example
for this figure, we have set g f = 10Ω f . Upon choosing ge =

√
3g f , denoted by the horizontal dashed

line, and ∆e
Ω = ∆ f

Ω =
√

g2
f + g2

e /2, denoted by the vertical dashed line, we see that resonant transfer

is enabled from the even states and suppressed from the odd states. For the example in Figure 6.5(b),
the ratio between pump powers, ge/g f =

√
3 is chosen arbitrarily but is a reasonable experimental

choice because it allows for resonance conditions to be spectrally separated while optimizing available
beam power.

The various resonance conditions are summarized and emphasized in Figure 6.5(c), which shows
excitation profiles for all initial states. The same parameters as in Figure 6.5(b) are used, though with a
fixed value of ge =

√
3g f = 10

√
3Ω f , corresponding to the horizontal dashed line.

In the limit that the probe beams are much weaker than the pump beams, Ω f , Ωe ≪ g f , ge, if the

probe detunings are set to ∆ f
Ω = ∆e

Ω =
√

g2
f + g2

e /2, Rabi cycling occurs between the states

|00⟩ |0⟩n ↔ a f 0 | f 0⟩ |0⟩n + a1e |1e⟩ |0⟩n + a10 |10⟩ |1⟩n ≡ |ψ10⟩ ,

|11⟩ |0⟩n ↔ ae1 |e1⟩ |0⟩n + a0 f |0 f ⟩ |0⟩n + a01 |01⟩ |1⟩n ≡ |ψ01⟩ (6.11)

where we have denoted the dressed states that are accessible from |00⟩ |0⟩n and |11⟩ |0⟩n as |ψ10⟩ and
|ψ01⟩, respectively. The state coefficients are given by

a f 0 = a0 f =
g f

√
2
√

g2
f + g2

e

(6.12)

ae1 = a1e =
ge√

2
√

g2
f + g2

e

(6.13)

a01 = a10 =
1√
2

(6.14)

These Rabi cycles oscillate with an with an effective Rabi frequency of

Ωeff =
Ωigi√

2
√

g2
f + g2

e

(6.15)

with i = f for initial state |00⟩ and i = e for |11⟩. Excitation from the odd states, |01⟩ and |10⟩ are
suppressed. See Appendix c.3 for a derivation of dressed states, resonant detunings, and the effective
Rabi frequency.

As in Section 6.1.3, this transfer process is made non-unitary by introducing dissipation through
sideband cooling of a spectator ion, which only acts on the part of the states in Eq. 6.11 that contain an
occupied oscillator mode, |1⟩n. Population is then trapped in that state, while removing the motional
excitation, |1⟩n → |0⟩n. The full engineered resonance dissipation scheme combines the resonant
transfer between the even states and their respective dressed states and the dissipation from the
dressed state towards the target state:

|00⟩ |0⟩n ↔ |ψ10⟩ , |ψ10⟩ → |10⟩ |0⟩n ,

|11⟩ |0⟩n ↔ |ψ01⟩ , |ψ01⟩ → |01⟩ |0⟩n , (6.16)
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as required.
Until now, we have shown that the scheme corrects both |00⟩ and |11⟩ independently, but we must

consider how well the process preserves coherence of a possible superposition of those states, such
that

c0 |00⟩+ c1 |11⟩ → c0 |10⟩+ c1 |01⟩ , (6.17)

where the amplitude and phase of the superposition state is preserved after the correction operation. A
prerequisite for maintaining coherence is deduced by considering the following: During the dissipative
state transfer, a photon is emitted from the sideband-cooled ion. This photon is potentially measurable,
and can therefore be treated as a way to detect if an error has been corrected. However, one should
not be able to infer from the temporal information of the detected photon which of the two transfer
processes in Eq. 6.16 had occurred. In other words, a condition to maintain qubit coherence is that the
two transfer processes must happen simultaneously, making them indistinguishable from each other.
This condition is met by setting their effective Rabi frequencies, Ω( f )

eff and Ω(e)
eff in Eq. 6.15, to be equal.

As such, the probe powers should be chosen such that Ω f g f = Ωege, resulting in the coherent error
correction operation described by Eq. 6.17.

6.2.2 Autonomous error correction with engineered resonance dissipation

The error correction protocol of the previous section works under the assumption that one of the
two physical qubits is immune to errors. This is not a realistic assumption in actual experimental
conditions, as all qubits are likely equally susceptible to errors. In this section, the models of the
previous sections are extended to an engineered resonance dissipation error correction scheme, based
on the theoretical proposal in [233], which is capable of correcting a single bit-flip error occurring on
any of the physical qubits.

The logical qubit now consists of three physical qubits, whose logical (error-free) state is given by

|ϕ⟩L = c0 |0⟩L + c1 |1⟩L = c0 |000⟩+ c1 |111⟩ . (6.18)

Based on the schemes presented before (and using the same notation conventions), we could pose to
once again apply two weak (Ω f and Ωe) beams as probes on each of the three ions, and two strong
(g f and ge) red-sideband beams to create a state-dependent dressed state splitting. One could then
carefully choose the detuning of the probe with coupling Ω f such that erroneous states |100⟩, |010⟩,
and |001⟩ undergo resonant population transfer due to dressed state splitting, to a dressed state that
contains |000⟩ |1⟩n, which can be dissipatively transferred to the logical subspace. Likewise, other
states could be corrected with the appropriate detuning of the second probe beam.

While this is a viable approach in the theoretical limit that g f /Ω f → ∞, and likewise for ge and
Ωe, in practice, the dressed state splitting for various starting states poses resonance conditions on
the probe detuning ∆Ω that are not well-resolved. As a result, the beam parameters for the desired
transfer, |100⟩ → |000⟩, would erroneously allow the transfers |101⟩ → |001⟩ and |101⟩ → |100⟩ to
occur. We thus pursue an improved approach, covered below.

The approach is conceptually similar as before: state transfer from certain states are enabled through
a detuned weak probe, through engineered resonance due to dressed state splitting. In contrast to
before, additional motional modes are introduced, which helps to avoid spectral overlap of undesired
transfer processes. A schematic outline of the beams and level scheme are shown in Figure 6.6(a),
where, as an example, the erroneous state |011⟩ is used as an initial level. A beam with coupling
strength Ω f couples the transition |0⟩ ↔ | f ⟩ of all three ions and is detuned by ∆Ω. This beam is
once again referred to as the probe. A pump beam couples to the red-sideband of the same transition,
| f ⟩ ↔ |0⟩ |1⟩a with coupling strength g f . The subscript a is used as a label for a chosen motional
mode (as more modes are required, which will be introduced later). This beam configuration provides
a similar type of conditional state transfer as in previous examples: the number of physical qubits
in an initial state |0⟩ dictates the frequency splitting of the dressed state. Figure 6.6(b) shows the
excitation under these beam conditions from various starting states, where we have used g f = 10Ω f .
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Figure 6.6: Autonomous error correction protocol, for a three-ion logical qubit. (a) Level scheme for correcting the
erroneous |011⟩ state. See main text for description of coupling strengths Ω f , g f and Ωc1 , detuning
∆Ω, and decay rate Γc1 . (b) Dressed state splitting, showing excitation from various starting states as
function of probe detuning ∆Ω, using the values g f = 10Ω f = 5Ωc1 = Γc1 . The intended population
transfer from |011⟩ occurs at ∆Ω = g f /2. (c) Excitation of various initial states, using ∆Ω = g f /2. The
dashed line shows population in |111⟩ for initial state |011⟩

The levels that couple from |011⟩ reflect the same structure as the single ion case in Figure 6.2 and
have the resonance condition ∆Ω = ±g f /2. Identical excitation is expected from |101⟩ and |110⟩, since
both the pump and probe are global beams. Starting states with two zeros have resonance conditions
∆Ω = ±g f /

√
2, and the starting state |000⟩ has ∆Ω = ±

√
3g f /2.

Unlike previously, we cannot correct the error by dissipatively removing the additional phonon in
mode a, since this would bring us back to the initial erroneous state. Therefore, another weak probe,
which we refer to as the transfer probe, can be used to couple the states | f ⟩ and |1⟩, on a red sideband
corresponding a motional mode c, which is a different one than the one involved in generating the
dressed state splitting (a). Assuming the mode c is prepared in the ground state, the weak probe
couples the transition | f ⟩ |0⟩c ↔ |1⟩ |1⟩c, the latter of which can be dissipatively cooled to |1⟩ |0⟩c.
Sticking with the example of the initial erroneous state |011⟩, the following transitions occur to correct
this error:

|011⟩ |0⟩a |0⟩c ↔
1√
2
(| f 11⟩ |0⟩a |0⟩c + |011⟩ |1⟩a |0⟩c) (6.19)

| f 11⟩ |0⟩a |0⟩c ↔ |111⟩ |0⟩a |1⟩c (6.20)

|111⟩ |0⟩a |1⟩c → |111⟩ |0⟩a |0⟩c . (6.21)

However, the attentive reader might notice that from the state |111⟩ |0⟩a |1⟩c in Eq. 6.19, the transfer
probe allows further transitions to |1 f 1⟩ |0⟩a |1⟩c and |11 f ⟩ |0⟩a |1⟩c, which opens up a whole forest
of additional possible levels to couple to. To avoid this, three transfer probe beams are used, each
addressing one of the three ions, and each on a red sideband of a unique motional mode. Denoting
individual ions with the index i, and the motional modes with ci, these probes couple the states
| f ⟩i |0⟩ci

↔ |1⟩i |1⟩ci
, with coupling strength Ωci . The transitions of the transfer probe beam, is shown

for the example of the initial state |011⟩ in 6.6(a), with coupling strength Ωc1 . Setting Ωci ≪ g f ensures
that the dressed state splitting of the pump beam is negligibly affected by this additional beam. Note
that each of the three modes ci must be sympathetically cooled to dissipatively correct errors on any of
the three ions. Sympathetically cooling the ci modes through a second species dissipatively transfers
population to the error-free |111⟩ state, with a rate denoted by Γc1 in Figure 6.6(a). Sideband cooling
the c2 and c3 modes (with rates Γc2 and Γc3 ) produces the same result if the error had occurred on the
second or third qubit.

Figure 6.6(c) shows the development of several starting states, using g f = Γc1 = 10Ω f = 5Ωc1 .
As intended, only the initial state |011⟩ undergoes population transfer. The dashed line shows the
corresponding population in state |111⟩, indicating successful state transfer.
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The above set of beams correct erroneous states that contain a single |0⟩ (i.e., the states |011⟩, |101⟩,
and |110⟩). The full dissipative error correction scheme is completed by setting up a similar set of
correction pulses to enable transfer from erroneous states that contain a single |1⟩. This second set
uses a different auxiliary level |e⟩ and mode b, so that this process does not interfere with the first.

All added up, including the sympathetic cooling beams, the full dissipative error correction (DEC)
scheme requires 11 beams to be on simultaneously. Most beams have stringent requirements on the
precision at which the frequencies and powers are set and need to take into account a large list of
AC stark shifts. At least 5 separate motional modes are to be cooled to the ground states, and should
not heat during the correction sequence. All considered, the presented scheme for dissipative error
correction is an ambitious one, not yet within reach considering constraints of our experimental setup.
A sensible approach for experiments is to take a step back and explore simpler proof-of-principle
schemes, such as the one described in Section 6.2.1. However, experimental limitations also prohibit us
from demonstrating the minimal instance error correction scheme (these limitations are discussed in
Section 6.3.3). We thus take yet another step back, and aim to demonstrate the core methods involved
in dissipative state transfer through engineered resonance by applying them in a more basic type
of non-unitary operation. This operation, classical Boolean logic gates, is discussed in the following
section.

6.3 boolean logic gates with engineered resonance dissipation

This section details an experimental demonstration of dissipation through engineered resonance as a
tool for non-unitary operations on qubits. Other than quantum error correction, one of the applications
of this tool is classical Boolean gate operations on ionic qubits. With such gate operations, we refer
to the well-known logic gates, in which Boolean functions determine the output of one or several
binary inputs. Boolean gates are proposed to find their way into quantum computation through hybrid
classic-quantum algorithms in quantum machine learning [237, 238], quantum optimization [239], and
simulation [223, 224, 240, 241]. In order to have a functionally complete set of gates (i.e., a universal
gate set), at least one of the gate operations is required to be irreversible [242]. In previous proposals,
the non-unitary action is achieved through auxiliary qubits or by preparation of mixed-state inputs.
Such non-unitary action thus requires enlarging the system size, which comes at the cost of needing to
account for larger degrees of freedom and therefore higher sensitivity to noise.

Boolean gates are irreversible conditional operations, making the tool-set of dissipation through
engineered resonance a suitable candidate. In this section we aim to apply these tools in order to
achieve the OR and NOR operations. We choose these operations because they represent two sets of
universal logic gates3. These operations therefore serve as a basis for any logical gate operation.

Figure 6.7 shows the truth tables for the desired OR and NOR actions. As before, we use the notation
|ij⟩ to denote the electronic levels i and j of ions 1 and 2, given by the tensor |i⟩1 ⊗ |j⟩2. The output
of the logical gate is mapped onto the first qubit, referred to as the target qubit, and the state of the
second qubit always remains unaltered.

NOROR

Figure 6.7: Truth tables for the NOR and OR operations. The logical action of the gate is mapped onto the first
qubit, highlighted blue. Purple arrows indicate cases where a bit-flip is required from input to output.

3 The OR gate on its own is not universal, but the OR and NOT gates together are. The NOT operation is trivial: for the Boolean
states represented by |0⟩ and |1⟩, the NOT action is simply a π-pulse between those states.
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Figure 6.8: Level diagram of relevant states and transitions of 40Ca+and 88Sr+, used for classical gates with
dissipation through engineered resonance. The table on the right links coupling strengths and beam
nomenclature in the main text.

6.3.1 Experimental overview

The experiments have been carried out on the ‘Golden Gate’ surface trap (see Section 3.2.2). Two
40Ca+ions and one 88Sr+ion are co-trapped. The 40Ca+ions are used as information carriers, qubits,
upon which the gate is performed. The 88Sr+ion enables the dissipative process through sideband
cooling, as described in Section 6.1.3.

The ions are stored in the Ca-Sr-Ca configuration. This configuration places the 40Ca+ions maxi-
mally far apart, reducing crosstalk in single-ion addressing. Collisions with background-gas particles
occasionally alter this configuration. We therefore periodically apply a sequence of voltages to the trap
electrodes that deterministically place the ions in the desired order [63, 243].4

An overview of the relevant electronic levels and transitions is shown in Figure 6.8 and is discussed
below. The notation for coupling strengths is the same as used in Section 6.1. The logical states |0⟩
and |1⟩ are encoded in the calcium ions’ 4S1/2(m = −1/2) and 4S1/2(m = 1/2) levels. Transfer of
population between these states is enabled through optical transitions between various 3D5/2 and
4P3/2 levels. In particular, 3D5/2(m = 1/2) is used as an auxiliary level, denoted | f ⟩ for engineered
resonance. A probe beam couples 4S1/2(m = −1/2) ↔ 3D5/2(m = 1/2) of only the first ion,
with coupling strength Ω f , and a pump beam couples the axial common-mode red sideband of
4S1/2(m = 1/2) ↔ 3D5/2(m = 1/2) of both ions with coupling strength g f . In principle any of the
3D5/2 levels that couple to both 4S1/2 ground states (m = −3/2,−1/2, 1/2, 3/2) could be chosen as
an auxiliary level | f ⟩ for the pump and probe beams. For our experiment’s beam and magnetic field
geometry (see Section 3.1.2.2), coupling is maximized for transitions between 4S1/2 and 3D5/2 where
the change in magnetic quantum numbers is zero, ∆m = 0. The choice to use 3D5/2(m = 1/2) as an
auxiliary level to mediate the engineered resonance ensures that g f is maximized under the constraint
of finite beam power. As was shown in Section 6.1, a high pump power g f improves the performance
of the operation since dressed state splitting is enhanced and therefore reduces crosstalk between the
intended and unintended state transfer mechanisms.

Comparing the OR and NOR operations, as shown in Figure 6.7, we note that the OR operation
has one input state that requires the target qubit to be flipped, whereas the NOR operation has
three. For the latter, for both |10⟩ and |11⟩ the target qubit is to be flipped independently of the
state of the second qubit and therefore does not require engineered resonance methods for state
transfer. We can separate the NOR operation into two sub-routines, one that uses engineered resonance
to transfer |00⟩ to |10⟩, and another that uses a different method of dissipation to transfer |1⟩1 to
|0⟩1 (the subscript indicates the ion number). To achieve this, before the engineered resonance step
is carried out, population in |1⟩1 is temporarily transferred and stored in another auxiliary level,
3D5/2(m = −3/2) ≡ |e⟩, using an addressed beam that couples these levels with coupling strength
Ωe. At the end of a sequence, |e⟩1 is dissipatively transferred to |0⟩1 using 854 nm light, on resonance

4 Note 36 in Appendix e
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with the 3D5/2 ↔ 4P3/2 transition (denoted by Γe in Figure 6.8), from which spontaneous decay
brings the population down to the 4S1/2 ground states5. The polarization of the 854 nm beam is set
to suppress ∆m = +1 in the D → P transition, which enhances the likelihood of transferring to
4P3/2(m = −3/2), and (m = −1/2). Spontaneous decay from this state is predominantly towards the
4S1/2 level, where the state 4S1/2(m = −1/2), |0⟩1, is guaranteed. State population in 4P3/2 has a 0.7%
chance of decaying to 3D3/2, and an approximately 6% chance of decaying to 3D5/2. For the former,
866 nm light brings population to 4P1/2, from where it decays to 4S1/2, though not necessarily in the
m = −1/2 sublevel. For the latter, the 854 nm beam remains in effect.

Confining potentials are set so that the axial common-mode (com) frequency is ωcom/(2π) =
550 kHz. This value is chosen as a trade-off between ensuring a low motional mode heating rates
(which increase with lower motional frequency, shown in Section 3.2.6) and a sufficiently high coupling
to the motional mode g f through laser interaction, since coupling scales inversely with the square root
of the motional frequency, g f ∝ ω−1/2

com . At the chosen frequency, the axial common mode heats at a
rate of 106(20) phonons per second.

At the start of an experimental sequence, the ion crystal’s axial common and stretch modes are
cooled to the motional ground state, using resolved sideband cooling. Both ion species are used for
cooling the axial common mode, which is cooled to ≈ 0.14 phonons. Only 40Ca+is used for cooling the
axial stretch mode, as the centrally placed 88Sr+ion does not couple to this mode. Cooling the higher
frequency axial mode (the “Egyptian” mode) has not been observed to lead to improved performance
of the engineered dissipation sequence, and is omitted to reduce the overall sequence duration. After
sideband cooling, the 40Ca+and 88Sr+ions are prepared in the S1/2(m = −1/2) state, which for the
two 40Ca+ions corresponds to |00⟩.

The pulse sequences for the OR and NOR gates are shown in Figure 6.10. Preceding the engineered
resonance and dissipation pulses, a set of π-pulses applied (globally and addressed) to the transitions
|0⟩ ↔ | f ⟩ and |1⟩ ↔ | f ⟩ prepares the ions in one of each possible starting state, |00⟩, |01⟩, |10⟩, and
|11⟩:

|00⟩ → |00⟩ (6.22)

|00⟩
R0↔ f

1,2 (π)
−−−−−→ | f f ⟩

R0↔ f
1 (π)

−−−−−→ |0 f ⟩
R1↔ f

1,2 (π)
−−−−−→ |01⟩ (6.23)

|00⟩
R0↔ f

1 (π)
−−−−−→ | f 0⟩

R1↔ f
1,2 (π)

−−−−−→ |10⟩ (6.24)

|00⟩
R0↔ f

1,2 (π)
−−−−−→ | f f ⟩

R1↔ f
1,2 (π)

−−−−−→ |11⟩ (6.25)

where Ri↔j
k (π) is a π-pulse on the transition of the states |i⟩ and |j⟩, applied to ion(s) k.
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Figure 6.9: Excitation spectra for initial states |00⟩ and |01⟩, showing dressed state splitting. The solid lines are
simulated data.

We can now calibrate the detuning of the probe beam, by applying a 400 µs pulse while the pump is
switched on, and monitoring the excitation from the initial state for various frequencies. Figure 6.9
shows measured excitation spectra for the initial states |00⟩ and |01⟩. The dressed state splitting is
apparent (see for reference the spectra shown in Figures 6.2 and 6.3). Importantly, for the two initial

5 Similar to the optical pumping technique for state preparation, as described in Section 2.2.8
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states, resonant excitation occurs at distinct detunings, at approximately ∆Ω = 4.1 kHz ≈ g f /2 for
|00⟩ and ∆Ω = 5.8 kHz ≈ g f /

√
2 for |01⟩. This distinction allows us to transfer population from a

chosen initial state, ideally leaving the other unaffected.
In both the OR and NOR gates, the procedure for enabling dissipation through engineered resonance

is split into two steps, firstly a transfer pulse using engineered resonance, and secondly a dissipation
pulse. These steps are indicated with dashed boxes in Figure 6.10. Though initially conceived as a
single-step continuous procedure as discussed in Section 6.1, splitting it into two steps reduces the
overall error of the gate, as will be described later in this chapter, in Section 6.3.3.

State
preparation

Transfer Engineered
resonance

SB cooling
Dissipation

Transfer
Dissipation

Analysis

OR

NOR

Figure 6.10: Pulse sequence diagram for the OR and NOR operations. States, transitions, and coupling strengths
are as denoted in Figure 6.8.

For the first step in the OR operation, the pump and probe beams, with coupling strengths g f and
Ω f , and detuning ∆Ω = g f /

√
2 are applied simultaneously. This results in the interaction described

by Eq. 6.5, Rabi cycling between |01⟩ and |p01⟩, with the dressed state

|p01⟩ ≡
1
2

(
−
√

2 |11⟩ |1⟩n + | f 1⟩ |0⟩n + |1 f ⟩ |0⟩n

)
. (6.26)

Since ∆Ω ̸= g f /2, the state |00⟩ ideally remains unchanged. The pulse is applied for a duration
t = 2π/Ω f , resulting in a full population transfer from |01⟩ to |p01⟩.

The pump beam is on resonance with a red sideband, but also couples to the carrier transition in
the form of an AC stark shift. This continuously alters the relative phase of the |1⟩ and | f ⟩ levels
(corresponding the Z(θ) = exp(−iθσz) operation, as in Section 2.2.7, Eq. 2.68). This in itself can be
corrected for by adjusting the frequency pump beam to compensate this phase drift. However, similar
to the decay seen on a carrier Rabi excitation when ions are not perfectly ground-state cooled, the
phase coherence when applying a Z(θ) operation also decays. As will be discussed in more detail in
Section 6.3.3, this decay impairs the intended full population transfer in the engineered resonance
pulse. To mitigate this source of error, an additional beam with similar power as the pump beam is
applied near (but not on) resonance with the blue sideband, with the aim of canceling out the AC stark
shift.

The second step in the OR gate is to transfer |11⟩ |1⟩n, one of the sub-states in |p01⟩, to |11⟩ |0⟩n.
This is done by sympathetically cooling the strontium ion. Simultaneously, population that has
been depleted from |11⟩ |1⟩n is repopulated from the remaining sub-states, |1 f ⟩ |0⟩n and | f 1⟩ |0⟩n, by
maintaining coupling with the pump beam.

The NOR operation follows the same two steps as the OR, though with a probe detuning of
∆Ω = g f /2 and a pulse duration of t =

√
2π/Ω f . This enables the transfer of |00⟩ to |p00⟩, and

suppresses transfer from |01⟩. Additionally, as previously discussed, the sequence is preceded by the
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transfer |1⟩1 → |e⟩1, and is succeeded by dissipation to |0⟩1 through spontaneous decay over the 4P3/2
level, which achieves the transfers |10⟩ → |00⟩ and |11⟩ → |01⟩.

At the end of the sequence, state population is read-out with state-dependent fluorescence detection,
using a CCD camera, which distinguishes excitation in the S and D levels. Since the logical information,
|0⟩ and |1⟩, is carried in the two S levels, a global π-pulse is applied to transfer |1⟩ to |e⟩ (denoted as
‘analysis’ in Figure 6.10), such that the two logical states can be resolved.

6.3.2 Results

In this section, we display and analyze the results after implementing the sequences described in
the previous section in our experimental setup. Figure 6.11 shows the development of the two
qubit populations while the state-dependent transfer pulse is being applied for the NOR operation,
corresponding to the purple dashed box in Figure 6.10, though noting that for this measurement
the preceding transfer pulse has been omitted so that we can focus on solely the functionality of the
engineered resonance state transfer. Populations are denoted by Pij, with i and j the states of the
first and second ion. The development of the state populations is shown for each of the four initial
states. The state read-out does not differentiate between the states |1⟩ and | f ⟩, so we show their joint
populations as P10 + Pf 0 when only the first ion is in |1⟩ or | f ⟩, P01 + P0 f if only the second, and
P11 + P1 f + Pf 1 + Pf f if both. Also, these measurements do not ascertain the phonon numbers, which
are presumed to remain near the ground state for all initial states except for |00⟩, since a change in
motional state must be accompanied by a change in the electronic state.
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Figure 6.11: Engineered resonance population transfer in the NOR gate, shown for each possible initial state. The
lines indicate simulated results, which include the measured initial phonon number and heating rate
as simulation parameters. The dashed line denotes the time that the pulse is applied within the full
NOR sequence.

The intended behavior, Rabi cycling from |00⟩ and no transfer from the other initial states, is apparent
in Figure 6.11. The solid lines denote simulated data, where we have used Ω f /(2π) = 1.15 kHz,
g f /(2π) = 8 kHz, an initial mode occupation of n̄ = 0.14, and a heating rate of ˙̄n = 106 phonons per
second. These parameters were experimentally obtained: Ω f and g f are determined by estimating the
Rabi oscillation frequency of their respective bare transitions (see Section 2.2.3). Mode occupation and
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heating rate are determined through sideband spectroscopy (see Section 2.3.4). The dark red dotted
line marks the duration of the pulse when applied within the full NOR sequence, at t ≈ 600 µs. At this
time, 82(3)% of population is measured to be depleted from the initial state |00⟩, and only 16(3)% is
depleted from |01⟩. For comparison, simulations predict 85% excitation from |00⟩, and 11% from |01⟩.
The deviation from a full population transfer from |00⟩ is attributed to the non-zero initial phonon
number and heating rate, corroborated by the simulated results. Unintended population transfer from
|01⟩ is attributed to overlap in the dressed state resonance condition. These error sources are discussed
in more detail in Section 6.3.3.

For the initial state |00⟩, after a pulse duration of t = 600 µs, population has mostly transferred to
|10⟩ and | f 0⟩, presumed to be distributed evenly between the two, with mode occupation n = 1 for
the former and n = 0 for the latter. This combination of states needs to be dissipatively transferred to
|10⟩ |0⟩n. The dressed state |p00⟩ is maintained by continuing to apply the pump beam with g f , while
depleting the additional phonon in |10⟩ |1⟩n with sympathetic sideband cooling (see the blue dashed
box in Figure 6.10).

We experimentally verify the transfer from the dressed state |p00⟩ to the target state |10⟩ |0⟩n by
monitoring the ions’ electronic and motional state population as a function of pulse duration of the
probe and sideband cooling beams. Figure 6.12 shows the development of the populations of states
| f 0⟩ and |10⟩, denoted Pf 0 and P10. The two states are differentiated by running the measurement
twice, once with the analysis pulse (see Figure 6.10) which provides us with the populations P0 and
P1 + Pf for each ion, and once without, which provides us with P0 + P1 and Pf . Population in the state
|10⟩, P10, is inferred from the difference between the first and second measurement. Additionally, the
phonon number can be measured by applying a red and blue sideband pulse on one of strontium’s
S1/2 ↔ D5/2 transitions at the end of a sequence. As was described in Section 2.3.4, the occupation
in the motional ground state can be inferred from the relative difference in the excitation of the two
pulses. In Figure 6.12, the result of this measurement for the population in the motional ground state
Pn=0 is shown alongside the development of the electronic states. We see at time t = 0 that Pf 0 and P10
are approximately equal, and that the ground state occupation is approximately 50%. Although these
measurements do not indicate how the motional occupation is attributed to each of the states |10⟩ and
| f 0⟩, the measured occupation is consistent with that of the dressed state |p00⟩, where |10⟩ has n = 1
and | f 0⟩ has n = 0, and are equally distributed. As the dissipation pulse is applied, population is
depleted from | f 0⟩. After 1 ms of applying the dissipation pulse, we determine a state population of
P10 = 80% and a ground state occupation of Pn=0 = 90%, from which we conclude that the majority
of population resides in the state |10⟩ |0⟩n, as required of the NOR gate.

The solid lines in Figure 6.12 are simulated results, using the same parameters as in Figure 6.11,
including the non-ideal starting values at the end of the engineered resonance step. A dissipation rate
of Γ f = 4.5(6) kHz is determined by a least-squares fit between the simulated and measured results.
The deviation from a 100% transfer to the intended final state, seen both in simulations and measured
results, is attributed to imperfect motional ground state preparation and the motional heating rate.
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Figure 6.12: State population and ground state occupation as a function of pulse duration of the dissipation
sequence. Markers are measured results, and solid lines are simulated results.
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We are now ready to put all the steps together: following the full pulse sequence of Figure 6.10, we
measure the output states for all possible input states, for both the OR and NOR sequences. In these
sequences, the dissipation step has a 1 ms duration. At longer times, unintended population transfer
from initial states that should remain unaltered reduce the overall gate performance.
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Figure 6.13: Measured population truth tables of the OR and NOR gates, with the intended output states marked
with red dashed lines. Measured populations are derived from 50 repetitions of the experimental
sequence. The OR and NOR gates have an average population fidelity of 87(5)% and 81(5)%.

Figure 6.13 shows the truth tables for the full NOR and OR sequences, which display the measured
population outcome for each of the four possible initial states, determined from 50 repetitions of the
experimental sequence for each input state. Both tables exhibit the intended behavior: for all input
states, the majority of the population is transferred to the desired state, marked in the figure with
dashed boxes.

To quantify the performance of the gate operation, we calculate a statistical overlap of the gate’s
output state and the desired state. The output from one specific input state i, has a measure of
performance Fi given by Fi = ∑j P(meas)

i→j P(des)
i→j , where P(meas)

i→j and P(des)
i→j are the measured and desired

population of output state j. We take the overall statistical overlap of the operation to be the average
performance for each of the input states as F̄ = 1/4 ∑i Fi. In other words, we take an average of the
values in the red boxes in Figure 6.13. With this metric, we determine a gate performance of 87(5)%
for the OR gate, and 81(5)% for the NOR gate.

6.3.3 Sources of error

In the following, we describe the main mechanisms that lead to imperfect gate performance. Errors
are further quantified in Appendix d.

-Mode occupation-
The primary sources of error, which have previously been alluded to multiple times now, are the

non-zero phonon number and heating rate. These manifest as errors in several different ways.
The resonance condition is a function of the pump beam’s coupling strength, g f . The pump beam

is a red sideband pulse, which has a coupling strength that is dependent on the motional mode
occupation, g f ∝

√
n (with n the mode occupation of the lower-energy electronic state, see Eq. 2.64).

The resonance condition is not met for any population that is not in the motional ground state, and
the intended excitation will not occur for that population. The initial phonon occupation of n̄ = 0.14
suggests that the motional ground state is approximately 86% populated, and that therefore only 86%
of population is excited to the dressed state through engineered resonance. This makes up the majority
of the error in the transfer of |01⟩ → |11⟩ for the OR gate, and the transfer of |00⟩ → |10⟩ for the NOR
gate.

Similarly, heating during the engineered resonance pulse reduces the success of the population
transfer. The heating rate of ˙̄n = 106 phonons per second corresponds to an increase of 0.06 phonons
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during the 600 µs pulse. Simulations suggest that this increase in phonons contributes 3% error in the
|00⟩ ↔ |p00⟩ transfer of the NOR gate, and 2% in the |01⟩ ↔ |p01⟩ transfer of the OR gate.

Mode heating also limits the final achievable phonon number during the dissipation step. We can
approximate the steady-state phonon number from the differential equation Ṗn=0(t) = − ˙̄nPn=0(t) +
Pn=1(t)Γ f . If the final mean phonon number is small, n̄ ≪ 1, which is the case when the cooling rate
is much higher than the heating rate, Γ f ≫ ˙̄n, the phonon occupation for n ≥ 2 is negligible, such that
Pn=0 + Pn=1 ≈ 1. Solving for the steady-state solution, Ṗn=0(t) = 0, gives a final phonon number of
˙̄n/( ˙̄n + Γ f ) = 0.02. 6 A state with mode occupation above zero will continue to be transferred to other
states by the pump pulse and therefore does not settle to the correct final state.

The non-zero mode occupation during the sequence also disrupts the success of π-pulses, such as
those used in state initialization, the transfer pulse to |e⟩, and the analysis pulse at the end of the
sequence (see Figure 2.10 in Section 2.3.4). Errors due to imperfect π-pulses are estimated to be on the
order of 1 − 2%.

-Overlap in resonance condition-
As discussed in Section 6.1.2, the resonance condition for population transfer, ∆Ω = ±g f /2 for the

NOR gate, and ∆Ω = ±g f /
√

2 for the OR gate, are in reality conditions with a finite bandwidth, as
can be seen in the peaks in the excitation plots of Figures 6.2(b) and 6.3(b). The dressed state excitation
spectrum is a modification of the Rabi excitation spectrum, described in Section 2.2.3, generically given
by the excitation population Pex:

Pex =
Ω2

Ω2 + ∆2 sin2

(√
Ω2 + ∆2t

2

)
, (6.27)

for Rabi frequency Ω and detuning ∆. Excitation from the initial state |00⟩ is on resonance at ∆Ω =
±g f /2 and has an effective Rabi frequency of Ω f /

√
2. Substitution into Eq. 6.27 gives the excitation

spectrum
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Similarly, excitation from the initial state |01⟩ is on resonance at ∆Ω = ±g f /
√

2 and has an effective
Rabi frequency of Ω f /2 and has an excitation spectrum given by

1 − P01 =
Ω2

f

Ω2
f + 4(∆Ω ± g f√

2
)2
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√Ω2
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)2 t
2

 . (6.29)

There also exists resonant excitation from the initial state |01⟩ when ∆Ω = 0, corresponding to the
central peak in the dressed state splitting shown in Figure 6.3(b). Excitation from |01⟩ at this transition
is given, as function of detuning ∆Ω, by:

1 − P01 =
Ω2

f

Ω2 + 2∆2
Ω

sin2

(√
Ω2

2
+ ∆2

Ω
t
2

)
. (6.30)

If a pulse is applied to the state |00⟩ with a detuning ∆Ω = g/2 and a gate duration of t =
√

2π/Ω f ,
as is intended for the NOR gate, this same pulse produces an excitation of about 5% if the initial
state were |01⟩ (about 4% from off-resonant excitation on the central peak, and the rest from the other
dressed state). For the OR gate, pulse settings engineered to excite the |01⟩ state result in off-resonant
excitation of 17% from |00⟩ as an initial state, which is a substantial error. This error is worse than the

6 In fact, the sideband cooling step before the gate sequence should be able to reach a similar, if not better, minimum phonon
number. We have not figured out why our measured initial phonon number, n̄ = 0.14, is higher.
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NOR gate, because a longer pulse duration is required, and the effective coupling of the undesired
excitation is higher.

An obvious experimental improvement, in theory at least, to reduce this off-resonant crosstalk is
to improve the ratio between the pump and probe coupling strengths, g f and Ω f , which narrows
the bandwidth of the resonance conditions. However, as previously mentioned, g f is limited by
experimental hardware (i.e. beam power) and a low probe power Ω f implies a high sequence duration,
where other sources of error such as motional heating and decoherence grow.

Another method to reduce error induced by off-resonant excitation is with a clever choice of
beam parameters: For example, in the OR gate, a detuning of ∆Ω = g f /

√
2 and a pulse duration of

t = 2π/Ω f are used, which enables population transfer from |01⟩. Unintended excitation from |00⟩
can be calculated using Eq. 6.28. This excitation vanishes when the argument in the sine term is an
integer multiple of π:√

Ω2
f

4
+

(
∆Ω ±

g f√
2

)2 t
2
= nπ (6.31)

with n a positive integer. Substituting the values for t and ∆Ω, we find that off-resonant excitation is
avoided by setting the ratio to be g f /Ω f = (2 +

√
2)
√

2n2 − 1. A ratio of ∼ 9 allows the undesired
excitation to undergo a full 4π rotation, returning the excited population to zero.

Similarly, in the NOR gate, undesired excitation occurs from the initial state |01⟩, described by both
Eqs. 6.29 and 6.30. Choosing the pump/probe ratio to cancel out undesired excitation results in two
unique conditions: g f /Ω f = (1 +

√
2)
√

8n2 − 1 and
√

8m2 − 2, which cannot be met simultaneously.
A reasonable choice is g f /Ω f ≈ 5.8, which results in a 1.5% error.

-(Off-)resonant carrier excitation-
The pump beam is a sideband pulse with power g f . With respect to the carrier transition, this beam

has power g f /η, with in our case a Lamb-Dicke parameter of η = 0.056, and is detuned from the
carrier transition by ∆rsb = 550 kHz. Off-resonant Rabi excitation is described in Section 2.2.3. Using
the effective Rabi frequency g f /η and detuning ∆rsb, gives the excitation probability

g2

g2 + η2∆2
rsb

sin2

(√
g2

η2 + ∆2
rsb

t
2

)
(6.32)

which for our parameters is a high-frequency oscillation on the carrier with a mean excitation of 3%.
While in theory the mean excitation remains at this value, in practice dephasing of the coupled states
(see next subsection, AC Stark shift) can lead to a steady increase of this off-resonant carrier excitation.

Another error of a more technical nature is resonant carrier excitation: while the laser used to drive
the sideband transition has a sufficiently narrow linewidth (about 10 Hz), the spectral profile has
a non-negligible noise-floor extending several MHz from the peak center. We have determined the
relative coupling strength of the noise floor to be about 10−4. Resonant coupling with the carrier
transition is given by 10−4g f /η = 2π · 14 Hz, which corresponds to an excitation of about 1% after
2 ms.

-AC Stark shift-
In addition to carrier excitation, the pump beam induces an AC Stark shift that shifts the frequency

of | f ⟩ by g2
f /(4η2∆rbs) ≈ 9 kHz. The pump coupling strength g f is dependent on both beam intensity

and the ions’ motional mode occupation. Beam intensity fluctuations and a distribution of phonon
numbers broaden this frequency shift. This broadening leads to a dephasing of the | f ⟩ and |1⟩ states,
which affects the population transfer of the engineered resonance pulse. If left untreated, in our
experimental conditions the engineered resonance population transfer would be about 90% successful,
where the source of error is predominantly intensity noise. We attempt to cancel out the AC stark shift
by introducing an additional beam near resonance with the blue sideband of the |1⟩ ↔ | f ⟩ transition,
thus reducing the dephasing error. We have not not precisely characterized the errors due to AC
stark shifts with or without the correction beam but have qualitatively noticed an improvement. The
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addition of the correction beam does, however, introduce another source of errors due to (off-)resonant
carrier excitation on the order of 3 - 4%, as discussed in the previous paragraph.

-Spontaneous decay-
In addition to dissipation through sideband cooling, a second channel of dissipation is required

for the NOR gate, which transfers the state of the first ion from |1⟩1 to |0⟩1. This transfer involves
spontaneous decay in Calcium’s 4P3/2 → 4S1/2 dipole transition. Ideally, spontaneous decay only
occurs to 4S1/2(m = −1/2), which can be ensured to be the case if only 4P3/2(m = −3/2) is populated.
The polarization of the repumper that populates the 4P3/2 levels (at 854 nm) is set to maximize the
occupation of this particular state. We have measured a 97% success rate in the transfer from |1⟩1 to
|0⟩1.

This success rate can likely be improved but requires changes to our optical setup: Currently, the
854 nm shares a beam path with multiple other beams, making it difficult to independently set its
polarization.

-State preparation and measurement-
Optical pumping (see Section 2.2.8) places ions in the |00⟩ state, with a > 99% success rate.

Producing the other initial states, |01⟩, |10⟩, and |11⟩, makes use of a set of global and addressed
π-pulses, described by Eqs. 6.22 - 6.25. The transfer success of these pulses is limited by the non-zero
mode occupation in various motional modes, which leads to a decay in Rabi oscillations, as described
in Section 2.3.4. Even though the axial modes are cooled near the ground state, global operations suffer
from some decay, likely due to coupling with uncooled radial motional modes in anharmonic trap
potentials [66]. Similarly, addressed (radial) Rabi-oscillations decay due to the uncooled radial modes.
This results in state preparation errors of about 2% for all initial states other than |00⟩. State readout
also requires the application of a global π-pulse, and thus also introduces a similar error.

Radial modes are not sideband-cooled in order to avoid lengthy sequences that heighten the risk
of ion loss (the mechanism of ion loss in periods where Doppler cooling beams are off is discussed
in Chapter 4). Similar experiments in deeper traps, where ion loss is less likely, would benefit from
radial mode cooling. Additionally, improved cooling techniques such as electromagnetically induced
transparancy (EIT) cooling or polarization gradient cooling (PGC) would help cool multiple modes
rapidly.

6.3.4 Conclusions

In this section we have used the tools of engineered resonance and dissipation to produce classic gates
with ionic qubits. This opens up the way to exciting new possibilities in hybrid quantum-classical
algorithms, such as quantum machine learning, quantum optimization, and quantum simulation.
In many of such algorithms, nonunitary operations are used in conjunction with unitary quantum
gates. The tools presented in this section demonstrate a promising ability to implement conditional
dissipative routines within quantum algorithms. The gates OR (together with the trivial NOT) and
NOR, have been chosen not just because of their experimental simplicity, but because of their logical
universality. These gate elements are thus widely applicable for many kinds of non-unitary qubit
transformations.

However, it must be noted that little has been demonstrated about the quantum nature of the
procedure. For example, could we pose that applying the NOR gate to a not-entangled superposition
1/

√
2(|00⟩+ |01⟩) would result in the formation of an entangled Bell state, as

NOR
[

1√
2
(|00⟩ |0⟩n + |01⟩ |0⟩n)

]
→ 1√

2
(|10⟩ |0⟩n + |01⟩ |0⟩n)? (6.33)

Although this was not the purpose of the NOR gate, it is interesting to wonder to what extent a
classical boolean operation can mix with a quantum system to produce quantum gates. Unfortunately,
the NOR gate does not produce the operation described by Eq. 6.33. While applying the NOR gate to
the superposition state would result in the desired populations, the state is mixed as a result of the
dissipation process. In order to maintain qubit coherence between two states, one of the conditions is
that both states are indistinguishably subjected to the same dissipation process.
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An obvious application where such an indistinguishable dissipation process is desirable is quantum
error correction, of which the theory was described in Section 6.2. While some experimental efforts
have been made in our setup to realize these concepts, the sources of error presented in the previous
section are ironically more dominant in the presented error correction schemes. If we take the logical
qubit to be |ϕ⟩L = c0 |00⟩+ c1 |11⟩, then a correction of the faulty state |ϕ⟩E could be achieved by a
simultaneous application of an OR and an AND gate. Assuming that both operations have comparable
error rates, the gate would endure a 75% fidelity under our experimental conditions. However, we
have noted in Section 6.3.3 that phase between qubit states decays while the pump beam is applied.
In the 2 ms gate time, the phase coherence is fully decayed. The minimal instance error correction
scheme (Section 6.2.1) would suffer even more from such coherence decay mechanisms, as more
beams are required. The limitations, however, are only technical in nature: dephasing and imperfect
population transfer are both primarily limited by the crystal’s initial phonon numbers and heating
rates. The ongoing search for improved trap designs and electronics aims to minimize heating rates for
high-fidelity quantum computation. Once such improvements are in place, a logical follow-up to the
measurements presented in this section is to attempt similar gates while maintaining qubit coherence.
This paves the way to applying such processes to fully-fledged dissipative quantum error correction.
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It’s now safe to turn off your computer
— Windows 95

This thesis presented several advances in the field of quantum computation. The employed setup
has been designed to demonstrate scalability, using a cryogenic segmented surface ion trap, with
capabilities of trapping and manipulating multiple ion species.

7.1 recap

Chapter 3 provides an overview of the experimental apparatus, which has undergone multiple
developmental changes throughout the years. The setup has hosted a large number of unique surface
traps, two of which have been instrumental to producing the results presented in Chapters 4 - 6, and
those presented in other works [106, 111, 112, 125].

Chapter 4 discusses RF heating, a phenomenon that has been known to affect trapped ions in
RF potentials since the early days of Paul traps but has until now hardly been considered in terms
of its influence on small numbers of trapped ions, such as in the context of quantum computation.
RF heating affects ions when they melt, and reduces the rate at which they can be recrystallized.
Efficient recrystallization, and therefore a good understanding of the RF heating process, is increasingly
important with decreasing trap size and with increasing numbers of trap sites, as will be the case for
scalable quantum computation.

Chapter 5 introduces the fundamentals of physical manipulation of trapped ions through tailored
trap-electrode voltage sequences. The ability to transport, split, and rotate ion chains are fundamental
concepts of the quantum processor array used in the QCCD trap architecture, and are therefore
paramount in scalable quantum computation. We provide generalized guidelines on how to generate a
set of voltage sequences to realize transport and splitting operations. Furthermore, an in-depth study
of ion crystal rotations is presented, showing experimental results of the calibration and optimization
procedures, and finally experimental results of optimized rotation sequences. We show that ion crystal
rotations are achievable while maintaining coherence and low motional excitation.

Chapter 6 introduces a novel toolset that combines classical operations with quantum systems,
consisting of engineered resonance conditioned on many-body observables of a system and dissipation
techniques. Applications of such hybrid quantum-classical operations are envisioned, for example, in
simulations of quantum systems that interact with a classic environment. One notable application,
which is discussed in Chapter 6, is to use the conditional state transfer approach for quantum error
correction. This presents a new paradigm of error correction. Instead of outsourcing the decision
making process of whether to correct an error or not to a classical computer, the conditional decision
is integrated into the qubit system. As a proof-of-principle of the mechanism of dissipation through
engineered resonance, the chapter shows how these tools can be used to perform classical gates with
qubits. Technical issues such as motional heating rates and coherence times limit the success of these
processes and furthermore prevent our setup from using the presented tools for QEC. However, with
the continuing development of improved traps, many of these obstacles will be overcome.

7.2 next steps for the experimental apparatus

The experimental apparatus has been designed to demonstrate the prospects of scalability of quantum
computation. One may note, in that regard, that the focus of this thesis is geared more towards
examining specific tools (ion manipulation, recrystallization, and classic control) and not as much
toward actually applying quantum circuits in our system. My vision for our experimental setup is
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to go beyond examining individual tools and implement full-fledged quantum algorithms (as was
initially proposed when the project was conceptualized). The setup has several unique features that
are still rare in the ion trapping community, making it ideal for exploring new territory in trapped-ion
quantum computation: we can co-trap two species, have coherent control of both of them, and can
transport them in-sequence. With that prospect in mind: Below, we suggest improvements to the
cryogenic apparatus and experimental setup.

-High-NA lens-
The high-NA lens described in Section 3.1.1.2 was placed in the upgraded design of the apparatus as

a way to show that readout error caused by spontaneous decay of the qubit during state readout can
be lowered by reducing the total required detection time. Additionally, quantum circuits that require
mid-sequence state readout [244–246], for example those that include quantum error correction [50,
231, 235], benefit from quick state measurements to reduce the overall sequence duration and limit
measurement-induced heating of the ion string.

With the high-NA lens in our setup, we are able to distinguish between qubit states in 50 µs with a
certainty of ≈ 99.999%. During this time-window, there is a less-than 0.001% chance of decay from
the excited state. Notably, it seems that one can safely place a lens with such high NA uncomfortably
close to the trap surface without adverse effects1 and without notably compromising the fluorescence
collection efficiency.

That being said and done, while a great demonstration of state readout, the inclusion of the lens has
complicated the design and usage of the setup. The inner heat shield, which was cramped enough
as it was, underwent a major overhaul to accommodate the nanopositioners and wiring. The lens
itself had to have slots cut out to ensure optical paths at 45° with respect to the trap surface are not
obstructed. Even with those cuts, the beams coming in at 45° are now still limited in how tightly they
can be focused down without scattering from the lens. Also, the fact that the mesh grid needed to be
included was a consequence of having an in-cryo high-NA lens.

In future versions of the apparatus, this lens should be replaced, where the focus2 is shifted from
having immensely high readout fidelity to having a lens (or set of lenses) that provides good multi-ion
and multi-species addressing and readout. A suitable optical solution should be chosen such that
the in-vacuum nanopositioner will not be a requirement. The lens should be custom-made for low-
aberration ion addressing and well-resolved state detection. The design of the lens goes hand-in-hand
with the design of the ion addressing unit, discussed below.

-Ion addressing unit-
Our setup has two beams per ion species for coherent qubit manipulation3, one along the axial

direction that enables collective operations on all ions simultaneously, and a tightly focused beam
that addresses individual ions. In our current setup, the beam path of both of these beams is fixed.
Single ion addressing can therefore currently only be applied to one ion at a time, and in a fixed
place along the trap. The latter restriction can be overcome by in-sequence shuttling of the ion chain,
which physically places the ion on which the qubit operation is to be performed in-line with the beam.
However, it is desirable to be able to address any arbitrary combination of ions from the chain.

The experimental apparatus therefore will require an ion addressing unit that is capable of producing
multiple focused beams. There exist many strategies to achieve this [247, 248]. To date, the experimental
hardware that has proven to have the best combination of optical control and precision is a crossed
acousto-optic deflector (AOD) setup [248]. Similar designs are planned for our experimental setup. The
design of the addressing unit must be coordinated alongside the design of the in-vacuum high-NA

lens, discussed previously.

-Axial micromotion-
It has been shown in Section 3.2.5 that we can minimize micromotion in the radial direction (along

the direction of the addressing beam) to a micromotion index of βr < 10−3. The axial direction is
measured to have a micromotion index of β = 0.25. This is counter-intuitive, since the axial direction
in theory should not have any RF field, and therefore no micromotion component. We suspect that the

1 Although this statement is speculative; we do not have data on the trap’s performance without the lens in place for comparison.
2 No pun intended
3 Not counting the Raman beams used in [112], which have not been used in the works described in this thesis
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source of axial RF field is a short unshielded wire, off the side of the trap carrier, that transports the
RF signal from the resonator to the trap PCB. Indeed, basic electric field simulations indicate that the
voltage that this wire carries is more than enough to produce the RF field amplitude of 0.76 V mm−1

measured at the position of the ion. A portion of this RF field is shielded by the clamp that holds the
trap carrier itself and by the surface of the trap, but apparently enough is transmitted to result in a
notable amount of axial micromotion.

For low numbers of same-species ions, axial micromotion does not significantly affect ionic qubits.
However, in larger ion crystals, where trap anharmonicity becomes increasingly noticeable, micromo-
tion can play a dominant role in ion heating [249]. This is especially troublesome for mixed-species ion
chains, where individual ions experience unequal amplitudes due to the RF field, thus providing a
strong channel of mode mixing. Axial micromotion is a technical issue that should not be present in
our system, and can be avoided by redesigning the trap PCB, shielding the RF wiring, or both.

-Control software and hardware upgrade-
Our experimental system is hanging on to an outdated under-supported piece of control software

and hardware. Control and communication with external hardware such as the CCD camera and the
electrode voltage supply are clumsy and limited in functionality.

We suggest a major overhaul of the experimental control system, by replacing the current version
with hardware and software that is designed for use in quantum physics experiments. In particular,
the Sinara hardware, together with ARTIQ software, make up a well-maintained control system
geared towards quantum physics experiments, and has been implemented successfully in several
experimental setups in our institute. One of the main improvements over our current software, and
an absolute requirement for scalable quantum computation, is the ability to run sequences with
conditional branching.

-Improved ground-state cooling-
Many of the sources of error discussed throughout this thesis stem from mode heating and motional

decoherence. At least in part, these issues originate from mode mixing [66], in which cooled modes
are able to exchange phonons with uncooled ones. Such mixing is especially prominent in anharmonic
trap potentials, a typical characteristic of surface traps. It is therefore desirable to implement improved
cooling techniques that can cool multiple modes simultaneously.

Techniques such as polarization gradient cooling (PGC) [85] and electromagnetically induced
transparancy (EIT) cooling [84] have both been demonstrated in our group to be reliable methods to
efficiently cool numerous motional modes simultaneously. Either of these techniques would require
restructuring of the beam paths on our optical tables, but would be well worth the effort.

-Improved trap design-
One of the lessons learned from having had various types of traps in our apparatus is that currently

simple trap designs outperform the complicated ones. However, the road towards scalability in
trapped-ion quantum computation will inevitably require more complicated trapping architectures,
including junctions and electrical connectivity to a large number of electrodes.

In order to determine how to proceed in quantum computation with ion traps, one must assess
which challenges in scalability are to be tackled in the near future in this particular setup. Experience
tells that tackling too many challenges simultaneously is counter-productive. That is to say, if the focus
of the project is to investigate ways to advance ion trap architectures, one need not work on having a
system with optimal ion addressing, detection, state-of-the-art shuttling capabilities, and exceptional
vibration and magnetic field isolation.

My vision for the experimental setup, therefore, is to make an incremental upgrade to the ion trap,
while maintaining proven designs and fabrication techniques. The trap layout will be modified to
increase the trap depth, to reduce the risk of ion loss, which is especially prominent in mixed-species
operation. Additionally, the electrode structure will be tailored towards generating well-isolated trap
sites, with dedicated regions for physical ion manipulation such as chain splitting and rotations.
Electrodes can be further tailored to minimize potential anharmonicity around trapping sites. The
optical access that the current trap provides should be maintained.
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7.3 conclusion

As the introduction of this thesis started with a cliché, it only makes sense to end with one: the works
presented in this thesis are stepping stones towards the development of scalable digital quantum
computers with trapped ions. We have investigated and presented improvements in experimental
techniques that make up fundamental components of quantum computers. Specifically, our project
demonstrates the advantages, but also the obstacles, in control of mixed-species ions in a segmented
surface trap in a cryogenic environment. While the road towards reliable quantum computers that
outperform classical ones is a long one, and is full of challenges, I hope to think that the work in this
thesis reassure that we are still on the right path.



a
3 D C O L L I S I O N R AT E

In section 4.6.1.2, we provide an analytic approximation for the average collision rate for two melted
ions with three dimensional harmonic motion. This average rate is a parameter for a distribution
function from which a random collision time is generated. In this section, we provide a ‘derivation’ for
the average collision rate1. We then verify that the collision time model as used in the simplified ion
cloud energy simulation accurately portrays the collision dynamics. The contents of this section are
adapted from [139].

a.1 collision rate derivation

In Section 4.6.1.2, the motion of two ions is described as sinusoidal, with different amplitudes ai,k and
frequencies ωk in all three dimensions. In each dimension separately, ions are within collision range
(such that the distance between ions dk is below a given range rc) twice per oscillation period, 2π/ωk.
This collision condition in one dimension is thus represented by a pulse wave Bk(t), with period
Tk = π/ωk and pulse duration ∆tk, as in Eq. 4.49. We define a two-ion collision as an event where
the collision condition is satisfied in all three dimensions simultaneously, given by the pulse wave
B3D(t) = BxByBz. As this three-dimensional pulse wave is aperiodic (the periods Tk are not rationally
related), B3D(t) does not have a fixed pulse period2. However, an average pulse period can still be
defined, given by the average time between pulses. The collision rate f̄coll is then the average number
of pulses in B3D per time. In this section, we derive the average collision rate in B3D as function of
pulse parameters Tk and ∆tk.

The probability that the 3D collision condition, B3D(t) = 1, is met at any moment in time t is
given by the product of the probabilities that Bk = 1 for k = x, y, z, P3D = ∏k Pk, with the 1D
probabilities Pk = ∆tk/Tk. Intuitively, the collision rate is given by the product of the momentary
collision probability P3D, and the effective rate at which P3D is resampled.

We derive f̄coll with a geometric argument, depicted in Figure a.1 (shown in two dimensions, for
clarity). The pulse wave B2D(t) = Bx(t)By(t) in Figure a.1(a) is a function of time t. The individual
pulse waves Bx and By can, however, graphically be separated into two time dimensions, tx and ty,
depicted in Figure a.1(b) as two time axes. The vertical and horizontal shaded regions correspond
to regions where Bx = 1 and By = 1, respectively. The locations where the vertical and horizontal
bars meet are places that satisfy the collision condition, B2D = 1. These are graphically represented by
the yellow boxes, with sidelengths ∆tx and ∆ty. ‘Real’ time t parametrically follows the diagonal line,
tx = ty. Whenever the real time line crosses a yellow box, a collision occurs (starred regions).

We consider the parallelogram unit cell U (red dashed line), whose height is given by the lowest
value of {Ti} (in this example, the lowest value is Ty. We see later that this choice is made without loss
of generality), and a base width given by the remaining value (Tx). The parallelogram angle follows the
real time line t, at 45

◦. Each unit cell contains exactly one collision box. The collision box is projected
at 45

◦ through the unit cell, denoted by the green shaded area. Graphically, a collision occurs if the
time line passes through this area, as the real time line then has overlap with the collision box. In the
example unit cell of Figure a.1(b), no collision occurs. Since Tx and Ty can be assumed to be irrationally
related, the location where the time line enters a unit cell is uniformly distributed. Therefore, the
probability of a collision occurring in a unit cell is given by the ratio of the green shaded area to the
area of the unit cell. This is identical to the ratio of the lengths of the base of the green area to the base
the unit cell. The base of the green area is the projection of the collision condition box along the axis of
the time line onto the base of the unit cell box (indicated by the thick green line). Since the projection is
along 45

◦ onto the x-axis, the length of the projection is given by ∆tx + tan (45◦)∆ty = ∆tx + ∆ty. The

1 Where ‘derivation’ is in quotes because the lack of mathematical rigorousness.
2 Nor do the pulses have a fixed duration
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U

2D

3D

(a)

(b)

(c)

(d)

Figure a.1: Graphical representation of collision condition, for deriving the 3D collision frequency. (a) In dimen-
sions x and y, the collision conditions are represented by pulse waves Bx and By. In 2D, a collision
is represented by the non-periodic pulse wave B2D = BxBy. (b) Bx(t) and By(t) are displayed as
two orthogonal temporal dimensions, such that their respective collision conditions are vertical and
horizontal bars. “Real” time is the diagonal line tx = ty. Collisions occur where real time crosses
vertical and horizontal bars simultaneously, denoted by the yellow boxes. This is equivalent to the real
time line crossing the green shaded area, the 45

◦ projection of collision boxes in unit cells U. Therefore,
in the example unit cell in (b), no collision occurs. The probability of a collision occurring in a unit cell
is thus given by the ratio of the projection of the green region onto the base of the unit cell, and the
base of the unit cell itself. This probability, schematically shown in (c) 2D and (d) 3D, is multiplied by
the frequency that the time line enters new unit cells to give the collision frequency.

probability that a collision occurs within a unit cell is therefore PU,2D = (∆tx + ∆ty)/Tx (see Figure
a.1(c)).

Extending this concept into three dimensions (see Figure a.1(d)), the base of the unit cell is now
two dimensional, with an area of AU = TxTy, assuming the shortest time in {Ti} is Tz. The area of
the projection of the collision box is given by Acoll = ∑k ∑l>k ∆tk∆tl . The probability of a collision
occurring within a unit cell is PU = Acoll/AU . Note that with this geometric argument PU can exceed
1, and should be numerically capped off at this value. For typical experimental values of ∆tk and Tk it
is generally the case that PU ≪ 1.

After passing through N unit cells, on average ncoll = PU N collisions have occurred. The time line
enters a new unit cell at intervals Tz, so N = t/Tz. The collision rate is thus f̄coll = ncoll/t = PU/Tz.
Rewriting gives

f̄coll = ∏
i

(
∆ti
Ti

)
∑

i

1
∆ti

, (a.1)

which conforms with the intuition that the collision rate is given by the product of P3D and an effective
resample rate.

a.2 collision rate verification

In the simplified RF heating model presented in Section 4.6.2, we update the ions’ secular energy
at intervals given by an estimated time tcoll between ion-ion collisions. To generate this time for a
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given set of ion and trap parameters, we first find an average collision time t̄coll, as derived in the
previous section. We then randomly sample from a truncated exponential distribution characterized
by this average rate. In this section, we analyze these methods through comparison with numerical
simulations.

The average collision time t̄coll is a function of the ions’ secular motion amplitudes ai,k (for ion i
in direction k), and their relative motional phase ϕk. We generate a random set of these parameters
(ai,k ∈ (0, 10−4) m, ϕk ∈ (0, 2π)) and simulate the ions’ time-dependent positions under the influence
of the RF potential with the full ion dynamics simulation, though neglecting Coulomb interaction to
ensure that the parameter set ai,k and ϕk remains unaltered for the duration of the simulation. We then
query how often the collision condition is met, i.e.

∣∣r1,k − r2,k
∣∣ < rc, simultaneously for all k = {x, y, z}.

The number of collisions occurring in the duration of the simulation gives us the simulated collision
rate. We compare this collision rate with the analytically obtained collision rate given by Eq. 4.50.
We repeat this method 20 times with randomly generated parameters, and plot the results in Figure
a.2, which compares the simulated and analytically obtained average collision rate (triangles). We
additionally repeat this process another 500 times, though replace the ion dynamics simulation with
an analytic expression for ion position, as given by Eq. 4.66, which greatly reduces the computation
time per repetition (circles). Results in Figure a.2 show good agreement between simulations and the
analytic model. The larger deviation at large collision times is attributed to larger statistical errors, as
only a few collisions occur during the millisecond simulation time.

After each collision event, a new collision time is to be determined. For this, one could simply
use the average time t̄coll, since this suitably approximates the time over which RF heating occurs
after thousands of collisions. However, we attempt to design our time selection procedure to be
more physically accurate, without compromising the computation time of the simplified RF heating
simulation. We do this by drawing a new time randomly from a distribution function, which is
parametrized by the analytically obtained average collision time.

Designing a physically accurate description of the distribution function is mathematically cum-
bersome, given the aperiodic nature of the 3D collision criterion. We thus aim to find a simplified
approximation of the distribution function. In our work, we have chosen an exponential distribution
based on the notion that the aperiodic collision conditions are uncorrelated events. This is a simplifica-
tion, since after a collision occurs, a subsequent collision is more likely to occur close to a multiple
of the three motional periods. Using the same randomized parameters as the results presented in
Fig. a.2(a), we obtain histogram bin counts of times between collisions, which are normalized to
the numerically obtained average collision time. The resulting data is shown in Figure a.2(b). For
comparison, an exponential distribution function is plotted. There is a good agreement at longer
(> t̄coll) collision times, but qualitatively less overlap at lower times. Regardless, this method represents
a computationally inexpensive improvement over simply selecting the average time t̄coll as a new
collision time. A further improvement is made by assuming that the minimum time between collisions
is required to be at least one half oscillation period, Tk. This restriction is imposed by rejecting and
resampling the randomly generated collision times, effectively truncating the exponential distribution
function. This truncated distribution is also shown in Figure a.2(b).

Ultimately, the main performance check is comparing the simplified simulation to the full ion
dynamics simulation, as in Figure 4.8(a). We can also compare the performance of the simplified
simulation using various strategies for generating new collision times, using 1) the analytically
obtained average time directly without sampling from a distribution, 2) sampling from an exponential
distribution characterized by the average time, 3) sampling from a truncated exponential distribution,
and 4) simulating ion positions after a collision to determine the time of the next collision. The energy
dynamics of the simplified simulation with these strategies are shown in Figure a.2(c), where each
shaded region represents standard deviation around the mean (µ ± σ) of 50 simulation runs for each
strategy. The change in energy is similar for all methods. However, the simulated ion position approach
has significantly more computational overhead. In our work we elect to use the truncated exponential
distribution function. While sampling from this distribution doesn’t lead to a notable improvement
of the simulation results compared to using the average time, it depicts a more accurate physical
representation, at nearly no extra computational cost.
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Figure a.2: Numerical analysis of collision time model. (a) Correlation plot of analytically and simulated obtained
average collision times t̄coll for a randomized set of ion motion parameters ai,k and ϕk. The simulated
data is derived from numerical ion dynamics simulations (triangles) and analytically approximated
ion positions (circles). (b) Distribution of collision times, normalized to the average collision rate. For
comparison, an (truncated) exponential distribution function is shown in blue (red). Various collision
time strategies are used in the simplified rf heating simulation, of which the results are compared in
(c).



bT W O - I O N H E AT I N G M E A S U R E M E N T S

This appendix provides an analytic expression that describes excitations of motional sidebands of a
two-ion crystal. The time-dependent excitations provide an accurate way to calculate mean phonon
numbers of individual modes, since their evolutions are sensitive to the mean phonon number. This
analytic model has been used to fit experimental data of motional sideband excitations after a series of
ion crystal rotations, discussed in Section 5.4. The content of this appendix is adapted from [88].

Measuring mode occupation numbers n̄ for low phonon numbers (n̄ ≲ 10) is done by addressing
motional sidebands at frequency ν = ω0 ± ωk, with ω0 the frequency of a |0⟩ ↔ |1⟩ carrier transition,
and ωk the motional mode frequency of mode k. The Jaynes-Cummings Hamiltonian

ĤI± =
1
2

h̄Ωn∓1,n ∑
i

(
âσ±

i + â†σ∓
i

)
, (b.1)

describes the interaction of this field with a red (blue) motional sideband, where the motional state |n⟩
is occupied by n phonons. Here, Ωn−1,n = η

√
nΩ0,0 and Ωn+1,n = η

√
n + 1Ω0,0 are the blue and red

sideband coupling strengths, σ+
i = |1⟩ ⟨0| and σ−

i = |0⟩ ⟨1| the atomic transition operators acting on
ion i, â and â† annihilation and creation operators. η is the mode-frequency dependent Lamb-Dicke
parameter, in our case η = 0.061 and 0.047 for the axial common and stretch modes. HI+ and HI−
represent interaction Hamiltonians on the blue and red sidebands, respectively.

The generalized ion state |ϕ(t)⟩ for two ions is given by

|ϕ(t)⟩ =
∞

∑
n=0

α
(n)
00 |n⟩ |00⟩+ α

(n)
01 |n⟩ |01⟩+

α
(n)
10 |n⟩ |10⟩+ α

(n)
11 |n⟩ |11⟩

(b.2)

with time-dependent coefficients a(j)
n obeying ∑n ∑j |a

(n)
j |2 = 1, with j ∈ {00, 01, 10, 11}. Given a

symmetric starting state ( a(n)01

∣∣∣
t=0

= a(n)10

∣∣∣
t=0

) and solely global operations, we can assume that

a(n)01 = a(n)10 for all t. Applying a beam on resonance with a red motional sideband transition to a pair
of ions in the optical ground state with phonon number n, |ϕ(0)⟩ = |n⟩ |00⟩, the system will remain in
the subspace

|ϕ(t)⟩ =α00 |n⟩ |00⟩+ α01 |n − 1⟩ |10⟩+
α10 |n − 1⟩ |01⟩+ α11 |n − 2⟩ |11⟩ ,

(b.3)

dropping the superscript (n) for convenience. The time-dependent Schrödinger equation ih̄ ∂
∂t |ϕ(t)⟩ =

ĤI− |ϕ(t)⟩ is then:

ih̄(α̇00 |n⟩ |00⟩+ α̇01 |n − 1⟩ |10⟩+
α̇10 |n − 1⟩ |01⟩+ α̇11 |n − 2⟩ |11⟩) =

1
2

h̄Ωn−1,n
[
α00
(√

n |n − 1⟩ |10⟩+
√

n |n − 1⟩ |01⟩
)
+

2α01

(√
n − 1 |n − 2⟩ |11⟩+

√
n |n⟩ |00⟩

)
+

α11

(√
n − 1 |n − 1⟩ |01⟩+

√
n − 1 |n − 1⟩ |10⟩

)]
(b.4)
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Combining identical states gives a set of coupled first order differential equations:

iα̇00 = Ωn−1,n
√

nα01

2iα̇01 = Ωn−1,n

(√
nα00 +

√
n − 1α11

)
iα̇11 = Ωn−1,n

√
n − 1α01

(b.5)

For initial conditions α00 = 1, α01 = α11 = 0, the solutions are given by:

α00(t) =
n − 1 + n cos

(√
n − 1

2 Ω−t
)

2n − 1

α01(t) = −i

√
2n2 − n sin

(√
n − 1

2 Ω−t
)

√
2(2n − 1)

α11(t) = −
2
√

n2 − n sin2
(

1
2

√
n − 1

2 Ω−t
)

2n − 1

, (b.6)

using the shorthand notation Ω± = Ωn±1,n. A similar method is used to find the system equations for
applying a beam on resonance with the blue motional sideband, which results in

α00(t) =
2 + n + (1 + n) cos

(√
n + 3

2 Ω+t
)

2n + 3

α01(t) = −i

√
n + 1 sin

(√
n + 3

2 Ω+t
)

√
2(
√

2n + 3)

α11(t) = −
2
√

n + 1
√

n + 2 sin2
(

1
2

√
n + 3

2 Ω+t
)

2n + 3

(b.7)

In general, the excitation of multiple ions can be collectively expressed by a global excitation E,
given by:

E =
1
N

N

∑
i=0

ipi (b.8)

where N is the total number of ions, and pi is the population of i ions in the excited state. The
collective excitation for two ions with n phonons is thus given by En(t) = |α11(t)|2 + |α01(t)|2, using
p1 = |α01|2 + |α10|2, and α01 = α10. A thermally distributed mode has a phonon number n occupation
probability given by

Pn̄(n) =
1

n̄ + 1

(
n̄

n̄ + 1

)n
, (b.9)

for mean phonon number n̄. The excitation for a thermally distributed mode is then

En̄(t) =
∞

∑
n=0

Pn̄(n)En(t) (b.10)

Ωn±1,1 is calculated with Equation b.1, with Ω0,0 determined from a ground state-cooled carrier
Rabi oscillation. En̄(t) is fit to experimental data of pulses on resonance with red and blue motional
sidebands to determine the mean phonon number.



c
D R E S S E D S TAT E D Y N A M I C S

Chapter 6 discusses population transfer dynamics of multi-level systems, in which strong coupling
between levels forms dressed states. In each of the examples discussed in Chapter 6, a specific initial
qubit state is driven with a weak probe. The probe is detuned by ∆Ω from the bare transition frequency,
in accordance with a dressed state produced by coupling other transitions with additional beams. This
appendix shows how the formation of dressed states can be derived, how appropriate detunings of
the probe beam are obtained, and what the effective Rabi frequency between the initial states and
dressed states are.

c.1 dressed state dynamics of one ion

Section 6.1.1 describes dressed state dynamics of one ion, with three levels (see Figure 6.2). Using the
basis {|1⟩ , | f ⟩ , |0⟩}.

The dynamics following the dressed state splitting of one ion (see Section 6.1.1 and Figure 6.2) are
derived from the Hamiltonian

H =

 0 Ω f 0

Ω f 2∆Ω g

0 g 2∆Ω − 2∆g

 , (c.1)

omitting the prefactor h̄/2. Ω f is the coupling strength of the weak probe, which couples |0⟩ and | f ⟩
and g is the strength of the pump, which couples |1⟩ and | f ⟩. The probe and pump have detunings
∆Ω and ∆g.

Analyzing the eigenvectors and eigenvalues of H reveals information about dressed states and their
associated resonance frequencies. In particular, we can establish which basis of states is formed by
setting the probe power to zero, Ω f = 0, which is then given by the eigenvectors of H, ignoring the
normalization factors,1

0

0

 ,


0

∆g −
√

∆2
g + g2

g

 ,


0

∆g +
√

∆2
g + g2

g

 , (c.2)

with associated eigenvalues

0, 2∆Ω − ∆g −
√

∆2
g + g2, 2∆Ω − ∆g +

√
∆2

g + g2. (c.3)

The interpretation is that applying g produces a new set of basis states, though includes the initial
state |0⟩. Resonant excitation from the initial state occurs when its eigenvalue is degenerate with the
eigenvalue of one of the other basis states:

0 = 2∆Ω − ∆g ±
√

∆2
g + g2 (c.4)

which is precisely the condition that produces the avoided-crossing excitation curves of Figure 6.2(b).
We see, for example, that if the pump detuning is large, ∆g ≫ g, there exist two cases of resonance.
∆Ω = 0 gives resonant Rabi cycling between |0⟩ and | f ⟩, which is just a run-of-the-mill two-level Rabi
oscillation. ∆Ω = ∆g produces resonant Rabi cycling between |0⟩ and |1⟩, which is known as a Raman
transition.

175



176 dressed state dynamics

For the engineered resonance scheme, we set the pump detuning to zero, ∆g = 0. The eigenvectors
reduce to1

0

0

 ,
1√
2

 0

−1

1

 ,
1√
2

0

1

1

 , (c.5)

and the resonance condition reduces to ∆Ω = ±g/2. A weak pump beam with this detuning then
produces Rabi cycling between |0⟩ and 1/

√
2(| f ⟩ ∓ |1⟩).

This set of eigenvectors represents a new basis of states, {|0⟩ , |−⟩ , |+⟩}, with |±⟩ = 1/
√

2(|1⟩± | f ⟩).
To find the effective coupling strength between these states, we can express the Hamiltonian in terms
of this new basis, using H̃ = R−1HR, with the matrix R = (|0⟩ , |−⟩ , |+⟩).

Using ∆Ω = g/2 and ∆g = 0, the Hamiltonian now reads

H̃ =

 0 −Ω f /
√

2 Ω f /
√

2

−Ω f /
√

2 0 0

Ω f /
√

2 0 2g

 . (c.6)

For a large pump coupling strength, g ≫ Ω f , transfer to the state |+⟩ is far off-resonance, thus will
not be populated. Rabi cycling occurs between |0⟩ and |−⟩, with a coupling strength Ω/

√
2.

In Section 2.2.3, we described what happens to the excited state population Pexc of Rabi oscillations
with Rabi frequency Ω if the light-field is detuned from resonance by ∆:

Pexc =
Ω2

Ω2 + ∆2 sin2

(√
Ω2 + ∆2t

2

)
(c.7)

Substituting Ω = Ω f /
√

2 and ∆ = ∆ f ± g/2, we find an excitation spectrum given by the sum of the
two plus/minus versions of

Ω2
f

Ω2
f + 2(∆Ω ± g/2)2

sin2


√

Ω2
f /2 + (∆Ω ± g/2)2t

2

 . (c.8)

c.2 dressed state dynamics of two ions

The same analysis can now be used for the extension to two ions, as presented in Section 6.1.2. The
starting state |00⟩ follows identical dynamics as the three-level system in the previous section, just
with a different state notation. From the starting state |01⟩, a total of four states are reachable, making
up the basis |01⟩, | f 1⟩,|11⟩ |1⟩n, and |1 f ⟩ with the Hamiltonian

H =


0 Ω f 0 0

Ω f 2∆Ω g 0

0 g 2∆Ω − 2∆g g

0 0 g 2∆Ω

 . (c.9)
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As before, we analyze the eigenvectors and eigenvalues of the system under the condition that the
probe is off, thus exposing the dressed states and their energies. We will only consider the case where
the pump detuning is zero, ∆g = 0. The eigenvectors are then

1

0

0

0

 ,
1√
2


0

−1

0

1

 ,
1
2


0

1

−
√

2

1

 ,
1
2


0

1√
2

1

 , (c.10)

with associated eigenvalues

{0, 2∆Ω, 2∆Ω −
√

2g, 2∆ +
√

2g}. (c.11)

Resonance from the initial state |01⟩ occurs when its energy is degenerate with another one of the
dressed states. We thus have three possibilities for resonant excitation from |01⟩, occurring at ∆Ω = 0
and ∆Ω = ±g/

√
2, which can also been seen in the right plot of Figure 6.3(c).

We denote the normalized eigenvectors as {|0⟩ , | f+⟩ , |−⟩ , |+⟩}. Casting these vectors into the
matrix R, the Hamiltonian can be expressed in terms of the basis of dressed states as

H̃ = R−1HR =


0 −Ω f /

√
2 Ω f /2 Ω f /2

−Ω f /
√

2
√

2g 0 0

Ω f /2 0 0 0

Ω f /2 0 0 2
√

2g

 , (c.12)

where we have set the detuning ∆Ω = g/
√

2. For g ≫ Ω f , we have resonant Rabi oscillations between
|0⟩ and |−⟩, with a Rabi frequency of Ω f /2. The excitation profile is found as before using Eq. c.7,
with the substitutions1 Ω = {Ω f /

√
2, Ω f /2, Ω f /2} and ∆ = ∆Ω + {0,+g/

√
2,−g/

√
2} given by the

sum of

Ω2
f

Ω2
f + 4(∆Ω ± g/

√
2)2

sin2


√

Ω2
f + 4(∆Ω ± g/

√
2)2t

4

 (c.13)

and

Ω2
f

Ω2
f + 2∆2

Ω
sin2


√

Ω2
f + ∆2

Ω/2t

2

 . (c.14)

c.3 dressed state dynamics of minimal instance error correction

We now analyze the dynamics of the minimal instance error correction scheme described in Section
6.2.1, whose levels schemes are shown in Figure 6.5. We follow the same procedure as the previous
sections.

Starting states |01⟩ and |10⟩ follow the same dynamics as in the previous section, requiring detunings
∆ f

Ω = g f /
√

2 and ∆e
Ω = ge/

√
2. Rabi cycling occurs at a frequencies Ω f /

√
2 and Ωe/

√
2.

1 Though not explicitly shown here, the excitation peak at ∆Ω = 0 has a Rabi frequency of Ω f /
√

2, which can be obtained from
H̃ with ∆Ω = 0.
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The dynamics of the starting state |00⟩ are derived from the Hamiltonian:

H =


0 Ω f 0 0

Ω f 2∆ f
Ω g f 0

0 g f 2∆ f
Ω ge

0 0 ge 2∆ f
Ω

 , (c.15)

using the basis {|00⟩ |0⟩n , | f 0⟩ |0⟩n |10⟩ |1⟩n |1e⟩ |0⟩n}, and assuming that g f and ge are both on reso-
nance. Non-normalized eigenvectors are

1

0

0

0

 ,


0

−ge/g f

0

1

 ,


0

g f /ge

−
√

g2
f + g2

e /ge

1

 ,


0

g f /ge√
g2

f + g2
e /ge

1

 , (c.16)

with eigenvalues

{0, 2∆ f
Ω, 2∆ f

Ω −
√

g2
f + g2

e , 2∆ f
Ω +

√
g2

f + g2
e} (c.17)

leading to resonance at ∆ f
Ω = 0,±

√
g2

f + g2
e /2. Choosing ∆ f

Ω = +
√

g2
f + g2

e /2, the Hamiltonian in the

basis of dressed states is

H̃ =


0 −Ω f ge/

√
g2

f + g2
e Ω f g f /

√
2g2

f + 2g2
e Ω f g f /

√
2g2

f + 2g2
e

−Ω f ge/
√

g2
e + g2

f

√
g2

f + g2
e 0 0

Ω f g f /
√

2g2
f + 2g2

e 0 0 0

Ω f g f /
√

2g2
f + 2g2

e 0 0 2
√

g2
f + g2

e

 , (c.18)

from which we see Rabi cycling between |0⟩ and the third basis state in Eq. c.16, with Rabi frequency
Ω f g f /

√
2g2

f + 2g2
e . Excitation from |11⟩ follows the same dynamics, though with g f and ge swapped.

The results in this section are actually a generalized version of the results in the previous two
sections: setting ge → g f reproduces the results from Section c.2, and setting ge → 0 reproduces those
from Section c.1.
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The ultimate results of the classical gates using dissipation through engineered resonance in Section
6.3.2 are the measured truth tables shown in Figure 6.13. These truth tables are in reasonable agreement
with the desired output (87% and 81% population fidelity for the OR and NOR gates, respectively).
Section 6.3.3 discusses the main sources of error that lead to imperfections in the gate’s process fidelity.
This Appendix provides a quantitative overview of simulations that isolate the individual sources of
error. A qualitative description of these errors is provided in Section 6.3.3.

Simulations are run with Python’s Qutip package [250]. The simulation tracks the quantum dynamics
of two four-level ions, with one shared mode of motion. The four levels of each ion are denoted
|0⟩ , |1⟩ , | f ⟩ , |e⟩, following the description of states in Section 6.3.1, schematically shown in Figure 6.8.
The default simulation settings are given in Table d.1

Table d.1: Default parameters of the engineered resonance gate simulations

Parameter Value

Pump coupling (g f ) 800 kHz

Probe coupling (Ω f ) 1.15 kHz

Dissipation rate (Γ f ) 9 ms−1

Transfer coupling (Ωe) 10 kHz
Initial mode occupation (n̄init) 0 phonons
Heating rate ( ˙̄n) 0 phonons per second
Sideband frequency (ΩSB) 550 kHz
Engineered state transfer duration, OR 909 µs
Engineered state transfer duration, NOR 642 µs
Dissipation duration 1 ms

The settings in Table d.1 are idealized, in the sense that the state population after the gate matches
100% with the desired output for each initial state.

We run the simulation for each of the four initial states (|00⟩, |01⟩, |10⟩, and |11⟩), for both gate types
(OR and NOR). The simulation is repeated for isolated sources of error. A description of these errors,
and their implementation in the simulation, is given below. The values used in the error simulations
reflect those that we have experimentally determined.

• Ideal — The default simulation settings are used, which produces an optimal gate.

• Heating rate — The motional mode heating rate is set to ˙̄n = 106 phonons per second. The initial
phonon number is kept at zero.

• Initial phonon number — The phonon number at the start of the simulation is set to 0.14. The
heating rate remains zero.

• Sideband cooling strength — The ideal simulation has a high enough sideband cooling strength Γ f
such that any non-zero mode occupation after the state transfer step is fully depleted during the
1 ms dissipation step. In this simulation, we set Γ f /(2π) = 4.5 kHz.

• Finite pump coupling — The pump coupling in the ideal simulation is set to be 100 times higher
than the value used in our experiment. This ensures that the condition g f ≫ Ω f is met, which
minimizes off-resonant excitation of the undesired engineered resonance transfer processes. In
the simulation, we set g f /(2π) = 8 kHz.
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• Off-resonant carrier excitation — The pump beam with coupling strength 8 kHz is detuned by
550 kHz from the carrier transition, which makes off-resonant excitation of the carrier non-
negligible. This is included in the simulation by including a detuned coupling of the |1⟩ ↔ | f ⟩
transition, with coupling strength g f /η = 142 kHz (with the Lamb-Dicke parameter η = 0.056).
Since the simulation of off-resonant carrier coupling require a realistic value of g f , the errors
include those of the ‘finite pump coupling’ described in the previous bullet point. Since this
off-resonant coupling generates a stark shift on the |0⟩ and |1⟩ states, the detunings of the pump
and probe beam have been appropriately compensated.

• Total — All the above errors are included.

Figures d.1 through d.4 give an overview of the simulation results under various sources of error
for the OR and NOR gates. The populations of the states |0⟩, |1⟩, and | f ⟩ are plotted for each ion
individually, as a function of time during the engineered resonance state transfer pulse, and the
dissipation pulse. The initial and final transfer pulses to and from |e⟩ are not shown. Additionally,
the population of the motional ground state, Pn=0 is shown. The final simulated input-to-output
truth-table is shown on the right.

Figure d.5 summarizes the contribution of various sources of error, displayed as the absolute
difference between the desired output population and the simulated output.
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Figure d.1: Simulated engineered resonance OR gates with various sources of error
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notes

1. Page 2 I’m not a big fan of the term QCCD to describe a segmented surface trap quantum computer. The acronym feels to
me like a misnomer introduced as a buzz-word. None of the definitions of CCD that a quick Google search provide mimic
the functionality proposed by the QCCD. Wikipedia (although no sources are cited) has the most generic definition: a set of
capacitors that are able to transfer electric change between neighboring electrodes. Most other definitions place CCDs in the
context of cameras, as being an array of light-sensitive metal oxide semiconductor (MOS) electrodes. I guess QCCD just refers to
the fact that the trap is chip-like with many separated voltage carriers. It is, nevertheless, worth introducing the term QCCD,
since that has become the default nomenclature.

2. Page 3 Customarily, it is asked to paint a literary “red line” in the introduction of a thesis that form a logical connection between
works done during the PhD. I would forego that formality and just present each project as self-standing and in it’s own way
some contribution to the field of quantum computation, without creating a forced narrative to link it all. Although, it was
suggested to me that this thesis would be more enjoyable if chapters were bridged with plot twists and cliffhangers.

3. Page 6 In a lot of literature on ion trapping, the equations for the Mathieu a and q parameters are written in terms of an electrode
voltage and the distance between the trap center and the electrode, instead of field curvatures αk and βk , as I have done. Because
electrodes are not perfectly hyperbolic and do not extend off to infinity, representing the a and q parameters in terms of electrode
distance and voltage is an approximation. Often an additional geometric factor is introduced to correct for this discrepancy.
For 3D blade traps, this factor is approximately 1. In segmented traps, or worse, segmented planar traps, this metric of the a
and q parameter is less meaningful, since the geometric factor can be quite large and and potentials are generated by a large
combination of electrode voltages.

4. Page 6 Most documents introduce ion trapping by taking the step from the Mathieu differential equation the stable solution
equation of motion. In my opinion, this is basically answering the question “Why does an RF harmonic potential generate stable
confinement?” with “Because the math says so.” which I find pretty unsatisfying. Intuitively, it’s not straightforward to reason
why an electric field that is on average zero should produce a restoring force. The hand-wavy way that I look at it: Consider
that the force from the RF field that drives the ion is both position and time dependent. The further away an ion is from the
trap center, the higher the amplitude of the force. The crucial insight then comes by considering the force on an ion in a single
period of the RF drive. Here, within our usual stability region (qk < 0.9), the amplitude of an ion’s motion is small compared to
it’s displacement from the minimum of the harmonic potential. During one oscillation, an ion moves a bit further from the
center, and then a bit closer, exactly out of phase with the force being applied to it. The force of the RF field is slightly higher
when the ion is further away in this cycle. The restoring force is therefore slightly higher than the repulsive force. The overall
restoring force that makes up an ion’s secular motion comes from this difference.

5. Page 6 The analytic expression for ωk is given by

ωk = DkΩRF (e.1)

where Dk can be found recursively using the continued fraction

D2
k = ak +

q2
k

(Dk + 2)2 − ak −
q2

k
(Dk+4)4−ak−...

+
q2

k

(Dk − 2)2 − ak −
q2

k
(Dk−4)4−ak−...

. (e.2)

However, having the combination of both recursion and infinity division makes it not so straightforward to solve. I used the

ansatz of D(0)
k = (1/2)

√
ak + q2/2, and worked out the recursive function up until the 10th power, to solve for D(1)

k . This then

is used to solve for D(2))
k , and so on. However, this method does not work for all values of ak and qk . As it turns out, parameter

regions where this method does not result in complex numbers, and converges to a finite value, correspond exactly with the
Mathieu stability diagram.

6. Page 6 I describe the pseudopotential as being an effective field that would explain the the derived secular motional frequency
ωk . In most literature, this is done the other way around: The pseudopotential is derived by integrating average forces due to
the oscillating field. The secular frequency is then calculated as consequence of the pseudopotential.

7. Page 14 The Bloch sphere is almost universally depicted with |0⟩ on the north-pole, and |1⟩ on the south. Accordingly, |0⟩ often
is taken to represent the higher-energy excited state. Although the labeling convention is arbitrary, this choice always feels
awkward to me. Zero is, after all, less than one. In this thesis, |0⟩ is always taken to be the ground state.

8. Page 40 My first weeks in the group were hectic: to assure renewal of funding for our project, it was required to demonstrate that
the experimental setup was at a stage that ions could be trapped. The review meeting was at the end of May, and I arrived at
the start of May to an experiment where already for several months attempts were made to trap ions. My first weeks were spent
working on helping Matthias and Rafael swap out traps in the experiment. Towards the end of the month, literally a few hours
before the review meeting during which the project’s progress was discussed, we were able to send pictures of trapped ions.

9. Page 40 Fun anecdote: There were a few issues with the version of the Berkeley trap that was shipped to us, which required us to
re-coat the silica in-house from scratch. This led to a pretty embarrassing first impression story: During one of our group’s
retreats, I fully let loose in pointing out in what state the trap was sent to us. It was already mentioned to me that the project
would be getting a new supervisor, his term starting after the group retreat. What was not mentioned to me, is that Philipp

187



188 NOTES

Schindler had spent the past year and half in Berkeley, nor was it mentioned that he was sitting in the audience during the
group retreat. So after about the third slide of me complaining about the trap, Philipp spoke up with a hint of outrage. My
casual reply was “You’re not from Berkeley, are you?” We got awkwardly formally introduced directly after the talk.

10. Page 43 If the contents of this thesis were distributed according to real-world time spent on each topic, the topic of acquiring liquid
Helium would take up two or three chapters. As it turns out, Helium is already scarce and expensive enough in gaseous form,
let alone in liquid form. Simply ordering liquid Helium to be delivered to the University on a regular basis was not an option.

Initially, the plan was to order a transport van on a bi-weekly or monthly basis, load it with empty dewars and a bundle of
recovered gaseous helium, and drive it to Garching, Germany. There, at the Walther-Meißner-Institut, a two hour drive away,
gaseous Helium is deposited, liquid Helium is filled, and one-to-two hours away we’d be on our way for another two-hour
drive back to Innsbruck. Not to mention the time-budget involved in wheeling over the gas-bundles to and from an industrial
forklift to get it loaded and unloaded from the van. All-in-all, a full day’s work to get a full dewar of Helium, including the van
pick-up and drop-off on the opposite side of Innsbruck. Not the best investment of a Ph.D. student’s time.

Fortunately, our group not being the only one requiring liquid Helium, our institute decided to purchase a second-hand
liquefier, so that our recovered gaseous Helium could be re-liquified on campus. What a time saver!

Unfortunately, it wasn’t. The liquefaction plant still took an immense amount of time for regular operation, and that’s not
including the amount of time spent on repairs, servicing, and refilling with newly ordered gaseous helium. The most intense
repair occurred in early 2021, when the liquefier’s expansion machine malfunctioned. New strict Covid border restrictions
prevented the company that supplied the liquefier to drive over from Germany for repairs. Instead, we got a Word document
that detailed how to take apart the liquefier ourselves to extract the expansion machine, which we loaded into a van and drove
over to Germany. When I arrived at the company on a Friday at 16:00, there was no one there. So I rang the neighbors doorbell,
a farmer by the looks of it, and dropped off the expansion machine in his barn. All ended well with those repairs, but it took
several months, obscene helium losses, and an immense bill before we were back in full operation.

11. Page 49 The toroidal wire coil has served us reliably for multiple traps. For a brief time we also tried another interesting option:
a yttrium barium copper oxide (YBCO), high-temperature superconducting, spiral coil. It was a neat idea, since at cryogenic
temperatures the coil’s resistance would be zilch. However, the thing turned out to be a nightmare. As thermal stress easily
destroys the high-temperature superconductor (HTS) properties, we could not solder wire connectors onto the YBCO coil with
regular tin-based flux, but used indium instead. Indium melts at much lower temperatures than tin, but there’s a reason its
not used regularly for soldering. It does not ‘latch’ to metal properly, making it almost useless to solder with. In the end we
managed to make a connection by sticking the connecting wire into a excessively large blob of indium, but destroyed two YBCO
coils in the process. Also, having indium as a solder joint meant that we were restricted in to what temperature we could bake
our setup after closing. Another problem was that we couldn’t test the resonance properties or the matching network outside of
vacuum at room temperature. Dipping it in a liquid nitrogen bath gets us some information, but were unable to extrapolate
to 30 K operation, like we did with the other coils. So we had to ballpark the capacitances of the matching network. While
we weren’t too far off in the end, the advantage of having a potentially high-Q resonator was subdued by having imperfect
matching. In the end, the YBCO resonator simply gave up one day and stopped resonating, and was promptly replaced with a
wire coil.

12. Page 54 We have an in-vacuum lens with a ridiculously high NA, custom milled slits, placed on a >15 kEuro translation stage
stack, shielded from the trap by a custom gold-wire mesh. What do we use it for? Check to see if our beams are aligned properly.
Yes, this endeavor was a bit of an overkill. On the other hand, we did use the lens to show that state detection can be done from
ions trapped in a cryogenic surface trap within 50 µs. This is, at the very least, a solid proof-of-principle demonstration that
such an optical setup is compatible with surface traps in cryogenic environments.

13. Page 54 Word count in this sub-section for the word ‘control,’ or some variation thereof: 21

14. Page 56 One critical difference between the Berkeley trap and the Golden Gate trap is the way they were/are mounted onto the
trap holder. The Golden Gate trap is wire-bonded to a chip carrier, which is connected to the trap mount through a ceramic
pin grid array (PGA) interposer, which electrically connects to the trap PCB; a simple design carried over from the previously
installed Sandia trap. The Berkeley trap, however, was directly wirebonded onto the the trap PCB, with the trap itself sitting on
a trapezoidal pedestal. It looks rather cool, like the trap is sitting on an elevated throne. The thing we didn’t take into account
with this design is the travel range of the wire-bonding machine, which should be able to bridge the height gap between the
PCB and the top of the pedestal. It didn’t. We therefore resorted to mounting the PCB onto translation stage that would allow
the assembly to move up and down to help bridge this gap. So for each bond wire, the micrometer positioner needed to be
turned to move the stage up by about a centimeter, and then back down for the next wire. With each pad double-bonded, we
needed to twist the stage more than 100 times up and down. And with ‘we,’ I mean Kirill Lakhmanskiy, who gets full credit
and acknowledgment for helping us not only with bonding the trap, but also to clean and coat it.

15. Page 60 After gold coating, two or three electrodes were shorted with their neighbors. This is apparently not entirely uncommon, as
the deposition flux is not 100% collimated. Alternatively, some grains or chunks between electrodes may bridge them electrically.
Either way, such shorts are not necessarily mean a lost cause for the trap, as there are subtle and not so subtle ways to remove
them. If there are visible (by microscope) grains near the surface, they can still be removed mechanically with ultra-thin plastic
filament, and a steady hand. If whatever causes the short is deeper down in the trench, this could be incinerated by passing a
current through it. Two fine probes touch the two neighboring electrodes, connected by a current limited voltage supply. In the
best case scenario, the cause of the short has the relatively highest resistance in this circuit, heats up, and disintegrates. This is
accompanied by a very satisfyingly small crack, and a drop in current to zero. In the worst case scenario, and certainly not a
scenario that hasn’t happened in the past, a mini-explosion causes the electrode coating to completely flake off.

16. Page 69 A seemingly more descriptive way to put it is non-periodic Coulomb forces. However, this phrasing would suggest that the
Coulomb interaction is periodic when ions are crystallized. Counter-intuitively, this is not the case: the Coulomb potential is a
function of three periodic signals, but sums and products of of periodic signals are not periodic, unless the individual periods
are rationally related. So a safer way to describe the distinction between the Coulomb potential in an ion crystal versus an ion
cloud is with regular and irregular. Another way to characterize the difference is to use the term chaotic for an ions motion in an
ion cloud, whereas motion in a crystal is predictable.
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17. Page 70 I’ve been warned to steer clear of using the term chaotic, because apparently this term is reserved for mathematicians who
know what they’re talking about. However, I’ve seen the term pop up in enough ion cloud literature [138, 150] and I’ve ran numer-
ical tests for chaos on the simulation data [251], so I feel the term’s usage is justified. I take it to mean that if I run the same sim-
ulation twice with marginally different starting values, the motion of ions between the two simulations are quickly uncorrelated.
Comically enough, the article on ‘Chaos’ on MathWorld [252], spends most of its introduction on describing how ill-defined
chaos is in mathematics, and concludes with “So a simple, if slightly imprecise, way of describing chaos is ‘chaotic systems are
distinguished by sensitive dependence on initial conditions and by having evolution through phase space that appears to be
quite random.’ ” That fits the bill in our simulations, so I’m going to stick with that terminology.

18. Page 71 Other literature points [151] to another possible discrete transition between crystal and cloud. This transition can occur
with a multi-ion crystal that expands in a direction with an RF potential (i.e., not a linear chain along the RF-free axial direction).
The Mathieu stability conditions for the trap control parameters (the q and a parameters) for such a crystal are not the same as
for a single trapped ion. If one were to change the trap control parameters (for example, by increasing the trap drive power), the
crystal is brought outside of the stability region, and it ‘shatters.’ Individual ions have more relaxed Mathieu stability conditions,
and thus remain trapped, albeit in a melted state. This kind of melting event happens under very specific conditions, and are
not applicable to the trap parameters described in this section.

19. Page 72 Generally speaking, RF heating is an energy exchange between secular and RF energy. It can thus, in theory, just as well
lead to cooling. However, the average trend is for secular energy to increase. So where, then, is the break in symmetry that leads
to heating, on average? An intuitive answer is that energy is an absolute property that can’t drop below zero; randomly adding
or removing energy, starting from a low energy with the boundary condition that energy can’t be negative, will thus on average
lead to an increase in energy, i.e. heating. The same argument can be made for surface noise-induced heating. This argument
requires a bit more nuance, since ions require a non-zero threshold energy in order for RF heating to kick in, but in essence
remains similar: RF heating shuts off below a threshold, so on average the process that adds energy is favored.

Unlike surface-noise induced heating, which reaches a thermal equilibrium with the electric field “bath,” I don’t suppose
that RF heating leads to a thermal equilibrium: If we consider the “bath” to be the energy available in ERF and note that the
energy of this bath scales roughly with the square of the displacement of the ion, we notice that while the ion gains energy, the
bath gets hotter. There is therefore no theoretical upper limit to the heating process of RF heating, except, of course, the trap
depth.

20. Page 80 There is actually nothing surprising about the fact that collisions seem to occur only near the trap center: the two
ions’ center-of-mass motion follows a trajectory that is identical to that of a single trapped ion. This trajectory is not affected
by the chaotic behavior of the ions, nor by RF heating. The amplitudes of this trajectory thus remain constant indefinitely.
These amplitudes are set by the background-particle collision. A typical collision (usually with a hydrogen molecule) induces
oscillation amplitudes of no more than a few micrometers. When ions subsequently collide with each other, naturally they
are both close to their center-of-mass, which is restricted to being close to the center of the trap, even as the individual ion
amplitudes grow into tens of micrometers. It’s rather surprising to see that in a simulation of an ion cloud, properties like ion
position, separation, and energy all behave so chaotically, while there’s an underlying property, center-of-mass motion, that
remains very stable. In hindsight the stability of this property is an indication that the numerical simulation is working properly.

21. Page 81 A majority of collisions lead to a — in my words — near-negligible energy changes. I also claim that collisions that
have a peak Coulomb energy below a threshold of 0.5 meV result in a negligible change in energy. Furthermore, though not
plotted, the majority of collisions occur with peak Coulomb energies below this threshold. One might wonder that since an
overwhelming number of collisions occur below this threshold, that the sheer number of ‘negligible’ energy changes might
still result in an overall energy change, and should thus be taken into account. I wanted to avoid polluting this section with
too many statistical checks, but you can rest assured that this question has been checked and debunked: the overall change in
energy comes predominantly from collisions above the peak Coulomb collision threshold.

22. Page 86 It’s a seemingly simple problem: there are three pulse waves, each with a known frequency. What then, is the (average)
frequency of the product of those pulse waves? Coming up with a formal answer has been less trivial than expected. Firstly, it
isn’t obvious that the product of multiple periodic functions isn’t necessarily periodic. The product will only be periodic if the
ratio of periods of the separate functions is rational (or in other words, if the periods share a common multiple). The periods of
secular motion of ions can not be assumed to have this relation. Despite this non-periodicity, the combined function still exhibits
regularity, so one would expect a simple derivation to find it’s average pulse rate.

In the end, neither extensive Googling, asking of colleagues, nor putting pencil to paper resulted in a mathematically
sound derivation. Appendix a shows how the solution is logically deduced using a geometric argument, of which I have mixed
feelings: on the one hand, it works, and that should be all that matters. On the other hand, it would have been more satisfying
to back up with a proper mathematical derivation.

—Last-minute update— My older brother, while reading through my thesis, came up with a much more intuitive derivation
of the mean collision rate than the rather convoluted geometrical proof of Appendix a (I mean really... three time dimensions??).
Instead of considering a collision to be the single case where Bx ByBz = 1, one could analyze three independent scenarios that
constitute a collision: 1) Bx changes from 0 to 1 under the condition that ByBz = 1, 2) By changes while Bx Bz = 1, and 3) Bz
changes while Bx By = 1. Since these scenarios are independent, the total average collision rate f̄coll is the sum of the mean
rates of each, which I’ll refer to as f̄x , f̄y, and f̄z. Let’s look at f̄x : A change of Bx from 0 to 1 occurs at a frequency of 1/Tx .
The probability that both By and Bz are 1 during a randomly selected Bx change is given by the product of the individual

probabilities, (∆ty/Ty) · (∆tz/Tz). The rate f̄x is therefore 1
Tx

(
∆tz∆tz
Ty Tz

)
. It’s then straightforward to see that f̄x + f̄y + f̄z is the

same as the collision rate given in Eq. 4.50. Note, as was the case in Appendix a, this derivation still requires that Tx , Ty, and Tz
are irrationally related.

23. Page 86 Simplified ion dynamics simulations are initialized with ions being given random amplitudes. The way we’ve chosen
these amplitudes, uniformly at random, may not be physically accurate. After a few simulated collisions, these values get
scrambled enough that this initial distribution is irrelevant. While it wouldn’t have affected the outcome of the simulation if all
the amplitudes ai,k were set to be equal, or if all (1/2)mω2

k a2
i,k were set to be equal, or if only one of the two ions was given an

initial motional energy, it seemed fairer to give them some initial distribution.
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24. Page 99 As nice as it would be to show the scaling of D ∝ ωa
r , with a = 2.5 as shown in Table 4.1, with three data points and their

errors, it is rather pointless. If one stubbornly attempts to fit these data points, however, the exponent a = 2.5 does lie within the
error range of that fit result.

25. Page 101 The analogy that I like to draw is the RF heating models that I’ve presented are like understanding climate instead of
weather. The models are not useful for predicting rapid energy changes that ions will undergo during RF heating, but more for
estimating an average trend of energy change. In the same way, certain meteorological models are not intended to predict if it’s
going to be warm next week, but rather what global warming will do to the climate over the next decades, which incidentally is
also a study of heating rates of a chaotic system.

26. Page 103 Collision times are likely dominated by the motional periods of the lighter mass. If we assume the limiting case that
heavier mass is much heavier than the lighter one, the lighter ion is oscillating much faster than the heavier one. In this case,
when calculating collision times, we could model the heavier one as effectively standing still, and ignore whatever frequency it
is oscillating at. This is similar to setting the motional amplitudes ai,k, with i the index of the heavier ion, to zero. Collision
times then follow directly from 4.50, and is only dependent on the motional frequencies of the lighter ion. This is speculative,
and remains to be confirmed by simulation.

27. Page 104 A common misconception about ion traps is that at the center of the trap, the RF-null, the electric field potential is zero
and constant, as it is often drawn to be the case in the oscillating saddle potential picture. In fact, the potential here, due to an
applied RF voltage, is roughly half of the potential at the RF blades, since this potential component is zero at the remaining
blades. This means that the potential at the RF-null is oscillating at half the amplitude of the applied voltage. From an ions
point of view, of course, this is irrelevant since it only experiences a force due to a potential gradient, F = −q∇V.

28. Page 115 The operation is generally referred to as crystal separation, or ion chain splitting, but when speaking colloquially in the
lab I often simplify it to “ion splitting.” That terminology can be humorously misunderstood to refer to a fission process, which
if I’m not mistaken would turn 40Ca+into Argon. It would not surprise me, however, if that term accidentally found its way into
this thesis in a few places.

29. Page 125 The axes are labeled potential curvature because this is what the second-order Yl,n represent. This can admittedly be
misleading, since in reality the potential curvature of each Y2,n term depends on along which axis you describe it (for example,
the Y2,0 term has half the field curvature in the two radial directions as it does in the axial direction). The axis describes the
value ν2,n, being the contribution of each potential in the linear combination VDC = ∑n ν2,nY2,n. Should you wish to see what
Y2,0 actually means in terms of terms of curvature in the axial direction ψz, we can use

VDC = ν2,0Y2,0

= ν2,0(2z2 + f (x, y))

=
1
2

ψzz2 + f̃ (x, y),

from which we see that the axial curvature is ψz = 4ν2,0.
30. Page 131 Machine-learning is a good candidate for the rotation parameter optimization, but I do not claim it to be necessarily the

best. Truth be told, I chose it partly out of an interest to see if neural networks could be applied in our experiment. There is
somewhat of a hype surrounding neural networks, and their usefulness and applicability has certainly been demonstrated. It’s a
powerful tool since it requires very little knowledge from the user’s side, both from the point of view of understanding what
the network does and how it is optimized, and from the point of view of understanding the model that the network is trying to
describe. The latter is incidentally one of the critiques that some have of neural networks: a well-trained network can be used
effectively as a predictor of some output given some input, but it remains a black-box in the sense that it reveals very little
about the model it’s emulating. For example, a well-trained image-detection neural network might be able to tell a self-driving
car that a person is crossing the street in front of it, but it’s a scary thought that the people who designed it have no idea how it
works. Likewise, with the neural network optimization for ion crystal rotations, I learn very little about why parameters require
adjustment from the initially simulated values, though that may be less critical than in pedestrian-detection.

In the end, while perhaps not the most efficient method, the neural network-based optimization managed to improve a
procedure that resulted in tens of induced phonons to less than one, which is something I couldn’t manage manually. The
method requires very little mathematical knowledge or intervention.

I also attempted to use this same machine-learning approach to optimize MS gates, to contrast it with the Bayesian
optimization method used in [111]. The Bayesian method is a polar opposite of the neural network approach, since it demands
a high-level of prior knowledge of the model describing the system. Also here, the neural network approach resulted in a
high-fidelity gate as an output. Though optimization took notably more time than in [111], it can be argued that the method is
more robust to model errors, and more aptly finds an optimum in the presence of noise

31. Page 131 There’s probably a million good YouTube videos that describe how a neural network works, but a delightful one that can
be enjoyed by physicists, and their grandmothers alike, is by Grant Sanderson from 3Blue1Brown [253]

32. Page 136 Is it fair to assume that the phonon state post-rotation is thermally distributed? We are, after all, not applying electric field
noise, but a sequence of well-controlled fields. The measured excitation profiles match reasonably with the model that assumes
a thermal distribution, even when considering the profiles of |11⟩, |01 + 10⟩, and |00⟩ separately. While that in itself is not a
proof that it’s a thermal distribution, it at least distills confidence that the calculated phonon number is a reasonable estimate.
Other works [124, 178] go the extra mile to include coherent phonon displacement in the heating model.

33. Page 138 We took a data set that shows the Ramsey contrast for various initial ion separations, by changing the initial axial
confinement. A rotation sequence then consists of first bringing ions to the confinement at which rotations were optimized,
applying the rotation, and bringing the ions back to their initial separation. Sandwiched between two Ramsey pulses, one can

see that the cyclical drop and recovery of Ramsey contrast, as ϕ
(1)
pos and ϕ

(2)
pos move in and out of phase with respect to each other.

34. Page 139 Why use only 100 rotations to show success rate of Ca - Sr rotations? That is a classic case of saying on the day itself “I’ll
measure that properly later.” By the time it was ‘later’ the setup was disassembled and traps were exchanged. Remeasuring
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just Ca - Sr success rate would not fit in the narrative of the rest of the chapter since trap electrodes and filters are completely
different.

35. Page 146 Whether or not one should omit the motional mode in the state notation has been a recurring discussion. I repeatedly left
them out where I felt the motional mode wasn’t important in the context of what is being explained, and could instead be
distracting or confusing. However, notational correctness outweighs notational convenience, so I reluctantly reintroduced it in
many places.

36. Page 155 Heating rates in our trap are notably reduced when adding external filters to the DC connections of the trap electrodes.
Having low heating rates is quite crucial in the engineered resonance dissipation experiments. The fact that we require a low
axial motional frequency does not simplify this. It is therefore important for the functionality of the sequence that the external
filters are used. However, with a pretty aggressive frequency cutoff of about 12 Hz, it is not possible to apply ion reshuffling
sequences on every cycle of an experiment, since they’d have to occur in a matter of at most tens of milliseconds.

Instead, we have a reordering sequence that lasts about half of a second. We could, in principle, run this sequence between
each subsequent set of cycles. However, we have found that since the reorder sequences is not extremely gentle with ions (it
involves pushing the Sr ion about 10 micrometers from the trap center), the ion lifetimes are noticeably reduced by performing
this reorder so frequently.

We therefore elected to only run the sequence when necessary. In practice, this means monitoring fluorescence, excitation,
and/or ion position (when using the CCD camera) to detect changes in crystal orientation and quickly clicking the “reorder”
button whenever that happens. There’ll be a few faulty data points, but can be removed/ignored. For the data presented in this
section, if a reorder occurred during a scan, the whole scan was discarded and retaken.
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