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Abstract

Linear ion Coulomb crystals stored in radio-frequency traps have led to state-of-the-art experi-
ments in quantum information science, with outstanding control over the individual particles
as well as the interactions between them. This has led to the establishment of linear ion crystals
as one of the leading platforms for experiments in the context of quantum computation, sim-
ulation, metrology and sensing. However, scaling up these systems beyond ∼50 particles while
maintaining precise experimental control over them has proven challenging, yet is required for
carrying out computations or simulations beyond the capabilities of classical computing, a major
goal in experimental quantum information science. This thesis work reports on the setup of a
new experimental apparatus for achieving quantum control over ion Coulomb crystals of larger
size than previously possible in radio-frequency traps, by moving away from the conventional lin-
ear ion crystal configuration and instead trapping planar ion crystals. The approach of harnessing
the second spatial dimension opens up ways to mitigate some of the scaling-related technical lim-
itations encountered in linear ion crystals. An additional benefit is the possibility to naturally
implement interactions of particles in two dimensions, particularly relevant e.g. for extending the
range of models that can be directly investigated in quantum simulation. While previous efforts in
quantum control over planar ion Coulomb crystals in radio-frequency traps had been limited to
small systems, our work marks the first demonstration of extending this control beyond 100 ions.
This thesis work provides evidence that known challenges arising in planar ion Coulomb crystals
such as radio-frequency heating, micromotion, and structural phase transitions can be overcome
in order to build a robust experimental apparatus for quantum simulation applications. The ca-
pabilities of the apparatus are demonstrated in characterization measurements and experiments
harnessing quantum correlations, notably entanglement.
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1 Introduction

Quantum mechanics, once merely a subject to be studied, has turned into a
valuable tool, its unique phenomena now harnessed for practical applications
within the context of quantum technologies. Indeed, the field of quantum
technology has experienced rapid progress, from the development of lasers
and transistors during the first quantum revolution to the present era, where
it has become possible to manipulate individual quantum objects with un-

precedented precision. Recent advances in quantum control have allowed fully controlled quan-
tum systems to be engineered in the laboratory for applications such as computation, simulation,
communication, metrology and sensing. Here, numerous experimental platforms are explored,
among them trapped atomic ions, over which outstanding control has been proven possible [1, 2,
3, 4, 5, 6]. In particular in analog and variational quantum simulation experiments precise manip-
ulation of large ion crystals has been demonstrated, allowing for the study of quantum many-body
physics with several tens to hundreds of particles [7, 8, 9, 10, 11, 12]. Here, the quantum system in
the laboratory, i.e. the simulator, can be made to mimic the behavior of other inaccessible and
complex quantum systems in nature.

Oftentimes, ensembles of interacting spin 1/2 particles are simulated as they can model rele-
vant effects such as magnetism in condensed matter or the transport of excitation in molecules
[13, 14]. The dynamics of such ensembles are complex, in particular when long-range interactions
between the spins are present, and once the system exceeds a certain size, it is no longer feasible to
calculate its dynamics efficiently on a classical computer. At this point quantum simulation be-
comes particularly relevant: Interesting properties of complex many-body Hamiltonians can be
directly observed in the laboratory, while numerical simulations can no longer provide an answer.
However, it still remains an outstanding challenge to increase the number of individually control-
lable particles in the laboratory, to eventually reach such a regime in which numerical simulations
would be too elaborate to be carried out by classical computers, while still maintaining the state
of the art level of control that is possible over small systems.

So far full quantum control, i.e. establishing coherent global and single-particle control as well
as entangling interactions between particles, has been achieved within linear ion Coulomb crys-
tals of up to about 50 particles, which are stored in a 3D linear radio-frequency (RF) Paul trap
[15]. Here, ions are arranged along the symmetry axis of the trap to avoid complications from
RF-driven micromotion, entangling interactions are realized by coupling to the common motion
of the ions via a bichromatic laser field, and single-particle interactions are accomplished with
laser beams focused down to spot sizes below the ion-ion distance. In these experimental systems
the ion number limit arises from technical challenges due to the extremely anisotropic trapping
potentials that are required to keep a long ion crystal linear. As the RF potential responsible for
creating transverse confinement of the ions cannot be made arbitrarily high, the potential creating

2



axial confinement needs to be reduced as the ion number increases, to avoid the ion crystal under-
going a phase transition to a zig-zag structure [16, 17]. As a result, it becomes difficult to maintain
sufficiently low temperature along the ion string, where due to weak confinement strong heating
effects compete with laser cooling. On the other hand, due to the typical spacing of ions with
respect to each other on the order of micrometers, crystals consisting of tens of ions extend over
a significant length scale, leading to difficulties in laser-addressing outer ions.

A natural way to facilitate scalability in ion trap systems is to also make use of the second spatial
dimension. Penning traps have shown to allow for global manipulation of planar ion crystals con-
sisting of hundreds of particles [7]. However, control of individual ions constitutes a significant
challenge as Coulomb crystals in Penning traps rotate at rates of tens to hundreds of kHz, and
has only recently been reported for the first time [18, 19]. While arrays of surface (2D) Penning
[20, 21] or RF traps[22, 23, 24], where each micro trap confines a single ion, would in principle
allow ions to be trapped in nearly arbitrary fixed 2D geometries, technical challenges have so far
prevented the scaling of such systems beyond several ions. These challenges include the typically
shallow trap depths of surface traps, correlating with high ion loss rates. Furthermore, large sur-
face traps significantly restrict free space optical access and may require the use of integrated optics,
a complicated endeavour, in order to reliably deliver laser light to desired locations. Additionally,
exposure of the ions to strong surface electric field noise due to their typically small distance to
trap electrodes in such micro trap arrays, may cause further complications in the form of strong
heating effects.

The key goal of this thesis work was to implement an alternative approach of trapping 2D ion
Coulomb crystals in a stationary way and thus facilitate single-particle control, by confining the
ions in a single potential well of a 3D RF trap, a strategy also employed by several other research
groups [12, 25, 26, 27]. Our work is set in the context of quantum simulation, with the aim to
apply the proven methodology for realizing spin models in linear ion crystals, i.e. combining co-
herent single-ion operations and measurements with engineered spin-spin interactions, mediated
by the motional modes of the ion crystal, to directly implement spin Hamiltonians in the system.
The motivation for extending the system into the second spatial dimension is not limited to carry-
ing out simulations with larger ion numbers than those previously controlled in RF traps; it also
opens up the possibility for directly studying quantum many-body phenomena in two dimen-
sions. However, several experimental challenges emerge in this approach that require mitigation
strategies. As most ions in planar crystals are inevitably displaced from the RF null in the trap
center, they experience micromotion at the trap drive frequency with possible adverse effects on
laser-ion interactions, e.g. a laser beam appearing to be phase modulated in the reference frame of
the ion [28]. One strategy to mitigate such complications is to manipulate the ions only with laser
beams from directions perpendicular to the micromotion, which in our case necessitates moving
away from the conventional 3D linear Paul trap geometry that would restrict optical access from
relevant directions. The presence of several structural phases, i.e. lattice configurations in which a
planar ion crystal can exist [16, 29], constitutes an additional major challenge. Transitions between
structural phases may arise from e.g. background gas collisions or RF heating effects [30, 31, 32].
It is crucial to implement strategies for detecting and controlling these events in order to prevent
experimental errors as e.g. individual-ion quantum state detection and manipulation rely on ion
positions to remain stable.
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1 Introduction

This dissertation, along with the thesis of Dominik Kiesenhofer, reports on setting up a new
trapped-ion experiment for controlling planar ion crystals beyond 100 particles stored in a RF
trap. While previous work with planar crystals in RF traps has been limited to small systems of
several ions, e.g. the demonstration of EIT cooling of the out-of plane motional modes of a 2D
crystal consisting of 12 171Yb+ ions [33] and frustrated quantum magnetism with 10 ions [34],
our work marked the first realization of quantum control over significantly larger crystals1 and as
such constitutes a highly-relevant project within the NISQ (noisy intermediate scale quantum)
era [37]. It should be noted that the implementation of single-particle control is beyond the scope
of this thesis, with the installation of the necessary technical upgrade concluding as this thesis is
finalized.

The thesis is structured as follows: Chapter 2 introduces the quantum information concepts
essential for understanding this work: starting from basics on storing, manipulating and reading
out quantum information, to discussing the role of quantum correlations and concluding with
a section on quantum simulation of spin models. In ch. 3 experimental tools for quantum in-
formation science with trapped ions are introduced, from ion storage in RF traps to quantum
state manipulation and its applications, with these concepts presented generally and specifically
for our work with planar crystals of 40Ca+. Chapters 4 and 5 constitute the technical part of this
thesis, encompassing the majority of the work carried out during my PhD. Chapter 4 describes
the constituents of the experimental apparatus in detail, i.e. our monolithic linear Paul trap, vac-
uum system, magnetic field generation and shielding, optical and electronic setups, and experi-
ment control hard- and software. Chapter 5 provides characterization measurements carried out
to quantify the performance of the experimental apparatus. More specifically, characteristics of
the ion trap, trapping potential and Raman laser system for creating entangling interactions are
provided. The stability of the lattice of planar ion crystals consisting of up to 91 ions is investi-
gated and strategies for optimizing the stability are presented, crucial for achieving experimental
robustness. Furthermore, ground-state cooling of all out-of-plane motional modes of a 105-ion
planar crystal is demonstrated, an important prerequisite for implementing entangling interac-
tions. Chapter 6 presents experiments in which different types of quantum correlations are har-
nessed for applications in the context of quantum metrology and sensing. In the first part of the
chapter correlation spectroscopy is carried out with up to 91 ions, utilizing quantum discord in
order to enhance phase estimation tasks [38]. This tool opens up the possibility to measure phase
differences across a planar ion crystal precisely, even in the presence of strong collective dephasing,
and allows the noise processes giving rise to decoherence to be characterized. Several application
examples are given, where correlation spectroscopy is used for characterization and optimization
of the experimental apparatus, e.g. for alignment of the Raman laser beams and characterizing
the magnetic field environment. While correlation spectroscopy does not require entanglement,
the achievable phase uncertainties are compared to the ones expected in entanglement-enhanced
phase estimation. In the second part of the chapter, spin squeezing is accomplished in a small
19-ion planar crystal, allowing for measurement precision below the standard quantum limit [39,
40]. At the same time this demonstrates the ability to create entangling interactions between spin

1Very recently it was reported in [35] that even larger planar Coulomb crystals of up to 512 171Yb+ ions have been
trapped in a stable way, with quantum simulations of 2D spin lattices performed on a 300 ion planar crystal. More-
over, the same research group has demonstrated individually-addressed entangling gates in a small planar Coulomb
crystal consisting of 4 ions [36].
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1/2 particles in our system, which lays the groundwork for quantum simulation tasks in the fu-
ture. The thesis concludes in ch. 7 with a summary of the work presented and outlook on future
upgrades and experimental directions of the apparatus.
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2 Theoretical Framework on
Quantum Information Science

Remarkable experimental progress has been made in quantum information
science in recent years. The ability to process information in a fundamentally
different way, in comparison to classical information processing, opens up sig-
nificant possibilities such as computational advantage, fundamentally secure
communication or enhancement in measurement precision [41, 42]. Here, the
unique properties possessed by quantum systems are harnessed, while navigat-

ing challenges arising from fundamental limits imposed by quantum physics on reading, copying
and storing information [43]. This chapter presents quantum information theory relevant to this
thesis work, which is set primarily in a quantum sensing and simulation context. First, in sec. 2.1
and 2.2 the basics on generating and manipulating quantum information, encoded in quantum
mechanical two-level systems (qubits), are given, along with information on how interactions of
the qubit with the environment can drive the quantum system towards a classical state. Then
projective measurements are presented, our tool to read out quantum information, along with
fundamental precision limits (sec. 2.3). In systems comprised of multiple qubits correlations can
emerge, which play an essential role in many aspects of quantum information science. In particu-
lar, sec. 2.4 presents the two types of non-classical correlations entanglement and discord, which
are studied experimentally in the last part of this thesis. The chapter concludes in sec. 2.5 with
an introduction to quantum simulation, in particular in the context of simulating spin models.
The chapter is kept general, with the concepts applicable to any physical system that can be repre-
sented by a qubit. The implementation of these concepts in a trapped-ion system, as particularly
relevant in the context of this thesis, is then given in the subsequent chapter.

2.1 Encoding Information intoQuantum Bits

2.1.1 Single Qubits

In classical information processing, a bit constitutes the basic unit of information, and can take
on one of two logical states that are typically expressed as 0 and 1. In analogy, two states of a
quantum system |0⟩ and |1⟩1 can be used to represent a quantum bit or qubit. While in contrast

1Here the Dirac notation is used where |0⟩ = ( 1
0 ), |1⟩ = ( 0

1 ), ⟨0| = (1 0) and ⟨1| = (0 1).
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2 Theoretical Framework on Quantum Information Science

to a classical bit, a qubit can be in a coherent superposition2 of the two basis states, as represented
by the state vector

|Ψ⟩ = α|0⟩+ β|1⟩ =
(
α
β

)
, (2.1)

whereα and β are complex numbers, a measurement projects the qubit into either |0⟩ or |1⟩, one
of the possible outcomes, with respective probabilities |α|2 and |β|2. In the laboratory, the values
of |α|2 and |β|2 can be determined statistically by preparing and measuring the same state many
times. More information on the measurement process is given in sec. 2.3.

Equation 2.1 can also be rewritten in spherical coordinates

|Ψ⟩ = eiγ
(
cos(θ/2)|0⟩+ eiϕ sin(θ/2)|1⟩

)
(2.2)

allowing for the state of a single qubit to be conveniently visualized on a Bloch sphere, shown in
fig. 2.1. The real numbers θ and ϕ represent polar coordinates (angles), and γ is a global phase
factor which has no observable effect and is thus typically set to 0. In fig. 2.1, the north and south
poles of the sphere correspond to the computational basis states |0⟩ and |1⟩ and states that lie in
the equatorial plane correspond to equal superpositions of those basis states.

Besides pure quantum states, which can be represented using eq. 2.1 or visually by a point
on the surface of the Bloch sphere, there also exist mixed quantum states. Such mixed states lie
within the Bloch sphere, and cannot be represented by a single state vector but rather only as a
statistical ensemble of different state vectors. In order to mathematically describe pure as well as
mixed states, a more general representation of the state of a quantum system is required: The
density matrix ρ is used for this purpose, defined as

ρ =
∑
i

pi|Ψi⟩⟨Ψi| (2.3)

where |Ψi⟩ are the possible states the system can be in with respective probabilities pi. Choosing
{|ϕm⟩} as an orthonormal basis, the elements of the density matrix can be written as

ρmn = ⟨ϕm|ρ|ϕn⟩ =
∑
i

pi⟨ϕm|Ψi⟩⟨Ψi|ϕn⟩. (2.4)

In quantum information experiments, the density matrix is usually presented in the computa-
tional basis, i.e. the states |ϕm⟩ are the computational basis states of the qubit. In this case, the di-
agonal elements of the density matrix are referred to as populations of the states. The off-diagonal
elements are the coherences which provide information about the phase relationship between the
populations. If the trace of the density matrix squared, tr(ρ2), i.e. the sum of the diagonal el-
ements of ρ2, equals 1, the state described by ρ is pure, if the trace is less than one, the state is
mixed.

2What distinguishes a quantum state from a classical mixture is the presence of coherence, a well-defined phase rela-
tionship between the two basis states.
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2.2 Dynamics of Quantum Systems

Figure 2.1: The Bloch sphere of a single qubit: A quantum state can be described by its coordinates, i.e.
projections onto the x, y and z-axes.

2.1.2 Multi-Qubit Systems

The basis states of a single qubit span the space of statesH, which is a Hilbert space. The total
state spaceHN of a system composed of n qubits is the tensor product of the state spaces of the
individual qubits:

HN = H1 ⊗H2 ⊗ ...⊗Hn (2.5)

As the Hilbert space of one qubit is two-dimensional, the Hilbert space of n qubits is 2n dimen-
sional. A separable product state |Ψn⟩of a system ofnqubits can also be represented by the tensor
product of the individual qubit states |Ψi⟩:

|Ψn⟩ = |Ψ1⟩ ⊗ |Ψ2⟩ ⊗ ...⊗ |ΨN ⟩ = |Ψ1Ψ2...ΨN ⟩ (2.6)

However, there also exist states that cannot be written as a product of states of its constituents.
Such states are called entangled and are presented in sec. 2.4.2.

The density matrix of a multi-qubit system is given also by eq. 2.3, with the individual |Ψi⟩ in
this case corresponding to the possible multi-qubit quantum states.

2.2 Dynamics of Quantum Systems

Storing and processing quantum information necessitates the ability to change the quantum state
of a qubit in a controlled way. Additionally, undesired interactions of the qubit with the environ-
ment can affect its quantum state in an uncontrolled way. This section presents how these two
processes can be modelled.
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2 Theoretical Framework on Quantum Information Science

2.2.1 Unitary Evolution

In the ideal case, dynamics in a quantum system are described exclusively by unitary operations
on the quantum state, mathematically expressed as Û |Ψ⟩ or ÛρÛ †, where

Û = e−
i
ℏ Ĥt. (2.7)

This corresponds to a controlled action on the system over a time t exerted by a classical appa-
ratus, where the qubit dynamics are governed by the Schrödinger equation, an evolution under
a Hamiltonian Ĥ . This description of the dynamics, however, is only valid in the case that no
information is lost to the enviroment, i.e. the qubit is otherwise perfectly isolated. Non-unitary
dynamics due to unwanted dissipative processes however are always present in practice and are
introduced in the next subsection.

Unitary operations on a single qubit can be visualized as rotations of its state vector on the
Bloch sphere. Rotations by an angle θ about an arbitrary axis of the Bloch sphere, defined by a
unit vector n⃗ = (nx, ny, nz), are mathematically described by3

Ûn = e−i θ
2
n⃗σ⃗ = cos(θ/2)1− i sin(θ/2)(nxσ̂x + nyσ̂y + nzσ̂z). (2.8)

Here, the Pauli operators

σ̂x =

(
0 1
1 0

)
σ̂y =

(
0 −i
i 0

)
σ̂z =

(
1 0
0 −1

)
(2.9)

represent rotations around the x, y and z axis of the Bloch sphere by 180◦ (up to a factor −i),
respectively. The identity operator

1 =

(
1 0
0 1

)
(2.10)

leaves the original state unchanged. As such, in the context of quantum information processing,
these unitary matrices form an elementary set of single-qubit gate operations. Multi-qubit gate
operations are introduced in the context of generating entanglement in sec. 2.4.2.

2.2.2 Noise and Decoherence

In the laboratory a quantum system is inevitably exposed to various unwanted, uncontrolled, and
non-unitary interactions with its environment, commonly referred to as noise. As a consequence,
the quantum system may experience decoherence, leading to the system being driven towards a
classical (mixed) state, correlating with the dissipation of quantum information encoded in the
state, until it is eventually lost completely.

In the context of this thesis, significant noise processes acting on a qubit are amplitude and
phase damping. The reduction of probability of the quantum system being in an excited state is
referred to as amplitude damping. For an atomic qubit, this concept describes the decay to the
ground state |1⟩ by emission of a photon which carries away any information about the qubit’s

3Here, Euler’s formula e±iφĤ = cos(φ)1± i sin(φ)Ĥ was used, which is valid if Ĥ2 = 1.
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2.3 Quantum Measurements

previous superposition state α|0⟩ + β|1⟩. All possible qubit states get mapped to the ground
state and since the photon is not detected all quantum information is lost. On the other hand,
phase damping describes the loss of information about the relative phase between the qubit ba-
sis states |0⟩ and |1⟩. This effect can arise from uncontrolled fluctuations of the energy differ-
ence between the basis states, or the classical fields the qubit is manipulated with4. Effectively,
such noise leads to uncontrolled rotations of the qubit about the z axis of the Bloch sphere. All
quantum information is lost when the state becomes completely mixed, e.g. taking an initially
pure qubit state in the equatorial plane of the Bloch sphere 1/

√
2(|0⟩ + |1⟩) to the classical

mixture of states 1/
√
2(|0⟩ + |1⟩) and 1/

√
2(|0⟩ − |1⟩), represented by the density matrix

ρ = 1/2(|0⟩⟨0| + |1⟩⟨1|), which contains no coherences (i.e. the off-diagonal entries of the
density matrix are equal to zero).

The coherence time t1,2 quantifies how long quantum information can be preserved before it is
lost from such decoherence processes. This constitutes a significant measure in any experimental
system, setting a limit to the extent in which unitary operations can be carried out on the qubit.
Here, t1 typically corresponds to the limit imposed by spontaneous decay, while t2 relates to the
time it takes for the qubit to dephase. Coherence decay can in many situations be modelled as
following an exponential behavior [44]5 and in an experiment this decay can be quantified e.g.
by using Ramsey interferometry [45]. Here, a decay in the contrast of an interference pattern is
analyzed (see sec. 3.3.4), the coherence time corresponding to the time it takes for the contrast to
decrease to 1/e or 1/e2 of its original value.

When considering multi-qubit systems, noise processes typically act on all qubits and thus their
effect is cumulative, making coherent control over large quantum systems particularly challeng-
ing. While one would expect the effect of noise to increase in proportion to the number of qubits
in the system, in some cases decoherence can also be correlated, leading to a decay that is non-linear
in particle number, a key vulnerability of certain entangled states [46].

2.3 QuantumMeasurements

In order to determine the state of a qubit, measurements have to be performed on the system.
Here, an introduction to projective measurements is provided, capturing the concept of wave-
function collapse and the statistical and non-deterministic interpretation of observables in quan-
tum mechanics. Moreover, the achievable precision limits in quantum measurements are ex-
plored, i.e. the standard quantum limit and the fundamental Heisenberg limit.

2.3.1 ProjectiveMeasurement

A projective measurement, also known as von Neumann measurement, collapses a quantum (su-
perposition) state ρ, onto an eigenstate of the measured observable6, while the measurement out-

4For an atomic qubit for example, these classical fields can be laser fields interacting with the qubit or magnetic fields
which are in the ambient environment.

5While coherence decay may generally follow a complex behavior, typical noise processes in many experimental set-
tings may give rise to an exponential decay in coherence. On the other hand, a Gaussian time dependence or power-
law models are also possible, as described in [44] and references therein.

6An observable is a physical quantity that can be measured and is represented by a Hermitian operator.
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come is given by the corresponding eigenvalue. For a general quantum state ρ the expectation
value of an observable O is mathematically represented as:

⟨Ô⟩ =
∑
i

pi⟨Ψi|Ô|Ψi⟩ =
∑
i

pi
∑
m

⟨Ψi|Ô|ϕm⟩⟨ϕm|Ψi⟩ =

=
∑
m

⟨ϕm|

(∑
i

pi|Ψi⟩⟨Ψi|Ô

)
|ϕm⟩ =

∑
m

⟨ϕm|ρÔ|ϕm⟩ = tr(ρÔ),

(2.11)

using the completeness relation
∑

m |ϕm⟩⟨ϕm| = 1.
Experimentally, since measurement outcomes are probabilistic, measurements have to be per-

formed on repeatedly generated copies of the state ρ, in order to obtain enough statistics to es-
timate with high confidence the expectation value of Ô7. In the laboratory it is only possible to
measure a qubit in the computational basis, represented by the operator σ̂z . In order to fully re-
construct the state of a quantum system, the qubits have to be rotated prior to the measurement
to gain access to expectation values in bases other than the computational one (e.g. σ̂x and σ̂y).
For a rotation Û the new observable is then given by tr(ÛρÛ †σ̂z).

2.3.2 Uncertainty from FiniteMeasurement Statistics

While in an experiment there are many factors which can contribute to the uncertainty in de-
termining the state of a qubit via a projective measurement, such as imperfect state preparation,
decoherence or readout errors, there is also an uncertainty associated with the finite number of
measurements that are carried out. This uncertainty is referred to as quantum projection noise.
The outcome of a single measurement of a qubit’s state is either |0⟩with probability p ∈ [0, 1] or
|1⟩with probability1−p. This essentially corresponds to a coin-flip between the two possibilities.
Consideringnmeasurements on repeatedly prepared copies of a quantum state, the outcomes can
thus be modelled to follow a binomial distribution [47] with standard deviation

√
n(p(1− p)).

In this model, the standard error for the mean of measurement outcomes is given by the equation

σp =

√
p(1− p)

n
, (2.12)

which is the definition of quantum projection noise. This expression shows that when a qubit is
in an eigenstate of the measurement basis, the outcome of the measurement is certain, while an
equal superposition of the basis states corresponds to maximum uncertainty with respect to the
measurement basis.

2.3.3 Fundamental Precision Limits

While projection noise represents a limitation of the measurement process, setting a limit to how
precisely an observable can be estimated from finite measurements, there also exist other funda-

7The expectation value here corresponds to the average of the measured outcomes.
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mental limits of the precision with which physical quantities can be determined8. In the absence of
quantum correlations, which are explained in detail in the subsequent section, the standard quan-
tum limit (SQL) represents the best achievable measurement precision. In the case that quantum
projection noise dominates the uncertainty in measurements, it effectively defines the SQL for
the specific situation. By harnessing quantum correlations such as entanglement, the SQL can be
surpassed, which allows the ultimate Heisenberg limit of precision to be approached. Intuitively
this could be understood as the presence of correlations reducing the inherent randomness in the
measurement process, thereby allowing for enhanced precision. These ideas have given rise to the
field of quantum metrology, an area of research attempting to improve the precision of measure-
ments via the use of quantum effects. More information on strategies to go beyond the SQL is
given in sec. 2.4.4.

2.4 QuantumCorrelations

Understanding correlation plays a central role in science, as it relates to recognizing underlying pat-
terns in scientific data that may result from a causal relationships between variables. Building on
this understanding, hypotheses can be formulated and tested which aim to explain inherent mech-
anisms governing the physical system that is studied and predictive models can be developed. In
a general sense, correlations describe how variables are statistically related to one another, e.g. ex-
plaining how they vary in an interdependent way. This section begins with an introduction to sta-
tistical tools used throughout this thesis for quantifying correlations. Subsequently, the concept
of non-classical correlations is introduced. Quantum correlations are stronger than correlations
in a classical system and cannot be explained by classical probability theory. They can arise within
a multi-qubit system or between qubits and the environment. In the context of this thesis two im-
portant kinds of quantum correlations are relevant: entanglement and discord. Such quantum
correlations have various applications in quantum information science, some examples of which
are outlined as well as methods on how to verify the presence of non-classical correlations.

2.4.1 Statistical Tools to Quantify Correlations

In order to detect the presence of and quantify correlations various statistical tools are available,
which can provide a measure for the degree and type of correlation, e.g. if the correlation is positive
or negative, linear or non-linear [48]. Throughout this thesis, covariance and correlation matrices
are used to quantify correlations and are thus presented here briefly.

In general, covariance is a measure of a linear relationship between variables and describes how
one variable varies with respect to changes in the other. It can be positive or negative, if the vari-

8Most notably, the Heisenberg uncertainty principle imposes a limit on the measurement precision of pairs of com-
plementary observables, giving rise e.g. to the linewidths of atomic transitions, an uncertainty in frequency and
thus energy.
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ables are positively correlated or anti-correlated. Covariance between variablesX andY 9 is math-
ematically expressed as

cov(X,Y ) =
1

n

n∑
i=1

(Xi − X̄)(Yi − Ȳ ) (2.13)

wheren is the sample size,Xi andYi are the individual measurements and X̄ and Ȳ are the means
of X and Y , respectively.

The covariance matrix is an extension of this concept to multiple variables, quantifying the rela-
tionships between each pair of variables in a data set. More specifically, the off-diagonal elements
of this matrix are the covariances between pairs of variables, and the diagonal elements are the
variances of the individual variables, which corresponds to the covariance of a variable with itself.
Considering a data matrix M which has dimensions m × n, where variables are stored in rows,
and individual measurements of these variables are stored in columns, the covariance matrix can
be written as10

KMM =
1

n
MMT − µMµT

M (2.14)

where µM contains expectation values of the variables. KMM here has dimensions m ×m and
characterizes how the rows of M vary together, thus capturing correlations among the variables.
Analogously, the n × n matrix MTM captures patterns among the different measurements,
stored in the columns of M. Each element (i, j) of these two types of covariance matrices is
thus given by the covariance between rows or columns i and j of the original data matrix M, re-
spectively. This can be useful e.g. in the context of data dimensionality reduction. Considering
that the number of variables m is much smaller than the number of measurements n, the co-
variance matrix with dimensions m × m contains information about all correlations which are
present among variables in this large data set. More information on tools for data dimensionality
reduction is given in sec. 4.7.

The correlation matrix can be considered a normalized version of the covariance matrix. Cor-
relations scale the covariances by the product of the standard deviations of the corresponding
variables,

cor(X,Y ) =
cov(X,Y )

σXσY
(2.15)

resulting in values only between -1 and 1. Here the limit values relate to perfect (anti-)correlation
between pairs of variables. The diagonal elements of the correlation matrix are always 1, as the
perfect correlation of a variable with itself is inevitable.

9In our experiments these variables may be e.g. ion positions (see sec. 5.2.3) or different quantum state measurement
outcomes of the ions (see sec. 6.1).

10Note that the equation for the covariance matrix sometimes contains the normalization factor 1/(n − 1) rather
than 1/n. This is relevant when calculating the covariance of a sample of the data set, correcting for a bias that
would otherwise be introduced.
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2.4 Quantum Correlations

2.4.2 Entanglement

Definition and Examples

Quantum entanglement describes the phenomenon of two or more quantum objects becoming
correlated in a way that the quantum state of one part of the system cannot be described inde-
pendently of the state of the other part. This holds true regardless of any distance separating the
objects, a concept known as nonlocality. The Bell-states

|Φ±⟩ = 1√
2
(|00⟩ ± |11⟩) |Ψ±⟩ = 1√

2
(|01⟩ ± |10⟩) (2.16)

characterize maximal entanglement in a two-qubit system. When the quantum state of the com-
posite system is determined via projective measurements, the outcomes of the individual qubits
are strongly correlated, no matter which basis they are measured in. This can be easily seen e.g.
when representing the state Φ+ in the σ̂x basis, which has the eigenstates |+⟩x = 1√

2
(|0⟩+ |1⟩)

and |−⟩x = 1√
2
(|0⟩ − |1⟩):

|Φ+⟩x =
1√
2

(
1

2
(|+⟩x + |−⟩x)(|+⟩x + |−⟩x) +

1

2
(|+⟩x − |−⟩x)(|+⟩x − |−⟩x)

)
=

1√
2
(|++⟩x + | − −⟩x)

(2.17)

Similarly, in the σ̂y basis with eigenstates |+⟩y = 1√
2
(i|0⟩+ |1⟩) and |−⟩y = 1√

2
(−i|0⟩+ |1⟩),

the qubits are perfectly anticorrelated, i.e. |Φ+⟩y = 1√
2
(|+−⟩y + | −+⟩y).

From these examples it is also straightforward to see that there is no way to write the entangled
state as a tensor product of the states of the individual qubits, which is a formal definition of
entanglement. The inability to describe the state of one of the qubits independently from the
state of the other manifests mathematically when carrying out the partial trace operation. In a
composite system, this operation can be applied in order to obtain the reduced density matrix
of a subsystem. Taking again the Bell state Φ+ and it’s corresponding density matrix ρΦ+ as an
example, one could trace over the degrees of freedom associated with the first qubit to extract
information only about the second qubit:

tr1(ρΦ+) =
∑
j

(⟨j|1)ρΦ+(|j⟩1) =
1

2
(|0⟩⟨0|+ |1⟩⟨1|) (2.18)

Here, the sum is taken over the computational basis states {|j⟩} of qubit 1, essentially collapsing
its state, while the identity operator acts on qubit 2, leaving its state unchanged. While the joint
state of the entangled qubits is clearly pure, when looking only at the second qubit its state appears
to be maximally mixed, with no information about coherence remaining.
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Creation of Entanglement

Entanglement between qubits can be created by applying multi-qubit gate operations that initiate
collective spin or phase flips. For two qubits, entangled states can be generated when the system
evolves under Hamiltonians of the form σ̂

(1)
x σ̂

(2)
x , σ̂(1)

y σ̂
(2)
y or σ̂(1)

z σ̂
(2)
z , where the superscript

denotes which qubit the Pauli operator acts on. Considering as an example a Hamiltonian Ĥ =

φσ̂
(1)
x σ̂

(2)
x , where φ is some constant that denotes the interaction strength, the time evolution of

the state |11⟩ under Ĥ is given by

Û(t)|11⟩ = e−
i
ℏφσ̂

(1)
x σ̂

(2)
x t|11⟩ =

(
cos

(
φt

ℏ

)
1− i sin

(
φt

ℏ

)
σ̂(1)
x σ̂(2)

x

)
|11⟩ (2.19)

Since σ̂(1)
x σ̂

(2)
x |11⟩ = |00⟩, for φt

ℏ = π
4 the Bell-state 1√

2
(|11⟩ − i|00⟩) is created.

A generalization in which this type of interaction is applied to more than two qubits in order
to create other and more complex types of entangled states is given in sec. 2.5.2.

2.4.3 QuantumDiscord

While entanglement constitutes a specific type of quantum correlation, quantum discord is de-
fined as a measure of the overall "quantumness" of correlations [49]. In other words, discord cap-
tures a broader class of quantum correlations which also includes entanglement. The ability of
discord to be able to manifest not only in pure but also in separable mixed states provides a signifi-
cant benefit when harnessing discordant states in quantum information science. Entanglement is
oftentimes difficult to create and susceptible to decoherence from environmental noise. Discord,
on the other hand, can be even created by environmental noise, the exact mechanism that leads
to the fragility of entangled states. More specifically, discord may arise from classically correlated
noise processes, such as temporally fluctuating classical fields in the environment of the qubits
(e.g. laser or magnetic fields), commonly encountered in experimental setups. The simplicity with
which discord can be generated and its greater resistance to dissipative interactions with the en-
vironment make discord a valuable resource in quantum information science, which is explained
in more detail in the next subsection. It seems natural to assume the presence of discord in most
quantum states, unless noise from the environment is entirely spatially and temporally uncorre-
lated, which may be the case when averaging over prolonged interactions with the environment.
States which contain no discord are called pointer states [50].

The mathematical definition of quantum discord is based on the idea that two equivalent ways
of measuring correlations within classical information theory are inequivalent when it comes to
quantum correlations [51]. More specifically, discord can be defined as the difference between two
definitions of the quantum analogs of the classical mutual information. While the exact derivation
is omitted here, it is noteworthy that the expressions within the equations for quantum discord
involve entropies. These entropies are derived by (partially) tracing over the density matrices of the
quantum system or its subsystems. As seen in the previous section, in the context of entanglement,
tracing over a part of the quantum system was associated with a loss of information which can hint
at the presence of non-classical correlations. And similarly, the von Neumann entropies utilized in
the definition of quantum discord capture the information content of quantum states, and thus

16



2.4 Quantum Correlations

provide a quantitative measure of the non-classical correlations between different components of
a quantum system.

2.4.4 The Role of Non-Classical Correlations in Quantum
Information Science

It is well known that entanglement plays an important role in various aspects of quantum infor-
mation science. In quantum communication, for example, it serves as a resource for teleportation
protocols. In the context of quantum information processing, it has been indicated that entangle-
ment allows for realizing a scalable quantum computer with exponential computational speedup
compared to classical devices [52]. Additionally, it plays a role in quantum error correction, where
quantum information is protected from noise by distributing it in entangled states of several phys-
ical qubits, comprising one logical qubit [53, 54]. In quantum simulation, entanglement is used as
a tool for creating interactions between particles, to study quantum systems that are challenging
to model classically, as explained in more detail in the subsequent section. Entanglement is also
harnessed in quantum metrology, e.g. to improve the signal-to-noise ratio in measurements. In-
deed, it has been shown that using entangled states can provide an improvement in measurement
precision compared to classical strategies, beating the SQL and approaching the Heisenberg limit
[41]. Consequently, much research effort has been on improving the level of control over quantum
systems in the laboratory to be able to generate entangled states within larger and larger systems.

However, as discordant states are less sensitive to dissipative environments encountered in ex-
perimental setups, it is worth to investigate their role in quantum information science as well. For
example, while it has long been assumed that the potential computational speedup of quantum
computers is due to entanglement, there are indications that it is indeed discord which is respon-
sible for the speedup [51, 55].

The work that was carried out in this thesis focuses on the role of entanglement and discord in
the context of metrology. First, it is shown that the weaker quantum correlations encapsulated by
discord also allow for a metrological gain. In particular, in section 6.1, an enhancement in phase
estimation based on correlation spectroscopy using discordant states is presented. Furthermore,
experiments on spin squeezing [39, 56], a concept related to entanglement [57], are presented in
sec. 6.2. In general, squeezing describes the manipulation of the uncertainty in pairs of comple-
mentary variables such that the uncertainty in one variable is reduced at the expense of increasing
the uncertainty in the other11. Squeezed states thus exhibit correlations between the two variables
or observables that are stronger than classical and allow for measurement precision beyond the
SQL along the squeezed variable.

2.4.5 Detection of Non-Classical Correlations

If the state of a quantum system is completely determined, i.e. all entries of the density matrix
are known, the presence and amount of non-classical correlations in the state can be captured by

11This concept is often encountered in the context of interferometry, where light is squeezed e.g. in order to enhance
precision in gravitational wave detection. Here, tiny path length changes of the interferometer can hint at the
presence of gravitational waves. When squeezing is applied in the light’s phase quadrature, the interferometer’s
sensitivity to changes in the phase of the light is improved, allowing for the weak signal from a gravitational wave
to be detected, while increasing the uncertainty in the light’s amplitude [58].
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certain measures, such as concurrence or von Neumann entropy. While it is possible to entirely
reconstruct ρ via quantum state tomography, performing measurements on the state in different
bases, this method becomes infeasible for large quantum systems as the size of ρ grows exponen-
tially with the number of qubits12. On the other hand, there exist alternative and more efficient
approaches to investigate the presence of quantum correlations, requiring only the measurement
of certain observables on the quantum system (witness operators). An expectation value thresh-
old associated with such a witness operator then distinguishes e.g. the two regimes in which a state
is either entangled or separable [51, 60].

Furthermore, as entanglement allows for a unique type of quantum-enhanced measurement
precision, metrics which quantify metrological improvements beyond the SQL can indicate the
presence of entanglement. Examples of such quantities, which are relevant to this thesis work, are
the Quantum Fisher Information [61], a measure for the precision in quantum parameter estima-
tion, or Wineland parameter, which can be used as a measure for the amount of squeezing in a
quantum state [62]. More details on these quantities can be found in chapter 6.

2.5 Quantum Simulation

The most ambitious goal in quantum information science is to build a useful, universal and fault-
tolerant quantum computer. The interest in building such a device stems from the potential it
holds, to carry out specific calculations significantly faster than a classical computer could, open-
ing up the possibility to solve problems currently beyond reach. This is a concept known as quan-
tum advantage. Besides problems that are interesting from a computer science perspective, such
as factorizing large prime numbers [63] or efficiently searching vast databases [64], quantum ad-
vantage allows for the study of large quantum systems inherent in nature. As the Hilbert space, in
which the state of a quatum system exists, is exponentially large in the number of particles, sim-
ulating the dynamics of a quantum system on a classical computer becomes impractical beyond
a threshold of a few tens of particles. Naturally, using a computer based on the same quantum
physical principles as the system to be studied would allow its dynamics to be investigated more
efficiently. Quantum simulation constitutes this subfield of quantum information science, where
an engineered quantum system in the laboratory mimicks the behavior of another quantum sys-
tem in nature13 [65, 66, 67]. In this way, an inherently inaccessible quantum system can be studied
in a controlled way, and with the ability to tune system parameters, such as the interaction strength
between the individual particles comprising the system. Currently we find ourselves in the NISQ
(noisy-intermediate scale quantum) era [37], where small-scale and imperfect quantum systems,
consisting of few tens to hundreds of noisy qubits are used to demonstrate initial applications
of quantum advantage in computation and simulation [68, 69, 70, 71]. More specifically, already
we are witnessing instances of practical quantum advantage, where the computational problems
being addressed are relevant practical problems, rather than quantum hardware tests. Significant
research effort is dedicated to consistently scale up the size of these engineered quantum systems in

12There exist approximations which can reconstruct specific quantum states more efficiently, such as matrix-product
state tomography [59].

13Beyond that, a quantum simulator also allows for the study of abstract models that are not even realized in any other
naturally occuring quantum system.
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the laboratory while attempting to maintain precise control over them. The ongoing effort con-
tinuously increases the complexity with which quantum simulations can be carried out, which
holds the potential to drive significant progress in fields such as quantum chemistry, material sci-
ence or high-energy physics, where the understanding of the interactions of particles on a micro-
scopic level plays an important role e.g. in the design and development of innovative drugs [72,
73], energy-efficient fertilizers [74] or high-temperature superconductors [75].

2.5.1 Types of Quantum Simulators

Achieving a quantum simulation in the laboratory involves the crucial step of mapping the prob-
lem of interest to the experimental system. This requires creating conditions that render the sim-
ulator behavior analogous to the natural system we seek to understand. Here, various approaches
exist - digital, analog and varitational quantum simulation - each with their own merits and draw-
backs [76, 77]. Digital quantum simulation is carried out by a general-purpose quantum com-
puter, the calculation represented by a set of universal quantum gates. Oftentimes, trotterization
is employed, a technique to approximate the time evolution under a Hamiltonian of interest, that
may not be directly realizable in the laboratory, by decomposing the Hamiltonian into an avail-
able elementary gate set [78]. While small noisy quantum computers capable of realizing a uni-
versal gate set are available, building them in a larger and fault-tolerant way poses an extremely
demanding endeavor, due to the required large number of error-corrected qubits [79] controlled
by high-fidelity gate operations. A seemingly more realistic goal is to build quantum simulators
which do not necessitate the broad capabilities offered by a universal quantum computer. Di-
verging from the gate-based approach, and avoiding the complexities of quantum error correc-
tion, relates to the concept of analog quantum simulation [66]. While not capable of carrying
out arbitrary computations, these simulators excel at efficiently solving a restricted class of com-
plex many-body Hamiltonians which can be directly implemented via the interactions naturally
available in the simulator system. A third method of quantum simulation is the variational ap-
proach, where a classical computer and quantum simulator operate in a feedback loop to prepare
a quantum system in the laboratory in an energy eigenstate of a Hamiltonian of interest [80]. This
method is based on iteratively optimizing a set of parameters in order to minimize the difference
between the target state and state that is generated in the laboratory14. The variational approach
offers versatility by not requiring the direct implementation of the Hamiltonian in the laboratory,
distinguishing it as a more flexible method compared to analog quantum simulation.

2.5.2 SpinModels

Spin models are oftentimes investigated in quantum simulation as they serve as basic representa-
tions of interacting quantum many-body systems, are relatively simple to simulate, in particular
in an analog way, and can model a wide range of physical systems that exhibit quantum properties.
Examples include the study of quantum magnetism, phase transitions, and other phenomena in
condensed matter physics, as well as biology, describing e.g. the transport of energy in molecules
within light-harvesting organisms [13, 14]. While there exists a wide variety of spin models, we
here consider only spin-1/2 particles with two basis states | ↑⟩ and | ↓⟩, encoded analogously

14This optimization process is typically performed using classical optimization algorithms.
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as the computational basis states |0⟩ and |1⟩ of a qubit. Essentially, a spin can be visualized as
a microscopic magnetic dipole, the magnetic moment either pointing up or down. Well known
and important spin models with interaction dimensionalities15 of 1, 2 and 3, respectively, are the
Ising, XY and Heisenberg models. More details on specific spin Hamiltonians relevant to this
thesis work and how they can be implemented experimentally16 are given in sec. 3.2.3. Here, just
a short conceptual introduction is presented.

For spin-1/2 particles the Ising model is the simplest of spin models in the sense that it describes
interactions only along a single axis. The Hamiltonian describing the transverse-field Ising inter-
action for N spins has the form:

ĤIsing = ℏ
N∑
i,j

Jij σ̂
(i)
x σ̂(j)

x +B
∑
i

σ̂(i)
z (2.20)

Here, the first term corresponds to an interaction between pairs of spins i and j along one axis
(here x), quantified by collective spin flips σ̂(i)

x σ̂
(j)
x with coupling strength Jij . As seen from sec.

2.4.2, the collective spin flip terms leads to entanglement between spins. The coupling matrix Jij
may in the simplest case contain only nearest-neighbor terms, but may in reality contain longer-
range interactions giving rise to highly non trivial spin dynamics. The sign of the coupling term
relates to neighboring spins aligning parallel (ferromagnetic coupling) or anti-parallel (antiferro-
magnetic coupling) to each other. In spin systems beyond one spatial dimension, as well as systems
with interactions beyond nearest neighbors, spin frustration can emerge, a phenomenon where it
is impossible for all interacting spins to align in a way that minimizes the total system energy, e.g.
because the geometry of the spins makes it impossible for all of them to align anti-parallel with
respect to each other [81]. This gives rise to exotic magnetic states which may be relevant in the
search for new materials [82]. The second term of the Hamiltonian in eq. 2.20 is the transverse
field, here modelled as an external magnetic field along the z axis, with the field strength given by
B. This term competes with the spin-spin interaction along x and polarizes all spins along the z
direction. In the limit of large B, i.e. when the second term in the Hamiltonian dominates, the
interaction may be formulated as the XY Hamiltonian:

ĤXY = ℏ
N∑
i,j

Jij(σ̂
(i)
x σ̂(j)

x + σ̂(i)
y σ̂(j)

y ) =
ℏ
2

N∑
i,j

Jij(σ̂
(i)
+ σ̂

(j)
− + σ̂

(i)
− σ̂

(j)
+ ) (2.21)

Here, interactions occur along two axes, x and y, which can be expressed as a flip-flop type inter-
action via the spin raising and lowering operators

σ̂+ = | ↓⟩⟨↑ | =
(
0 0
1 0

)
σ̂− = | ↑⟩⟨↓ | =

(
0 1
0 0

)
(2.22)

15The term dimensionality in this context refers to along how many axes the interactions occur.
16A spin-1/2 particle can be physically represented in an experiment e.g. by a trapped ion, with two electronic states

of the ion corresponding to the spin up and down state, respectively. Interactions between spin-1/2 particles can
be realized using laser fields coupling to the common motion of the ions.
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2.5 Quantum Simulation

which, in eq. 2.21, remove excitation in spin i while creating an excitation in spin j and vice
versa. This Hamiltonian thus conserves the number of spin excitations present in the system, also
known as total magnetization, with additional spin flips being energetically unfavorable17.

For completeness, the Heisenberg Hamiltonian is provided below, which describes a more gen-
eral way in which spin-1/2 particles can interact, along three axes x, y and z:

ĤHeisenberg = ℏ
N∑
i,j

Jij(σ̂
(i)
x σ̂(j)

x + σ̂(i)
y σ̂(j)

y + σ̂(i)
z σ̂(j)

z ) (2.23)

While these spin Hamiltonians are well known, it is challenging to simulate the dynamics of
spin systems with more than a few tens of particles, especially when long-range interactions are
present, as the state of the system then becomes very complex. Consequently, we rely on the con-
struction of larger quantum simulators to understand the behaviors of such complex spin systems.
It is within this context that this thesis work was initiated, with the intention to build a trapped-
ion quantum simulator allowing for control over about 100 particles.

17Note, that this condition of fixed magnetization is necessary to make the aforementioned approximation of dynam-
ics by the XY Hamiltonian. The approximation is thus valid only within each subspace of constant magnetization.
Representation of the entire state space would require the transverse field term to be considered.
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3 ExperimentalMethods for
Quantum Information Science with
Trapped Ions

Theprevious chapter introduced relevant theoretical concepts in the field of quan-
tum information science. In order to harness these concepts experimentally, they
need to be implemented in a physical system. The last decades have seen tremen-
dous progress in the control of individual quantum objects in the laboratory,
where many experimental platforms, from trapped ions to superconducting qubits,
quantum dots, photons and neutral atoms are actively explored, each with their

very own benefits and drawbacks. Here, the goal is to establish a fully controlled, engineered quan-
tum system, that can be precisely manipulated to be able to use it for computation, communica-
tion, metrology and sensing or just to study quantum phenomena. In this thesis, trapped ions are
used as a platform for experiments in the context of quantum sensing and simulation. Trapped
ions are among the most precisely controllable quantum systems available, as reflected by the 2012
Nobel prize [83]. They exhibit long coherence and storage times, are addressable individually due
to their spacing of a few μm in the trap, their quantum state can be detected efficiently via the
electron shelving technique and a toolbox of universal gate operations is available for their manip-
ulation [84]. Moreover, quantum information encoded in trapped ions can efficiently be mapped
to a photonic qubit, e.g. using cavity QED techniques, to distribute entanglement between re-
mote systems. Trapped ions thus show promise in satisfying many of the criteria introduced by
DiVincenzo as prerequisites for quantum computation and communication [85]. In this thesis
a key focus is on the criterion of scalability. Scaling up trapped ion systems while maintaining
precise quantum control proves a challenging endeavor. Full quantum control, i.e. entangling
interactions as well as manipulation at the single-particle level, has been demonstrated in one-
dimensional ion Coulomb crystals with up to 50 particles, stored in a radiofrequency (RF) trap
[15]. As 1D ion chains are scaled up beyond such particle numbers, several complications can arise,
such as strong heating of the ions along their symmetry axis. In the work presented in this thesis,
ions are trapped in two rather than one dimension in a RF trap, which holds the potential to scale
the system to higher ion numbers. In the context of quantum simulation, this also allows for the
direct implementation of 2D spin models, naturally extending the range of models that can be
investigated.

This chapter describes the relevant experimental tools and concepts required for quantum in-
formation experiments with trapped ions; from ion storage, manipulation of the quantum state
of trapped ions for laser cooling, qubit control and entanglement generation, to characterization
tools. The chapter also discusses relevant challenges that need to be overcome, in particular when
working with two-dimensional ion crystals.
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3 Experimental Methods for Quantum Information Science with Trapped Ions

3.1 Ion Storage

The objective of particle trapping is to hold particles within a defined space using confining fields,
while minimizing their interactions with the environment, that could decohere their quantum
states. In general, the coupling between the trapping field and particle can occur via several mech-
anisms, such as through the magnetic or electric (permanent or induced) dipole moments of neu-
tral atoms or molecules, or, in the case of ions, through the particle’s charge. The latter generally
allows for deeper trap depths and thus longer storage times, a practical advantage of ion trap-
ping. Different types of ion traps make use of various trapping mechanisms. Earnshaw’s theorem
dictates that it is not possible to confine an ion in three spatial directions by the exclusive use of
electrostatic fields. Ion traps overcome this limitation by using a combination of oscillating and
static electric fields and magnetic fields to achieve 3D confinement. The two most widely used
types of ion traps are Penning traps and Paul traps [86]. The Penning trap employs a combination
of static electric and magnetic field, which causes ion crystals to rotate about the axis defined by
the magnetic field. As this rotation occurs at a rate on the order of tens to hundreds of kHz, the
control over individual ions in such a trap is challenging and has only very recently been demon-
strated experimentally for the first time [18, 19]. This section focuses on Paul traps, the ion trap
type employed for the experiments carried out in this thesis. A Paul trap combines static with
RF voltages to hold the ions in defined positions, which facilitates individual-ion addressing via
tightly-focused laser beams. However, RF driven micromotion poses a major challenge in experi-
ments with planar ion crystals.

3.1.1 Operation Principle of Linear Paul Traps

The theory on ions stored in RF traps has been discussed extensively in literature [86, 87, 88, 89].
Thus, this section focuses only on the key points to provide a concise understanding. A RF trap is
essentially an arrangement of electrodes which can be classified as RF and DC electrodes. As such
they utilize both static and time-varying electric fields within the RF range, applied to the DC and
RF electrodes, respectively, to establish an average confining potential. The potential is modeled as
harmonic, representing the ideal scenario where ions may be trapped in a stable way, their motion
predictable. More specifically, within a harmonic potential the ions experience a restoring force
proportional to their displacement from the trap center, allowing them to be treated as simple
harmonic oscillators. In reality, it is difficult to achieve a purely harmonic potential. The effect of
anharmonic contributions is neglected for the moment and discussed later on in sec. 3.1.3.

Mathematical Description of the Trapping Potential

A three dimensional (x, y, z) harmonic potential can be modelled as

Φ = γxx
2 + γyy

2 + γzz
2 (3.1)

where parameters γi quantify the potential’s curvatures along the three spatial directions x, y
and z. From the Laplace equation ∆Φ = 0, it follows that γx + γy + γz = 0, i.e. when
applying only static fields to create the potential the curvatures along x, y and z cannot all be
positive, a concept known as Earnshaw’s theorem [90]. To overcome this problem, of the potential
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3.1 Ion Storage

exhibiting negative curvature and thus being anti-confining along at least one direction, in RF
traps an oscillating electric field is employed which dynamically traps the ions. The total trapping
potential can then be expressed as

Φ(t) = ΦRF (t) + ΦDC (3.2)

where the dynamic part, dependent on time t, is given by

ΦRF (t) =
VRF

2d2RF

(αxx
2 + αyy

2 + αzz
2) cos(ΩRF t) (3.3)

and the static contribution can be written as

ΦDC =
VDC

2d2DC

(βxx
2 + βyy

2 + βzz
2). (3.4)

In these equations, the potential’s curvature scales with parameters V , denoting a voltage ampli-
tude or strength, and geometric factors, which depend on the trap geometry and electrode shapes.
Here we have on one hand d, the distance between the center of the trap and the electrodes which
create the confinement1, and parametersαi and βi containing dimensionless factors that describe
how much of the voltage applied to the trap is actually translated into curvature of the potential
(“trap efficiency"2). The sum of the curvatures must again obey Laplace’s equation. However,
from eq. 3.3 one can see that for times t = 0 and t = π/ΩRF , the confining and anti-confining
directions of the trapping potential are exchanged. When the voltage is switched sufficiently fast3,
an ion cannot escape the trapping potential and remains confined to the trap.

Single Ion Trajectory and Stability Regime

The starting point for the derivation of the trajectory that a cold4 ion of mass m and charge Q
follows in the potential of a RF trap is

Fi = mr̈i = −
d

dri
QΦ(t). (3.5)

Here, we consider the forceFi on the ion along direction ri, where ri ∈ {x, y, z}. The expres-
sion can be rewritten in the form of the Mathieu equation

1While expressing the potential in terms of V and d provides a convenient intuition to how the confinement scales
linearly with the voltage and inversely with the square of the trap size, note that the situation may be more com-
plicated in reality. These equations represent a simplified scenario, in that they model e.g. a standard linear Paul
trap, where pairs of electrodes, symmetrically placed around the trap center and carrying the same voltage, produce
the RF or DC potential, respectively. For a trap with more DC electrodes, which is the case in this thesis and most
situations describing surface traps, carrying different voltages and having different distances to the trap center, the
curvatures created by all electrodes will have to be added up accordingly, which is not reflected by eq. 3.4. Taking
this into account will consequently also modify the expression for the a-parameter given in eq. 3.7.

2The trap efficiency is maximized for traps with hyperbolic electrode shapes, however this is oftentimes not practical
as it restricts optical access required for laser beams to manipulate the ions.

3Here, for a given voltage amplitude, the rate at which the voltage must be switched to create a stable confinement
depends on the ion’s mass and charge.

4For the ion’s motion to be quantized we require it to be laser-cooled to the Lamb Dicke regime (see sec. 3.3.3).
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3 Experimental Methods for Quantum Information Science with Trapped Ions

d2ri
dξ2

+ (ai − 2qi cos(2ξ))ri = 0 (3.6)

where ξ = ΩRF t/2 and

ai =
4QβiUDC

md2DCΩ
2
RF

(3.7)

qi =
2QαiVRF

md2RFΩ
2
RF

. (3.8)

These a- and q-parameters have physical significance, defining a regime in which the ions’ mo-
tion is bounded and they can thus be trapped in a stable way. Ion traps are usually operated in the
lowest stability regime where |ai|, q2i ≪ 15.

The solutions to the Mathieu equation can be found via a Floquet-Ansatz, where the leading
order term is given by

ri(t) ≈ (Ai0 +Ai1 cos(ωit)︸ ︷︷ ︸
secular motion

)(1 +
qi
2
cos(ΩRF t)︸ ︷︷ ︸

micromotion

) (3.9)

This expression constitutes a good approximation (within the lowest stability regime) of the mo-
tion of a trapped ion at position Ai0

6. The motion is comprised of a slowly varying (secular) mo-
tion, represented in pseudopotential approximation7 by a harmonic oscillation with frequency

ωi =

√
ai + q2i /2

2
ΩRF , (3.10)

and a fast oscillation at the RF drive frequency, called micromotion. The secular frequencies are
also referred to as trap frequencies, with those two terms used interchangeably within this the-
sis, and characterize the strength of the confinement of an ion in the trap. Micromotion, which is
discussed in more detail in sec. 3.1.3, can have adverse effects on experiments where an ion’s quan-
tum state is coherently manipulated via laser fields. Consequently, the amplitude of micromotion
should be kept as small as possible by placing the ions in the RF null in the trap center (Ai0 = 0),
where the effect of the switching RF field on the ions is minimized, and operating the trap at low
q parameters, e.g. by increasing ΩRF .

5When additionally |ai| ≪ qi is considered, the q-parameter is upper-bounded by∼ 0.9. In practice, though, q-
parameters below about 0.5 are used as higher values can lead to instabilities in the presence of higher-order terms
in the trapping potential (see also sec. 3.1.3).

6Note, that for the potential described above Ai0 = 0, with the ion confined to the center of the trap. A non-zero
value of Ai0 would require an additional potential with a linear position dependence (i.e. a stray field).

7See the next subsection for an explanation of the pseudopotential approximation. Note, that in reality the frequency
might slightly deviate from this value.
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3.1 Ion Storage

Pseudopotential Approximation

In order to simplify the description of the RF potential, it is possible to approximate it by its
average effect, a static “pseudopotential”, in units of energy given by

QΦRF,pseudo =
Q2|E(r)|2

4mΩ2
RF

. (3.11)

Here E denotes the electric field generated by the trap electrodes, which can e.g. be determined
from finite-element simulations for a specific ion trap model. The 3-dimensionally confining total
potential QΦtot = Q(ΦRF,pseudo + ΦDC) consisting of the pseudopotential and the potential
created by the DC electrodes, can also be expressed in terms of the trap frequencies

QΦtot =
m

2
(ω2

xx
2 + ω2

yy
2 + ω2

zz
2), (3.12)

corresponding to the potential of a three dimensional quantum harmonic oscillator8. Within the
pseudopotential approximation the trap depth can be defined, which relates to the kinetic energy
that a particle initially at rest in the trap center has to gain in order to escape the trap. It can be
calculated by taking the potential energy difference of QΦtot at the point at which the potential
becomes anti-confining and at the trap center. In three dimensional9 RF traps the trap depth is
usually on the order of a few to several tens of eV, which is high compared to the thermal energy
of atoms, such that collisions of the ions with background gas do in most cases not lead to ion
loss.

The pseudopotential approximation constitutes a useful tool, that simplifies the modelling of
trapped ion dynamics. Several calculations throughout this thesis rely on this approximation,
such as the simulations carried out during the ion trap design process, presented in sec. 4.1.1.
Later on in sec. 5.2.3 the deviations between the potential created by our ion trap and a model
derived from pseudopotential approximation are investigated experimentally.

Linear Paul Trap Characteristics

RF traps can exist in various geometries, and in this thesis a linear Paul trap is employed. The
standard linear Paul trap, as shown in fig. 3.1a, consists of two pairs of blades10, creating a 2-
dimensional RF quadrupole that confines the ions along the two “radial" trap directions, and
endcap electrodes, to which a positive DC voltage is applied in order to confine the ions along the
symmetry axis of the trap (“axial direction"). The benefit of using this geometry compared to a
3D Paul trap is that here the RF null extends along a line in the trap center and is not limited to
a single point. Thus, micromotion can be minimized for any ion placed along this line. The RF

8Note, that this simple expression provides a good representation of the trapping potential along the main axes typi-
cally only near the trap center. Further away from the center the harmonic representation may no longer be suffi-
cient to describe the potential (see e.g. fig. 4.4). Moreover, the potential will become anti-confining at some point
along some direction, which limits the achievable trap depth.

9In contrast, surface traps usually have trap depths of below 1 eV and are thus more prone to ion loss.
10Here, oftentimes, RF is only applied to one pair of blades while the other pair is kept at ground potential or a DC

potential which lifts the degeneracy of the confinement along the two radial directions. This may be necessary for
efficient laser cooling of the trapped ions.

27



3 Experimental Methods for Quantum Information Science with Trapped Ions

potential is ideally characterized by the parameters αx = −αy and αz = 0 (see eq. 3.3), where x
and y are the radial and z the axial trap direction. However, in reality small deviations are present,
e.g. due to applying RF voltage only to one pair of blades, non-symmetric electrode geometries, or
the finite length of the trap, which may introduce a small RF contribution along the z direction.

3.1.2 Ion Coulomb Crystals

An ion Coulomb crystal forms from a collection of trapped ions when they are laser-cooled (see
sec. 3.3.3) to sufficiently low temperatures on the order of mK[91]. It manifests as an ordered
structure which the ions arrange themselves in, reflecting the underlying shape of the external
trapping potential, tunable via the RF and DC voltages applied to the trap. This section focuses
on the different shapes that ion crystals can take on when stored in a linear Paul trap and the many
harmonic modes of motion that ions in such crystals share.

Linear and Planar Ion Crystals in RF Traps
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Figure 3.1: Schematic illustration of ion crystal configurations in a linear Paul trap: A standard linear Paul
trap consists of two RF electrodes (pink) and two DC electrodes (yellow), generating the RF
confinement, as well as two endcap DC electrodes (blue) for confining the ions along the sym-
metry axis of the trap. In this type of trap, directions x and y are typically referred to as radial
directions, while z is denoted as the axial direction. a) A linear ion crystal is stored along the RF-
null line. b) and c) show the two primary possibilities of storing a planar ion crystal in a linear
Paul trap. In b) micromotion is present along both directions in which the crystal is extended,
whereas in c) micromotion occurs to first order only along y.

The shape of the trapping potential, characterized by the trap frequencies, dictates the shape
of an ion crystal in the trap. This section focuses on linear and planar ion crystals11. In a linear ion
crystal, the ions are trapped along the RF null, to minimize micromotion for all ions. Here, com-
plete quantum control of long crystals comprised of up to about 50 particles has been demon-
strated experimentally [15]. However, scaling up 1D systems to larger numbers of individually
controllable particles becomes challenging at some point, as structural phase transitions from a

11Experiments in quantum information science with 3D crystals are impractical, e.g. due to the challenge of imaging
ions which are in different layers.
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3.1 Ion Storage

one dimensional to a two dimensional phase have to be suppressed 12. For an ion crystal to remain
linear, the condition

ωt/ωa > 0.77
N√

log(N)
(3.13)

must hold, where ωt is the trap frequency along the transverse (radial) directions, ωa along the
axial trap direction and N is the number of ions [92, 93]. For e.g. N = 50 particles, we require
ωt/ωa > 19.47. From this example it is straight forward to see that very anisotropic potentials
are required to keep an ion crystal linear which gives rise to significant complication when scaling
up trapped ion systems: The transverse confinement, set by the RF voltage, cannot be made arbi-
trarily high, such that the axial confinement needs to be lowered in order to maintain the linearity
condition. This can lead to strong heating of the ions’ axial motion, detrimental to laser cooling
and entangling interactions13. Moreover, it can become challenging to laser-address individual
ions at the edge of long ion strings spanning several hundreds of micrometers [94].

In 2D there exists one direction of strong confinement ωs in which the crystal is compressed,
and two directions of weak confinement ωw1,2, in which the crystal expands. The planarity con-
dition, preventing an ion crystal from undergoing a phase transition to a three-dimensional struc-
ture, is given by [92]

ωs/ωw1,2 > 1.23N1/4. (3.14)

Using the same example of N = 50 as before, here a ratio of trap frequencies of only 3.27 is re-
quired for keeping an ion crystal planar, scaling much more favorably with increasing ion number
than the linearity condition. While this facilitates scaling up to larger ion crystal sizes, there are
also downsides to taking this approach: Since the RF null extends along a line in the trap center, all
ions which are displaced from this line will experience excess micromotion. Moreover, structural
phase transitions can occur between several 2D lattice configurations14 that are similar in energy,
triggered by e.g. background gas collisions or RF heating, which is discussed in detail in sec. 3.1.3.

A planar ion crystal can be oriented within a linear Paul trap in two primary ways: Either the
weak directions that span the crystal plane are chosen along both radial trap directions, as shown
in fig. 3.1b or along one of the radial and the axial trap direction, illustrated in fig. 3.1c. The
necessary asymmetry of the trap frequencies can be achieved via DC voltage control on the pair
of DC blades and endcap electrodes, to compress the crystal into the desired plane. One ben-
efit of the second approach is that micromotion only occurs along a single direction. Thus, in
principle, an entire plane is available from which the ions can be laser-addressed to first order free
of micromotion15. In terms of RF power requirements, none of the two configurations provide
an advantage, as the following brief calculation based on pseudopotential approximation shows.
The q-parameter is upper-bounded by a value qm to keep the micromotion amplitude low. The

12Structural phase transitions are discussed in detail in sec. 3.1.3.
13Entangling interactions are mediated via the common motion of the ions, which is presented in sec. 3.2.3.
14These structural phase transitions are different than the ones occuring between phases of different dimensions in

that they happen within an ion crystal for a fixed number of ions, held at a specific trapping potential.
15In practice, the trap electrodes restrict this optical access. For this reason, the linear Paul trap developed in this thesis

work is of a modified geometry, compared to the standard design, as will be explained in sec. 4.1.1.
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3 Experimental Methods for Quantum Information Science with Trapped Ions

potential is characterized by the three secular frequencies ωi with i ∈ x, y, z, which, assuming
that in a linear trap qx = qy = q and qz = 0, can be expressed as

ωx,y =
ΩRF

2

√
q2

2
+ ax,y, ωz =

ΩRF

2

√
az. (3.15)

As the a parameters sum up to ax + ay + az = 0, the sum of the square of the secular frequen-
cies is given by

∑
i ω

2
i = q2Ω2/4. This condition lower-bounds the value of the angular drive

frequency ΩRF to

Ω2
RF =

4

q2

∑
i

ω2
i ≥

4

q2m

∑
i

ω2
i . (3.16)

As eq. (3.16) does not depend on the orientation of the planar crystal in the trap, the minimum RF
power required to generate the desired set of secular frequencies is the same for both geometries.
However, as will be presented in sec. 3.1.3, the two crystal orientations differ in their sensitivity to
RF power fluctuations.

Ion Equilibrium Positions

The equilibrium positions of the ions within a Coulomb crystal arise from a balance of the re-
pulsive forces from the Coulomb interaction between the ions and the force exerted on them by
the trapping potential. The exact structure and stability of an ion Coulomb crystal depends on a
variety of factors, besides the strength of the trapping fields, such as the number and type of ions,
and their temperature. In our experiments the distance between ions is typically on the order of a
few micrometers, which allows for spatially resolved fluorescence detection and laser addressing.

Calculation of the equilibrium positions of N ions can be done in the following way [93, 95]:
The potential is modeled according to eq. 3.12. For N ions the potential energy of a Coulomb
crystal can be written as

V =
N∑
i

1

2
m(ω2

xxi(t)
2 + ω2

yyi(t)
2 + ω2

zzi(t)
2) + VCoulomb (3.17)

where

VCoulomb =
Q2

8πϵ0

N∑
i,j=1,i ̸=j

1

|r⃗i(t)− r⃗j(t)|
(3.18)

represents the Coulomb repulsion between the individual ions i and j which are located at posi-
tions r⃗i(t) = (xi(t), yi(t), zi(t)) and r⃗j(t). Here, ϵ0 is the permittivity of free space.

When the ions are sufficiently cold, their position r⃗i(t) can be approximated as

r⃗i(t) ≈ r⃗0i + ξ⃗i(t), (3.19)

r⃗0i representing the equilibrium positions and ξ⃗i(t) being a small time-dependent displacement.
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To obtain the equilibrium positions the partial derivative of the potential V is taken with re-
spect to the ion positions and equated with 0:

∂V

∂ri
|ri=r0i

= 0 (3.20)

For few ions this calculation can be done analytically while for higher ion numbers a numerical
calculation is required [95].
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Figure 3.2: Motional modes of planar ion Coulomb crystals: a) The mode spectrum of a 105-ion planar
crystal is calculated in pseudopotential approximation for trapping parameters (ωx, ωy, ωz) =
2π(2188, 528, 247.2) kHz. With these trapping parameters the ion crystal extends, by our def-
inition, along one radial and the axial direction of a linear Paul trap, as in fig. 3.1c. The top graph
shows all in-plane motional modes, with the height of the mode representing the normalized
axial energy weight, a parameter quantifying the ability to laser-cool the respective mode with
a beam propagating along the axial trap direction. A clear energy separation between the in-
and out-of-plane motional modes is visible. The latter modes are shown in the bottom plot.
See fig. 5.6 for the experimentally measured out-of-plane mode spectrum for these trapping pa-
rameters. Images in b) and c) each illustrate three in-plane and out-of-plane motional modes,
respectively, of a smaller 19-ion planar crystal, such as the one used in experiments in sec. 6.2.
While the displacement of ions within the plane is illustrated via arrows in b), the back and forth
movement out of the plane is illustrated via colors red and blue in c).
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Considering the displacement of ions from their equilibrium positions, it is clear that their
displacement will be coupled, due to the Coulomb interaction between them. For a sufficiently
coldN ion crystal this motion is quantized and represented by 3N motional modes,N for each of
the spatial dimensions. The mode in which all ions oscillate with the same amplitude and phase
is called the center of mass (COM) mode and its frequency corresponds to the trap frequency
along the respective direction16. Other motional modes are characterized by different tilting or
sheering movements. For a 2D crystal, the modes can be divided into in-plane and out-of-plane
modes. Figure 3.2 presents simulations in pseudopotential approximation on the motional mode
structure of a 105-ion and 19-ion planar crystal, which experiments later on in this thesis are based
on. Figure 3.2a shows the full simulated mode spectrum of the 105-ion crystal while 3.2b and c
show the displacement of ions, visualizing a few distinct motional modes of the 19-ion crystal.

Methods for calculating the mode frequencies are e.g. given in [95] and in the thesis of Dominik
Kiesenhofer. As micromotion may lead to a modification of the mode frequencies, perform-
ing such calculations in pseudopotential approximation may lead to inaccurate resuts. Methods
which take the full RF dynamics into account, such as a Floquet-Lyapunov approach or Fourier
transform of the ions’ motion were studied in the thesis of Dominik Kiesenhofer, but did for the
most part not provide a significant improvement to pseudopotential calculations when compared
to experimental data. The motional modes of ion crystals can be used to mediate interactions be-
tween ions, which is discussed in sec. 3.2.3. This forms the basis for creating entanglement and is
thus an important tool in the context of trapped-ion quantum information science.

3.1.3 Experimental Challenges andMitigation Strategies

While the models presented so far in this chapter represent an ideal scenario, the experimental
reality may not be accurately portrayed by these models. Experimental challenges can arise from
different effects, some of which are particularly severe when working with planar ion crystal. This
section focuses on these challenges and mitigation strategies which we apply in our experiments.

Anharmonic Trapping Potentials

The information in this subsection is mainly based on [96], where the author has provided a com-
prehensive summary of the effects of anharmonic contributions to the trapping potential. An
ideal Paul trap produces a harmonic trapping potential where only terms of the form x2 con-
tribute, which is difficult to achieve in reality. Terms that are lower or higher order in x (e.g.
octopole∝ x4 hexadecapole∝ x8 ) may also be present in a realistic Paul trap due to electrode
misalignment or the use of approximations to the ideal hyperbolic electrode geometry, i.e. simpler
electrode shapes which allow for better optical access. If the potential includes anharmonic contri-
butions, the ion motion can become complex and even chaotic due to the non-linear relationship
between the force acting on the ions and their displacement. This results in unpredictable normal

16Note that this is only the case for ion crystals which consist of identical ions. Also, measuring the COM mode of an
ion crystal or determining the secular frequency of a single ion for the same trapping parameters might in practice
produce a small deviation due to anharmonic terms in the trapping potential that become relevant for the length
scales over which the ion crystal extends.
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mode frequencies and amplitudes [97], a coupling between the motion along different axes17, and
in general a lack of control over the ion motion, characterized by heating and in the worst case
ejection of ions from the trap due to nonlinear resonances [98, 99]. In experiments with linear ion
strings in macroscopic linear Paul traps, the ions are confined to a small region in the trap close to
the RF null, where higher order terms are usually negligible. However, when non-conventional
trap geometries are used, much larger deviations from the ideal can arise. On top of that, when
ions are far displaced from the RF null, which is the case when storing large planar ion crystals in
a RF trap, adverse effects arising from higher-order terms may be much more severe, which has
been observed e.g. in mass spectrometry.

Micromotion

Micromotion at the RF drive frequency is always present in RF traps and has adverse effects on
the precision with which the trapped ions can be controlled, e.g. relating to increased motional
heating and structural phase transitions, effects which are explained in more detail later on in
this section. Moreover, the quantum states of trapped ions are manipulated via laser light, as
presented in sec. 3.2, and micromotion can have adverse effects on these light-matter interactions.
In particular, micromotion leads to a phase18 modulation of the laser light in the reference frame of
the ion. On narrow transitions, coupling strength may be lost to sidebands rather than the desired
carrier transition. On broad transitions, such as the one used for laser cooling, the lineshape may
be Doppler-broadened, making laser cooling less efficient.

As can be seen from eq. 3.9 the micromotion amplitude scales linearly with the q-parameter
and the distance of an ion from the trap center. In experiments with linear ion chains, micromo-
tion can thus be kept at low levels, by placing the ions along the RF null line. In practice, this
involves cancelling the effect of stray electric fields that would displace ions from the trap center,
by applying compensation voltages on designated electrodes. In this case, remaining micromo-
tion due to the secular motion of the ions, which slightly displaces the ions from the RF null, is
low and does not impose any experimental restrictions. However, in 2D ion crystals most ions
are inevitably displaced comparatively far from the RF null. For crystals which extend over several
tens of micrometers, this can easily result in micromotion amplitudes for the outermost ions on
the order of micrometers, and thus on the order of the inter-ion spacing. Operating the ion trap
at low q-parameters is one strategy to decrease the micromotion amplitude. Additionally, in order
to mitigate adverse effects of micromotion in planar ion crystals, ions should be manipulated with
laser beams only from directions that are perpendicular to the micromotion. In this way, unde-
sired effects on laser-ion interactions are suppressed to first order19. This strategy is employed in
this thesis work: The crystal configuration is chosen according to fig. 3.1c, with the crystal ex-
tending along the axial and one of the radial trap direction. Here, micromotion ideally occurs
only along a single direction. In order to gain laser access from relevant directions, perpendicular

17A coupling of different motional modes may be problematic as this might cause an energy transfer from a hot mode
to a ground-state cooled one.

18For laser beams which are strongly focused onto a single ion also amplitude modulation of the laser light may be
present due to micromotion.

19To first order here means that, as the ions are coupled via their Coulomb interaction, micromotion along one direc-
tion perpendicular to the laser beam may also lead to a small motion in another direction, not necessarily perpen-
dicular to the laser beam.
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to the micromotion direction, the standard linear Paul trap design was modified, as presented in
sec. 4.1.1. An approach to minimize the micromotion along undesired directions and the achiev-
able level of residual micromotion along those those directions in our apparatus is discussed in
sec. 5.2.2.

Residual Background Gas and Langevin Collisions

In order to operate an ion trapping experiment, vacuum conditions around the trap have to be
established. Limitations to the vacuum quality arise from e.g. material outgassing or residual con-
taminants within the vacuum vessel, resulting in the presence of residual gas atoms or molecules
which can collide with the trapped ions. Such “Langevin" collisions pose challenges, restricting
the lifetime of an ion Coulomb crystal via several mechanisms. First of all, a collision may result in
a chemical reaction between a trapped ion and background gas particle, leading to the formation
of a “dark" ion. Here, the lasers for imaging the atomic ions (see sec. 3.3.3) are no longer resonant
with the resulting molecule’s transitions, causing the ion to appear dark. Note that dark ions can
also occur in the absence of a collision, when a background gas particle is ionized and captured
by the trapping potential. Upon the formation of a dark ion, it may be necessary to empty the
trap and reload the ion crystal, unless the dark ion is molecular, in which case it may be possible to
dissociate it via laser light in a deterministic way. Another problem that can arise from Langevin
collisions is the loss of an ion from the trap. Here, the ion gains sufficient kinetic energy via the
collision, also potentially aided by heating mechanisms (as described in the subsequent subsec-
tion), to exceed the trap depth. This issue is more common in surface traps, with typical trap
depths below 1 eV. In 2D ion Coulomb crystals, collisions can additionally cause structural phase
transitions, such as to a melted phase or between different configurations of the crystal lattice, as
discussed in detail in subsequent subsections.

Establishing excellent vacuum conditions is imperative for minimizing the rate of Langevin
collisions and thereby reducing the likelihood of dark ions, ion loss and structural phase transi-
tions. This is particularly important in experiments involving large ion crystals, given that the
collision rate scales linearly with the number of ions. Cryogenic systems facilitate establishing
and maintaining such high-quality vacuum conditions. This is attributed to the decreased va-
por pressure of substances at low temperatures, leading to fewer molecules evaporating into the
gas phase (reduced outgassing) and the effective removal of background gases present inside the
vacuum vessel by condensation onto the chamber walls. Additionally, the thermal motion of
background gas particles is reduced, such that collisions not only occur less frequently but also at
lower energies, making them less harmful to the ion crystals. However, cryogenic systems come
with certain drawbacks, such as increased operational complexity, potential vibrations that can
adversely affect laser-ion interactions where phase stability on the length scale of a small fraction
of the light’s wavelength is required, and high costs. Alternatively, it is possible to achieve good
vacuum conditions around 10−11 mbar at room temperature by taking the following measures:
All materials inside the vacuum vessel should have good outgassing properties. Substances such
as polymers or glues should thus be avoided, as they usually exhibit a high level of outgassing.
Moreover, metals such as titanium or aluminium are preferable over stainless steel, especially for
the vacuum vessel itself, due to lower hydrogen outgassing. All in-vacuum parts should be cleaned
thoroughly in ultra-sonic baths of ultraclean solvents in order to eliminate hydrocarbons which
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are detrimental to vacuum pressures. The parts should furthermore be properly vented to avoid
virtual leaks. Heat treatments such as vacuum firing, air baking and vacuum baking should be
applied in order to reduce the outgassing of metals and eliminate water inside the vessel. The vac-
uum system should be designed in a way that allows for effective pumping, with non-evaporative
getters (NEGs) and ion pumps sustaining vacuum conditions over time. In the end, the pressure
inside the chamber should be dominated by hydrogen, specifically H2, a light particle which in
collisions is less detrimental to the ion crystals’ stability than heavier ones.

IonHeating

In order to manipulate ions at the quantum level, they need to be cooled to sufficiently low tem-
peratures by means of laser cooling, which is discussed in sec. 3.3.3. However, cooling is counter-
acted by heating mechanisms. Strong heating may result in the breakdown of the crystal structure,
causing ions to enter a melted phase or even escape the trapping potential. In less severe cases, heat-
ing may disrupt the ions’ adherence to the Lamb-Dicke regime that is necessary for harnessing the
shared motion of the ions in the trap for e.g. entangling interactions (see sec. 3.2.3). Related to
this, heating may limit the coherence (motional and electronic [100]), and thus the timescale of
experiments investigating the dynamics of interacting spin-1/2 particles.

Several heating mechanisms exist which transfer energy to the ions. One model is based on
electric field noise coupling to the ion’s charge and exciting the secular motion of the ions. Such
electric field noise can arise from a combination of different origins, most commonly technical
noise, Johnson noise or surface noise. Noise which is present in the voltage supply of the ion trap
or may be picked up from the laboratory environment can be summarized by the term techni-
cal noise. It can be reduced by ensuring a clean electrical environment in the laboratory free of
ground loops20, and using low-noise power supplies and electronics in combination with filters
and active stabilization. Johnson noise, also known as Nyquist noise, arises from the random mo-
tion of electrons in electronic components at non-zero temperature. The random movement of
the electrons results in random voltage fluctuations which manifest as noise across a wide range of
frequencies. Since the magnitude of Johnson noise is proportional to temperature, operating ion
traps at cryogenic temperatures is beneficial. Moreover, its magnitude is dependent on resistance,
requiring a smart design of electronics which are within the voltage network of the ion trap, such
as the filters typically employed to reduce ripple on the trap’s DC electrodes. Surface noise is not
well understood but attributed to microscopic processes on the surface of the ion trap.

The electric field noise produced by these processes is characterized by its spectral density SE ,
oftentimes modeled as

SE ∝ ω−αd−βT+γ . (3.21)

Here, ω is the motional frequency of the ion, d is the distance between ion and trap electrode
and T is the surface temperature of the trap, while α, β and γ are positive constants that quantify
the power-law behavior [101]. While this relation is sometimes disputed [101], it can provide an
intuitive understanding and in many situations may agree well with experimental data within a
reduced parameter space. The proposed scaling for surface noise is oftentimes on the order of

20Our approach to avoiding ground loops, where the interconnection of devices gives rise to noise components at the
frequency of the AC mains hum, is presented in sec. 4.8.1.
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d−4, meaning that an electrode-ion distance that is as large as possible is desired. The frequency
dependence is typically modelled between 1/ω−1 and 1/ω−2, in our setup we have observed a
scaling of about 1/ω−2. Higher secular frequencies are thus desired to decrease heating effects.

An additional heating mechanism is RF heating, an effect that is not related to fluctuating elec-
tric fields but arises from the trapping RF field itself. Here, energy is transferred from the RF field
to the trapped ions [30, 31]. In planar crystals this effect may be more severe, compared to linear
crystals, as the ions that are placed far from the RF null experience more significant acceleration
from the RF field. Again, operating the trap at low q parameters is a good strategy for mitigating
these effects. RF heating can also be aggravated by other mechanisms, e.g. Langevin collisions of
the ions with background gas particles. Here, energy is first transferred to the ions via the momen-
tum kick through the collision, with additional energy supplied by RF heating, which may induce
transitions into a non-crystalline phase and give rise to heating dynamics as observed in [31].

Structural Phase Transitions of the Crystal Lattice

In contrast to linear ion crystals, planar crystals can exist in different structural configurations,
within a given trapping potential. A prerequisite for a transition to take place between these
distinct configurations, is the availability of structural phases which are close in energy to each
other, such that the energy gap can be bridged by e.g. heating effects or Langevin collisions of
the ions with background gas. This phenomenon of structural phase transitions is well-known in
the context of barely two-dimensional zig-zag crystals with two mirror-symmetric, energetically-
degenerate ground-state configurations [16, 17]. In larger and less elongated planar ion crystal,
more lattice configurations are possible. The thesis of Dominik Kiesenhofer presents a thorough
investigation of lattice configurations of ion Coulomb crystals trapped in our apparatus and com-
pares the experimental observations with expected configurations, determined via simulated an-
nealing.

Transitions between different lattice configurations are undesired in the experiment as quan-
tum state readout and manipulation is in many cases ion-specific, and shifting of ion positions
thus leads to errors. Moreover, these transitions may modify the motional mode structure of the
crystal, which affects entangling interactions. Besides having established excellent vacuum condi-
tions in our apparatus in order to reduce the rate of Langevin collisions, we employ several strate-
gies to practically eliminate the effect of structural phase transitions on our experiments. These
include selecting specific ion numbers and trap anisotropies, for which the crystal lattice is in-
trinsically more stable, stabilizing the trap frequencies (see also next subsection), and detecting
configuration changes during experimental measurement sequences such that the corresponding
data can be excluded. These strategies are presented in more detail in sec. 5.3.2.

Trapping Potential Instabilities

Fluctuations in the voltages supplying the ion trap give rise to several undesirable effects. As dis-
cussed in sec. 3.1.3 noise on the DC electrodes can result in heating of the trapped ions. However,
stabilizing DC voltages is generally easier than stabilizing RF voltages21, leading us to consider RF

21In an electrical environment free of ground loops, off-the-shelf low-noise DC power supplies in combination with
lowpass filters close to the trap are usually sufficient to bring the noise level on the DC electrodes down to acceptable
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stability as a potential limiting factor in the experiment. According to equations 3.10 and 3.8, the
trap frequencies are linearly dependent on the amplitude of the RF voltage. Thus, voltage fluc-
tuations may result in changes of the mode structure of the ion crystal, which is problematic in
the context of entangling interactions, where stability of the mode frequencies with respect to the
frequency of the laser creating the interaction is crucial, to maintain a constant coupling strength
throughout the experiment. At the same time, changes in trap frequencies may lead to changes of
the aspect ratio of the ion crystal, potentially increasing the likelihood of structural phase transi-
tions to occur. As discussed previously, there are two primary configurations of trapping a planar
ion Coulomb crystal in a linear Paul trap, with the option of the crystal extending along the axial
and one of the radial direction (fig. 3.1c) having the benefit of micromotion only occurring along
a single direction. Here, the two possible options are compared in terms of their sensitivity to RF
voltage fluctuations.

Starting from eq. 3.15, the dependence of the secular frequencies on the q-parameter can be
calculated via

dωi

dq
=

Ω

4

q√
q2

2 + ai

=
Ω2q

8ωi
=

1

2qωi

3∑
n=1

ω2
n , i ∈ 1, 2 (3.22)

dω3

dq
= 0. (3.23)

These expressions show that the secular frequency along the axial trap direction does not change
with changing RF power and thus, trapping a planar crystal within the radial plane of the trap
(as in fig. 3.1b) is the best option to suppress coupling strength variations of the laser creating
entangling interactions. On the other hand, while the secular frequencies of a crystal trapped in
a plane spanned by one radial and the axial trap direction are not insensitive to RF power fluctua-
tions, the effect is still a factor of two weaker than for a linear ion crystal with the same maximum
secular frequency. Thus, a crystal confined to the axial-radial plane may still be suitable for ex-
periments in which entanglement is mediated via motional modes, when establishing sufficient
frequency-stability of those modes with respect to the interaction beam via a state-of-the-art RF
power stabilization unit. In terms of sensitivity of the crystal aspect ratio with respect to changes
in the trap frequencies, a crystal in the radial plane also provides a benefit. In this case both in-
plane directions are affected equally by RF power fluctuations, leading to a ”breathing” effect of
the crystal. This correlates with a reduced chance of structural phase transitions to occur, com-
pared to a crystal trapped in the radial-axial plane, for which RF power fluctuations do alter the
crystal aspect ratio.

levels. For RF electronics the situation is much more difficult since here a signal oscillating on the order of tens of
MHz has to be stabilized in frequency and amplitude. This requires a combination of custom active-stabilization
electronics, sophisticated pickup schemes for the reference signal as well as excellent temperature and humidity
control around the experiment.
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3.2 Controlling the Quantum State of Trapped Ions

In order to perform trapped-ion experiments in a quantum information context, the quantum
states of the ions need to be precisely manipulated, to allow for storing, processing and reading
out quantum information. In principle, any approximation of a two-level quantum system can be
employed to encode a physical qubit. A multi-level quantum system can be used in the case that
two states can be sufficiently decoupled from the others, which is often the case for the internal
(electronic or hyperfine levels) of an atom or ion. This section focuses on how precisely timed
control fields can be used to manipulate the quantum states of trapped ions. This manipulation
forms the basis of performing single qubit gates, or more generally, arbitrary rotations around the
Bloch sphere. Moreover, manipulating the external (motional) degrees of freedom of the trapped
ions by means of laser fields can create entangling interactions within an ion crystal, forming the
basis of multi-qubit quantum operations.

3.2.1 Coherent Interactions

The electronic and hyperfine levels of an atom are non-uniformly spaced, allowing them to be
addressed individually through radiation with a frequency matching their respective energy split-
ting. Laser, microwave, or RF fields may be employed for this purpose. Here, laser fields offer
advantages as their high spatial coherence, correlating with strong spatial confinement, allows for
the resolution required for manipulating the quantum state of individual ions within a Coulomb
crystal. Moreover, lasers are able to couple to the ions’ motion, required for creating entangling
interactions, which is presented in the next sections. Besides manipulating ions with lasers, in this
thesis work ions are also manipulated via magnetic RF fields. While spatial resolution was men-
tioned as a benefit of laser-driven interactions, the Gaussian beam profile of a laser may lead to
undesired coupling strength variations in global operations on the ion crystal. Here, RF fields in
principle allow for a more homogeneous interaction and also prevent unwanted coupling to the
ions’ motion in situations where it is not desired. Moreover, RF sources with excellent amplitude
and phase stability are commercially available while stabilizing lasers in amplitude and phase can
be technically very demanding, but is a requirement for the high-fidelity manipulation of the ions’
quantum states.

In the following, the coupling between a trapped ion and laser fields is described, with the first
part about resonant interactions also applicable to RF fields. Later on in sec. 3.2.2 the theory is
extended to interactions within a harmonic trapping potential, to describe the coupling between
a laser and an ion’s motion.

The energy of an ion described in terms of two quantum states, e.g. representing the basis states
of a physical qubit, can be expressed as the Hamiltonian

Ĥatom =
ℏω0

2
σ̂z. (3.24)

Here, the two states have eigenenergies±ℏω0/2, thusℏω0 corresponding to the energy difference
between the two states. In simple terms, radiation at frequency ω0 can be used to couple the two
energy levels, i.e. to excite or de-excite the ion from one to the other state (population transfer of
e.g. an electron from one energy state to the other). During the interaction a laser field, which can
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be modelled classically as a sinusoidal travelling wave at frequency ωl and phase ϕl = k⃗lr⃗ + ϕ,
where k⃗l is the laser wavevector, r⃗ the position vector and ϕ some phase offset, interacts with the
ion for a time t. The coherent population dynamics are then described by the time evolution
under a Hamiltonian, as discussed in sec. 2.2.1. The Hamiltonian describing this coupling can be
expressed as

Ĥcoupling = ℏΩcos(ωlt− ϕl)(σ̂+ + σ̂−) (3.25)

where σ̂± are the raising/lowering operator defined in eq. 2.22 andΩ is the Rabi frequency which
quantifies the coupling strength, i.e. the speed at which population is transferred between the two
states.
The Rabi Frequency
The Rabi frequency is a measure for the coupling strength on an atomic transition and depends
on several parameters, such as the type of transition, the intensity of the driving field, as well as
polarization and direction of the laser beam with respect to the magnetic field axis22 [94]. For
example, in dipole transitions the Rabi frequency is proportional to the dipole transition ma-
trix element multiplied with the electric field amplitude of the driving field. In contrast, for
quadrupole transitions it is dependent on the gradient of the electric field which couples to the
quadrupole moment of the ion. Moreover, the Clebsch-Gordan coefficients are relevant in this
context, which describe the possible coupling strength between two specific angular momentum
states. The Rabi frequency also depends on light polarization and geometric factors based on the
angle between laser beam and quantization axis23. Here, it is useful to consider an atom’s spatial
absorption/emission characteristics during a transition, illustrated e.g. in fig. 2.2 and 2.3 of [102],
which demonstrate the constraints on laser beam direction and polarization in order to achieve
coupling. More quantitatively, these geometric factors are provided in [94, 103] for the quadrupole
transitions in 40Ca+24. When setting up laser beams in the experiment, these geometric factors
should be considered to maximize the coupling on the desired transition. In the given example of
40Ca+, for driving ∆m = 0 transitions, it is beneficial for the laser to propagate at a 45 degree
angle with the quantization axis with a polarization that is linear (π-polarization) within the plane
spanned by the laser and magnetic field axis. On the other hand, for driving transitions in which
the magnetic quantum number should change by ∆m = 1, maximum coupling can be achieved
when a laser beam with circular polarization propagates along the magnetic field axis. Here, σ+

and σ− denote circular light polarizations driving transitions where ∆m changes by +1 and -1,
respectively.
Transformation into the Interaction Picture
The total Hamiltonian describing the atom and its coupling to the light field is given by Ĥatom +
Ĥcoupling. We are interested in the dynamics which are initiated by Ĥcoupling. It is thus convenient

to change into the interaction picture via the transformation Ĥint = e
iĤatomt

ℏ Ĥcouplinge
− iĤatomt

ℏ ,

22These concepts are related to the selection rules for atomic transitions that describe which transitions are allowed in
general and the conditions that must be satisfied for a certain transition to occur.

23The quantization axis corresponds to the axis of magnetic field in the experiment. This axis provides a reference
for the atom’s directional transition characteristics. Note, that in the case of dipole transitions the angle between
the beam and the quantization axis does not enter the expression for the Rabi frequency directly but only has an
influence on the allowed polarization vectors.

24These transitions can couple an optical qubit, as discussed in sec. 3.3.4.
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where the evolution of the unperturbed atom is separated from the evolution due to the laser-
driven interaction. Additionally, the rotating wave approximation is applied, which neglects terms
∝ (ωl + ω0)t in the Hamiltonian that oscillate rapidly, and thus average out over the time scale
of the interaction25. This leads to the interaction Hamiltonian

Ĥint = ℏ
Ω

2

(
eiχσ̂+ + e−iχσ̂−

)
(3.26)

where χ = ϕl − ∆t and ∆ = ωl − ω0 is the frequency detuning of the laser from the atomic
transition frequency.

Resonant driving

Here the case where the detuning ∆ = 0 is considered, i.e. the laser’s frequency exactly matches
the frequency of the atomic transition. In this case, the dynamics are described by the unitary
evolution

Û(t) = e
−iĤintt

ℏ . (3.27)

The population dynamics of the ion’s energy states under this unitary evolution are described
by the optical Bloch equations (without damping). Here, the populations evolve as sinusoidal
oscillations at the Rabi frequency (Rabi oscillations). This can be illustrated as rotations of the
state vector around the Bloch sphere about an axis within the equatorial plane that is set by ϕl.
Here, the amount of rotation the state vector experiences is proportional to the interaction time
t via θ = Ωt. Laser pulses of a duration that cause a complete population transfer between the
qubit basis states, from |0⟩ to |1⟩ and vice versa, are referred to as π-pulses as here θ = π. This
effectively realizes e.g. a σ̂x or σ̂y gate operation, depending on the value ofϕl. Pulses of a duration
that map an original state |0⟩ or |1⟩ onto an equal superposition state of |0⟩ and |1⟩ are referred
to as π/2-pulses.

The optical Bloch equations also allow for decoherence effects to be included in the model for
population dynamics in an atomic two-level system, via the introduction of damping terms. This
effect of damping Rabi oscillations becomes visible in the experiment when averaging over many
projective measurements.

Non-Resonant Laser-Ion Interactions

In the case of ∆ ̸= 0, i.e. the laser frequency not being resonant with the atomic transition
frequency, the population dynamics increase in speed, the effective Rabi frequency given by

Ωeff =
√

Ω2 +∆2 (3.28)

while the ability to transfer population from one state to the other is reduced by Ω2/Ω2
eff. Reso-

nance thus seems to be a natural requirement in order to perform rotations of the qubit state with
high fidelity. However, off-resonant operations are also crucial as they allow for σ̂z rotations to
be performed, an operation not easily accessible with resonant pulses. This ability is based on the

25However, situations exist in which these terms do become relevant, such as ultrafast excitation of the atom with
high-intensity laser pulses.
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AC Stark effect and can be derived by changing into a different, albeit less intuitive, interaction
picture than previously. Now, the total Hamiltonian Ĥatom + Ĥcoupling is divided into the two
parts

Ĥ0 =
ℏωl

2
σ̂z (3.29)

and
Ĥ1 = −

ℏ∆
2

σ̂z + ℏΩcos(ωlt− ϕl)(σ̂+ + σ̂−). (3.30)

The transformation into the new interaction picture Ĥint’ = e
iĤ0t
ℏ Ĥ1e

− iĤ0t
ℏ and applying a

rotating wave approximation yields

Ĥint’ = −
ℏ∆
2

σ̂z +
ℏΩ
2
σ̂x. (3.31)

From this equation it is easy to see that when the first term dominates at large detuning the dynam-

ics under Û ′(t) = e
−iĤint’t

ℏ result is an effective rotation around the z-axis of the Bloch sphere. In
the process, the atomic energy levels are light-shifted by

∆AC Stark = −1

2
∆± 1

2

√
Ω2

eff +∆2. (3.32)

Besides the usefulness of AC-Stark pulses within the context of creating phase gates on qubits,
Stark shifts which are fluctuating in time relate to phase fluctuations of the qubit and thus lead to
decoherence. In a real atom, which consists of many more energy levels than the two considered
here, a light field can couple off-resonantly to all of them, making the control of AC Stark shifts
challenging. Moreover, more complications may arise due to Stark shifts not necessarily being
spatially homogeneous due to a laser beam’s Gaussian intensity profile.

Raman Transitions using two Laser fields

Figure 3.3: Three-level Λ-type system: |g1⟩ and |g2⟩ represent two long-lived states, which are off-
resonantly (detuning ∆) coupled to a short-lived excited state |e⟩ using two laser fields with
Rabi frequencies Ω1 and Ω2. This Raman process creates resonant coupling between the the
ground states |g1⟩ and |g2⟩.
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Raman transitions allow for two energy states of an atom to be coupled via a third state, offering a
convenient way of driving transitions, for which lasers are unavailable. Theory on Raman transi-
tions is provided in detail e.g. in [104, 105, 106, 107], with the most important concepts explained
in the following. We consider a “Λ-type” three-level system, as shown in figure 3.3. |g1⟩ and |g2⟩
represent two long-lived ground states between which population is coherently transferred, by off-
resonantly coupling them via a short-lived excited state |e⟩ using two laser fields. The respective
Rabi frequencies of the laser fields are denoted asΩ1 andΩ2, while the detuning from the excited
state is represented by ∆. For the Raman process to be resonant, the frequency difference of the
two laser fields has to match the transition frequency between |g1⟩ and |g2⟩26. Another require-
ment for the coherent population transfer between the ground states is that ∆ >> Ω1,Ω2,Γ,
to suppress population of |e⟩ and spontaneous decay from this excited states that would lead to
decoherence. Here, Γ corresponds to the total spontaneous emission rate, representing the two
possible decay channels from the excited state in the three-level system27. In this Raman process,
the population oscillates between |g1⟩ and |g2⟩with an effective Rabi frequency of

Ωeff =
Ω1Ω2

2∆
, (3.33)

while the effective scattering rate from the excitated state scales as 1/∆2 [108, 109]. Consequently,
as the off-resonant scattering rate drops quadratically with detuning, while the effective Rabi fre-
quency decreases linearly with it, the ratioΓ/Ωeff can be minimized by detuning further from the
excited state. However, high laser power densities may be necessary in order to sustain sufficient
coupling strengths at large detunings.

3.2.2 Coupling Internal andMotional States

Coupling the electronic and motional states of an ion forms the basis for many important tools
commonly used in trapped-ion experiments, such as laser cooling and creating entangling interac-
tions. For creating entanglement, precise control over the ions’ motion is required, meaning that
the ion must first be laser-cooled to sufficiently low temperatures. Here, a fundamental require-
ment is that a quantized description of the ion motion is applicable, the ion being represented
by a quantum harmonic oscillator whose energy states represent the phonon occupation. Addi-
tionally, the approximations which are made in this section rely on more stringent requirements.
In this context, the Lamb-Dicke parameter constitutes an important metric, defining the rele-
vant temperature regime and additionally quantifying the coupling between a laser and the ion
motion.

For a single ion the Lamb-Dicke parameter is defined as

η = |k⃗l|x0 cos(ϑ) = |k⃗l|
√

ℏ
2mω

cos(ϑ) (3.34)

26In reality, the energy shifts on the atomic levels due to the AC Stark effect, induced by off-resonant driving, have to
be considered.

27In a real atom, with more energy states, all possible decay channels have to be considered.
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where m is the mass of the ion, that is confined in a harmonic potential characterized by the trap
frequency ω, x0 represents the extent of the wave packet of the ion’s harmonic motion in the
ground state and ϑ is the angle between the laser’s wavevector and the axis of oscillation of the
ion. The Lamb-Dicke approximation is valid when the ion’s wave packet is much smaller than
the laser wavelength, quantified by the condition

η2(2n̄+ 1)≪ 1, (3.35)

with n̄ being the mean phonon number present in the system. In this regime, coupling between
the laser and ion motion is simplified to single quanta dynamics, meaning that transitions which
change the number of phonons by more than one are suppressed. While the conditionη2(2n̄+1)
should be small, it is not desired that η itself is small, as the coupling strength between the ion’s
motion and laser field is proportional to η, which is shown further down in this section. As η
depends linearly on the wavevector and thus inversely on wavelength, there is effectively no cou-
pling between an ion’s motion for realistic trapping frequencies and long-wavelength radiation,
e.g. in the RF range, while laser fields in the optical domain have a significant Lamb-Dicke param-
eter and thus allow for motional interactions. In order to combine the benefits of RF transitions,
such as long qubit lifetimes, with the possibility of motional coupling, Raman transitions can be
employed. In such a Raman process the effective wave vector is given by the difference in k vectors
of the individual beams contributing to the transition:

k⃗eff = k⃗l2 − k⃗l1 (3.36)

This has to be considered in the expressions where k⃗l is relevant, such as ϕl and η.

In the following, the atom-light interaction Hamiltonians including motional coupling are de-
rived. Additional to the Hamiltonian used in describing an atom and its coupling to a laser field in
the previous section, here another term is added, representing the oscillation of an ion in the trap
in terms of one of the harmonic motional modes at frequency ω. The Hamiltonian describing
the energy of an ion in the trap is thus given by

Ĥatom, trap =
ℏω0

2
σ̂z + ℏω

(
â†â+

1

2

)
, (3.37)

where â and â† are the annihilation and creation operators which lower or increase the number
of phonons in the mode by one. The interaction Hamiltonian for a trapped ion is given by

Ĥint = ℏ
Ω

2

(
eiχσ̂+e

iη(âe−iωt+â†eiωt) + h.c.
)

(3.38)

where h.c. represents the hermitian conjugate. For typical experimental situations, where n̄ <
20, the exponential in eq. 3.38 can be approximated via a Taylor-expansion

eiη(âe
−iωt+â†eiωt) ≈ 1 + iη

(
âe−iωt + â†eiωt

)
, (3.39)
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which allows the interaction Hamiltonian to be expressed as

Ĥint = ℏ
Ω

2

(
eiχσ̂+

(
1 + iη

(
âe−iωt + â†eiωt

))
+ h.c.

)
. (3.40)

Considering a resonant laser beam where ∆ = 0 and performing a rotating wave approximation,
yields a Hamiltonian of a similar form as given in sec. 3.2.1, i.e.

Ĥcar = ℏ
Ω

2

(
eiϕl σ̂+ + e−iϕl σ̂−

)
. (3.41)

This Hamiltonian describes “carrier transitions", which leave the motional state unchanged and
couple |1, n⟩ ←→ |0, n⟩. Previously, when evaluating matrix elements, the motional state was
not considered, and the coupling strength was assumed to be independent of the motional quan-
tum number. However, when including the motional state of the ion in the calculation, a depen-
dence of the coupling strength on the motional quantum number n has to be considered. For
example, when the Hilbert space is restricted to the two-dimensional subspace spanned by the
states |1, n⟩ and |0, n⟩, the coupling strength effectively scales as Ωn = (1− η2n)Ω0, where Ω0

is the coupling strength at n = 0.

“Sideband transitions", which are detuned from the carrier by the trap frequency, allow for
the description of operations that simultaneously manipulate an ion’s internal states as well as
motional degrees of freedom. A red sideband transition, detuned by ∆ = −ω from the carrier,
couples |1, n⟩ ←→ |0, n − 1⟩. As the detuning in this case corresponds exactly to the energy
of a phonon, one quantum of motion is annihilated every time the ion is excited28. Applying
a rotating wave approximation, the Hamiltonian describing the red sideband transition can be
written as

Ĥred = iℏη
Ω

2

(
eiϕl âσ̂+ − e−iϕl â†σ̂−

)
. (3.42)

Here, the states |1, n⟩ ←→ |0, n− 1⟩ are coupled with an effective coupling strength that scales
as Ωn,n−1 = η

√
nΩ0. Equivalently, a blue sideband transition can be driven, where one phonon

is added in the process, requiring a positive laser detuning of∆ = ω from the carrier. The Hamil-
tonian for blue sideband transitions is given by

Ĥblue = iℏη
Ω

2

(
eiϕl â†σ̂+ − e−iϕl âσ̂−

)
, (3.43)

Here, when coupling states |1, n⟩ ←→ |0, n + 1⟩, the coupling strength effectively scales as
Ωn,n+1 = η

√
n+ 1Ω0. Figure 3.4 shows the three different resonances in a diagram.

28This forms the basis of resolved sideband cooling, as explained in sec. 3.3.3.
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Figure 3.4: Carrier (car), red sideband (rsb) and blue sideband (bsb) transitions: The top levels represent
the excited state whereas the bottom levels represent the ground state of the qubit for different
motional states withnphonons. The energy difference between the motional states correponds
to the detuning required to drive sideband transitions.

3.2.3 Entangling Interactions

This section describes theory on creating entangling interactions within an ion Coulomb crystal
in the electronic degrees of freedom of the ions, via coupling to the harmonic modes of motion
of the crystal. First, the Mølmer-Sørensen (MS) interaction of the form σ̂xσ̂x is introduced, de-
scribing the simple model of two ions coupled via a single vibrational mode [110]. The model is
then extended to multiple ions, still coupled via a single vibrational mode. For this type of inter-
action the interaction range is infinite, meaning that all ions in the crystal couple to each other
with the same strength. This provides a benefit in contrast to other experimental platforms in
quantum information science, where all-to-all connectivity cannot be directly implemented. The
MS interaction requires a bichromatic laser field with symmetric detunings from the red and blue
motional sidebands to illuminate the ions. However, by introducing an additional asymmetric
detuning of the laser frequencies with respect to the red and blue sidebands, it is possible to cre-
ate transverse-field Ising-type and XY-type interactions, as relevant in the context of spin models
(see sec. 2.5.2.). Additionally, in the experiments presented in this thesis, rather than coupling
to a single vibrational mode of an ion crystal, the bichromatic laser field couples to many modes
at the same time 29, which allows interactions to be realized ranging from all-to-all couplings to
couplings whose strengths decay algebraically with the distance between the ions.

Mølmer-Sørensen interaction

In the case of two qubits, the state |11, n⟩ is initially prepared with the ions sharing a motional
excitation of n phonons in the trap30. The bichromatic laser field driving the interaction consists
of two superimposed frequencies with symmetric positive and negative detuning from the carrier
transition. The two frequencies of the light are chosen near the first red and blue sideband, re-
spectively, as ν±ω±δ where ν is the carrier transition frequency, ω is the trap frequency and δ is
a detuning from the sideband frequencies. In the following, we consider the interaction to be me-

29In particular, the laser field couples off-resonantly to all of the out-of-plane motional modes of our planar crystals.
30Typically, the ions are cooled as close as possible to their motional ground state, i.e. n̄ ≈ 0.
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diated via the center-of-mass mode of motion. For a single ion, interaction with the bichromatic
light field is described by the Hamiltonian

Ĥbic = Ĥred + Ĥblue = iℏη
Ω

2

((
eiϕr âσ̂+ − e−iϕr â†σ̂−

)
+
(
eiϕb â†σ̂+ − e−iϕb âσ̂−

))
=

= ℏη
Ω

2

((
ei(ϕr+

π
2 )âσ̂+ + e−i(ϕr+

π
2 )â†σ̂−

)
+
(
ei(ϕb+

π
2 )â†σ̂+ + e−i(ϕb+

π
2 )âσ̂−

))
=

= ℏη
Ω

2

(
(â+ â†)

(
σ̂x cos

(
ϕb − ϕr

2

)
cos

(
ϕr + ϕb + π

2

)
− σ̂y cos

(
ϕb − ϕr

2

)
sin

(
ϕr + ϕb + π

2

))
+i(â† − â)

(
σ̂x sin

(
ϕb − ϕr

2

)
cos

(
ϕr + ϕb + π

2

)
− σ̂y sin

(
ϕb − ϕr

2

)
sin

(
ϕr + ϕb + π

2

)))
(3.44)

whereϕr = ϕl+δt andϕb = ϕl−δt. Here, the coupling strengths of the red and blue sideband
Hamiltonians are assumed to be equal and are denoted byΩ. In the case ofϕr+ϕb = π, equation
3.44 simplifies to

Ĥbic = −ℏη
Ω

2

(
(â+ â†) cos(δt)σ̂x + i(â† − â) sin(δt)σ̂x

)
= −ℏηΩ

2

(
â†e−iδt + âeiδt

)
σ̂x.

(3.45)
Extending this expression to two qubits leads to the MS Hamiltonian

Ĥ
2 qubits
MS = −ℏηΩ

2

(
â†e−iδt + âeiδt

)
Ŝx (3.46)

where Ŝx = σ
(1)
x + σ

(2)
x . The time evolution under this Hamiltonian is given by

Û(t) = e−
i
ℏ
∫ t
0 ĤMS(t

′)dt′ = lim
m→∞

m∏
j=1

e−
i
ℏ Ĥ(j∆t)∆t =

lim
m→∞

D̂

(
−iηΩ

2
e−iδ t

m Ŝx

)
· ... · D̂

(
−iηΩ

2
e−iδtŜx

) (3.47)

where ∆t = t
m , and the displacement operator D̂(α) = eαâ

†−α∗â has been defined. This
operator describes the displacement in phase space of the harmonic oscillator representing the
motion of the two-ion crystal, e.g. the center of mass mode, by an amount α. Using the Baker-
Campbell-Hausdorff formula D̂(α)D̂(β) = D̂(α+β)eiℑ(αβ∗), whereℑ denotes the imaginary
part, the unitary evolution in eq. 3.47 can be represented by

Û(t) = D̂

(
−
∫ t

0
iη
Ω

2
e−iδt′dt′Ŝx

)
e
−iℑ

(∫ t
0 ηΩ

2
e−iδt′dt′

∫ t′
0 ηΩ

2
eiδt

′′
dt′′Ŝ2

x

)
=

D̂

(
η
Ω

2δ
(e−iδt − 1)Ŝx

)
e
−iη2 Ω2

4
ℑ
(

t
iδ
− e−iδt−1

δ2

)
Ŝ2
x
=

D̂

(
η
Ω

2δ
(e−iδt − 1)Ŝx

)
e−iη2 Ω2

4δ2
(sin(δt)−δt)Ŝ2

x .

(3.48)
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This evolution represents an off-resonantly driven harmonic oscillator, which, in analogy to the
classical case, returns to its initial state after times t = N 2π

|δ| , where N ∈ N. At these times eq.
3.48 reduces to

Û(t = N
2π

δ
) = D̂(0)eiη

2 Ω2

4δ2
2πN sign(δ)Ŝ2

x = eiη
2 Ω2

4δ2
2πN sign(δ)Ŝ2

x . (3.49)

As Ŝ2
x = (σ̂

(1)
x +σ̂

(2)
x )2 = (σ̂

(1)
x )2+(σ̂

(2)
x )2+2σ̂

(1)
x σ̂

(2)
x = 21(1)1(2)+2σ̂

(1)
x σ̂

(2)
x , the effective

Hamiltonian describing the dynamics can then be written as

Ĥeff = −ℏJσ̂(1)
x σ̂(2)

x , (3.50)

the time evolution under this Hamiltonian creating an entangled state as shown in sec. 2.4.2.
Here,

2πJ = 2πη2
Ω2

2δ2
sign(δ) (3.51)

is the effective coupling strength of the entangling interaction31.

The phase space diagram offers a convenient way of visualizing the MS interaction. To see how
the qubit states evolve in phase space, the single-qubit case is first considered: The ground state
of a single qubit is given by a product state of the electronic ground state |1⟩ and the motional
ground state or vacuum state |vac.⟩ and can be written in the |+⟩x/|−⟩x basis as

|1⟩|vac.⟩ = 1√
2
(|+⟩x − |−⟩x)|vac.⟩ (3.52)

where the states |+⟩x and |−⟩x are the electronic eigenstates of the displacement operator. The
displacement from a bichromatic light field generates a motional Schrödinger cat state

D̂(α)|1⟩|vac.⟩ = 1√
2
(|+⟩x|α⟩ − |−⟩x| − α⟩) (3.53)

where the coherent states |α⟩ and | − α⟩ are entangled with the internal qubit states |+⟩x and
|−⟩x. In fig 3.5a and b the phase space diagram32 in a rotating reference frame is provided for the
resonant case where Ĥ ∝ (â+ â†)σ̂x and the off-resonant case where Ĥ ∝ (âeiδt+ â†e−iδt)σ̂x,
respectively. In the off-resonant case the displacement results in a circular trajectory (analogous to
the trajectory of an off-resonantly driven harmonic oscillator) with the oscillator returning to its
initial state after a certain time. In the two qubit case, the MS interaction, mediated via the center-
of-mass mode, leads to the two states |++⟩x and |−−⟩x being entangled with the motion. This
is illustrated again in a rotating reference frame in fig. 3.5c, where these states exhibit a circular
trajectory in phase space and return to their original state at t = n2π

|δ| , at which point the internal

31In the following, J is used generally to represent spin-spin coupling strength, but may require different pre-factors
depending on the exact scenario.

32The momentum p and location x are the imaginary and real part of α.
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Figure 3.5: Visualization of the MS interaction: Displacement in phase space of the states |+⟩x (bluegreen)
and |−⟩x (orange) in a rotating reference frame: a) In the resonant case, in the context of the
bichromatic laser field being resonant with the motional sidebands, the two states are displaced
in opposite directions in phase space, analogous to a resonantly driven harmonic oscillator. b)
In the off-resonant case the states exhibit a circular trajectory in phase space analogous to an off-
resonantly driven harmonic oscillator. c) The illustration presents the phase space diagram of
the evolution under the MS interaction as derived in eq. 3.48, for two ionic qubits. The states
| + +⟩x and | − −⟩x are displaced in phase space and pick up a geometric phase as given in
eq. 3.54, eventually returning to the initial state after a time t = n 2π

|δ| . The states |+−⟩x and
| − +⟩x, on the other hand, remain stationary. d) The MS interaction for two qubits can also
be visualized via the energy levels relevant in the process. The transition from |11⟩ to |00⟩ can
be driven via the intermediate states |01, n± 1⟩ and |10, n± 1⟩.

and motional states become disentangled again. The area enclosed by the trajectory corresponds
to a geometric phase

Φ(t) = −η2 Ω
2

4δ2
(sin(δt)− δt) (3.54)

which is picked up by these states. On the other hand, the states |+−⟩x and |−+⟩x do not couple
to the motion. The displacement in phase space in opposite directions of the |+⟩x and |−⟩x states
results in the trajectory of |+−⟩x and | −+⟩x being stationary. No phase is accumulated as the
enclosed area equals zero. This scenario corresponds to a conditional phase gate.

The MS interaction can also be visualized considering the different interaction paths that con-
nect the states |11⟩ and |00⟩, which are shown in 3.5d. When the bichromatic laser field acts on
the qubits, the transition from |11⟩ to |00⟩ can be driven via the intermediate states |01, n ± 1⟩
and |10, n ± 1⟩. If the detuning δ is sufficiently large but still small enough so that coupling to
other motional modes is prevented, population of the intermediate states (i.e. the generation of
phonons) is negligible.
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The derivation of the MS interaction for two ions can be generalized to an arbitrary number
of ions N by exchanging Ŝx with ŜN

x =
∑N

i=1 σ̂
(i)
x . This results in a unitary of the form

Û(t = n
2π

|δ|
) = eiη

2 Ω2

4δ2
2πn sign(δ)

∑
i ̸=j σ̂

(i)
x σ̂

(j)
x . (3.55)

Transverse-Field IsingModel and XY-Hamiltonian

Section 2.5.2 introduced the transverse field Ising and XY-Hamiltonian, which are relevant in the
context of spin models. While it has been shown in the previous subsection that the MS interac-
tion allows for couplings of the type σ̂xσ̂x, this interaction has to be modified in order to realize
the desired spin Hamiltonians. In order to achieve this, an additional detuning is introduced that
is asymmetric with respect to the red and blue motional sidebands, called center-line detuning δc.
Here, we still consider the case of coupling to a single motional mode of the ion crystal, where the
detuning from the red and blue sidebands is now given by ν ± (ω + δ) + δc with δ ≫ δc.

The relevant derivations are presented in detail in [111], here only the most important steps
are discussed. In analogy to the previous section, an effective Hamiltonian for a single ion in a
bichromatic light field with center-line detuning can be derived in rotating wave approximation:

Ĥbic,δc = −ℏη
Ω

2
(âeiδt + â†e−iδt)(σ̂+e

−iδct + σ̂−e
iδct) (3.56)

For multiple ions, considering equal coupling for all of them via the center-of-mass mode, the
interaction Hamiltonian is then given by

ĤN
bic,δc ∝ −ℏη

Ω

2
(âeiδt + â†e−iδt)(Ŝ+e

−iδct + Ŝ−e
iδct) (3.57)

where Ŝ± =
∑N

i σ̂
(i)
± are the collective spin operators for N ions. Under the assumption that

ηΩ ≫ δ, i.e. the adiabatic limit is considered where the coupling strength on the motional side-
band is much weaker than the detuning from it, the previous expression leads (see appendix B1 of
[111]) to the Hamiltonian

ĤSpin-Spin =
J

2

N∑
i,j

(σ̂
(i)
+ σ̂

(j)
+ e−2iδct + σ̂

(i)
+ σ̂

(j)
− + σ̂

(i)
− σ̂

(j)
+ + σ̂

(i)
− σ̂

(j)
− e2iδct). (3.58)

A major difference to the MS interaction can be seen when considering the phase space picture as
previously. In the present case, the circular trajectory in phase space is small, which means that the
internal and motional states of the ions are essentially disentangled during the entire dynamics,
not just at the fixed gate time which corresponds to the circular trajectory having returned to its
origin.
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For δc = 0 we recover the MS-Hamiltonian and for δc ̸= 0 we distinguish two different
regimes in which different types of interactions manifest: For δc ≈ J the transverse field Ising
Hamiltonian

ĤIsing = ℏJ
N∑
i,j

σ̂(i)
x σ̂(j)

x +B
∑
i

σ̂(i)
z (3.59)

emerges after transforming into the interaction picture with respect to the HamiltonianB
∑

i σ̂
(i)
z ,

where B = δc/2 represents an effective magnetic field. On the other hand, when δc ≫ J , a
rotating wave approximation can be applied to neglect terms oscillating at δc. This leads to the
XY-Hamiltonian

ĤXY = ℏJ
N∑
i,j

(σ̂
(i)
+ σ̂

(j)
− + σ̂

(i)
− σ̂

(j)
+ ). (3.60)

As discussed previously in sec. 2.5.2, approximation by this Hamiltonian is valid only in each
subspace with fixed magnetization and considering the entire Hilbert space requires the transverse
field term to be added.

Tunable-Range Entangling Interactions

In sec. 3.2.3 a general method for creating entanglement across an ion crystal was presented, where
a single motional mode, specifically the center-of-mass mode, was employed to mediate the inter-
action between ions. In this way, an infinite range entangling interaction is established, where all
ions are coupled in an equal way to all other ions in the Coulomb crystal. On the other hand,
coupling to multiple motional modes at the same time, and thus driving several MS interactions
in parallel, allows for more complex entangled states to be created. Effectively, this type of cou-
pling between the bichromatic light field and many motional modes leads to an interaction with
tunable range. Here, the range, quantified by the coupling strength Jij , depends on the laser de-
tuning δ from the M motional sidebands which are at frequencies ωM . More specifically, the
coupling between the two ions i and j within a Coulomb crystal is given by [112]

Jij =
Ω2ℏk2

4m

∑
M

bi,Mbj,M
(ω + δ)2 − ω2

M

, (3.61)

where the Rabi frequency of ion i and j are assumed equal and bi,Mbj,M are the eigenvectors
of the motional modes, which are contained in the Lamb-Dicke parameter. As before, ω + δ
represents the laser detuning from the carrier transition. While for the situation considered so far,
where coupling was mediated by the center-of-mass mode, with an equal Lamb-Dicke parameter
for all ions, here we have to consider the ion i and mode M specific Lamb-Dicke parameters,
modified from the expression in eq. 3.34 to

ηi,M = k⃗ · b⃗i,M
√

ℏ
2mωM

. (3.62)
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The coupling strength between ions can be approximated as a power law with respect to |i−j|,
i.e. the distance between them:

Jij ∝
1

|i− j|α
(3.63)

Here, α represents the interaction range, which can be tuned by changing the detuning of the
laser beam with respect to the motional modes. This effectively modifies the relative contribution
of each mode to the coupling with the two extreme cases emerging in the limits of small and large
δ: For small δ the laser couples mainly to the center-of-mass mode, recovering the effect of the MS
interaction where α = 0. On the other hand, when δ is large, the laser couples to all motional
modes (e.g. all radial modes in 1D Coulomb crystals or all out-of-plane modes in planar Coulomb
crystals) equally, leading to an effective dipolar interaction where α ≈ 333.

3.3 Controlling 40Ca+ Ions in our Apparatus

The previous sections introduced experimental tools, relevant when employing trapped ions as a
platform for experiments in quantum information science. The present section focuses on how
these building blocks are combined in our experimental apparatus with the goal to establish quan-
tum control over planar ion Coulomb crystals consisting of 40Ca+ ions. The section introduces
the relevant electronic level scheme of 40Ca+, our approach to loading ions into the trap and laser-
cooling them to different temperature regimes. Information is given on how a physical qubit is
encoded into each 40Ca+ ion, and how these ionic qubits are manipulated. The section further
presents relevant characterization tools to determine ion temperature and coherence time and
concludes with our approach to implement tunable-range spin-spin interactions in planar ion
crystals. The focus here is on presenting concepts and tools, with the specific technical imple-
mentations to be found in the subsequent chapter.

3.3.1 Atomic Structure of 40Ca+

Atoms used for ion trapping are typically of the alkaline-earth kind, found in group two of the
periodic table. When singularly-ionized, a single outer valence electron remains attached to the
atom, giving rise to a comparatively simple hydrogen-like structure. The energy states of this va-
lence electron can be manipulated for different purposes e.g. using laser fields. While two long-
lived states have proven suitable for the implementation of a physical qubit, short-lived states may
e.g. be used for laser cooling. One of the leading ionic species in experimental quantum informa-
tion science is 40Ca+, with numerous state-of-the art experiments carried out in Innsbruck and
other research groups around the world in the past decades. Figure 3.6 provides an overview of the
electronic energy levels of 40Ca+ that are relevant in our experiments. These states are described
via the notation n2s+1lj where n represents the principal quantum number, s the absolute value
of the spin of the electron, l the orbital angular momentum and j = |l ± s|. A magnetic field
of a few Gauss lifts the degeneracy of the Zeeman manifold and establishes a quantization axis,
defining requirements in terms of laser beam direction and polarization for driving transitions

33Note, that those extreme cases are difficult to achieve experimentally.

51



3 Experimental Methods for Quantum Information Science with Trapped Ions

mj=-1/2

mj=+1/2
4S1/2

4P1/2

4P3/2

3D5/2

3D3/2397 nm

mj=+5/2

mj=+3/2

mj=+1/2

mj=-1/2

mj=-3/2

mj=-5/2

393 nm

866 nm

854 nm

850 nm
729 nm

732 nm

t1=1.17 s

4S1/2

t1=6.9 ns

t1=7.1 ns

t1=1.20 s

Figure 3.6: Electronic levels of 40Ca+ used in our experiments: A qubit is encoded either in the 42S1/2
ground state and the 32D5/2 metastable excited state (optical qubit), or the two Zeeman states
of the 42S1/2 ground state manifold. State detection as well as Doppler cooling is performed
on the electric dipole transition 42S1/2 ←→ 42P1/2 at 397 nm with repump laser at 854 nm
and 866 nm which remove population from the long lived 32D3/2 and 32D5/2 states by cou-
pling them to 42P1/2 and 42P3/2, respectively. Ground state cooling is either performed on the
optical qubit transition (sideband cooling) or blue detuned from the 397 nm transition (EIT
cooling). Furthermore, the optical qubit transition is used for optical pumping to initialize a
qubit state at the beginning of an experiment. The lifetimes t1 of the excited states are taken
from [113] (D states) and [114] (P states).

selectively 34. The Zeeman splitting is illustrated in fig. 3.6 for the relevant D and S levels, show-
ing the possible values of the magnetic quantum number mj . For the magnetic field strengths
typically applied in the experiment, a frequency splitting of the states on the order of MHz is ob-
tained. The following subsections provide information on the use of the individual transitions
illustrated in fig. 3.6 in the experiment. However, a short summary is also provided in the figure
caption.

3.3.2 Ion Loading

Several different methods exist for loading ions into a RF trap, commonly involving neutral atoms
to be brought into the vicinity of the trap center where they are ionized and subsequently caught
in the trapping potential. A relatively simple approach involves resistively heating a piece of ma-
terial, in our case calcium, causing it to evaporate into the trapping region. The loading process
by such an atomic oven has several disadvantages, such as it being generally slow35 and correlating
with insufficient control over the ion number. The amount of calcium that is evaporated relates
to the current that is applied to the oven, but the process remains stochastic. Given our work
with large ion Coulomb crystals, a deterministic and fast loading scheme is crucial. Here, laser ab-
lation emerges as a simple solution. In this approach, a pulsed laser vaporizes material from a solid

34Due to the electronic levels’ sensitivity to magnetic fields, decoherence may arise from magnetic field noise. Thus,
it is crucial to establish a well-controlled and stable magnetic field environment on long and short timescales (see
also sec. 4.3).

35Another team in our research group working with long strings of ions has experienced extended loading times of up
to half an hour for Coulomb crystals of few tens of particles. Given the need for repetition of the loading process
at least once a day in their setup, this poses a severe limitation in efficiency.
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target, the particles flying into the trapping region. If the power of the ablation pulse is above a
certain threshold, this process already ionizes the calcium atoms. However, it is desirable to work
at lower powers, such that predominantly neutral atoms are ablated, which are then ionized in
an isotope-selective way. Then, no ionic species other than 40Ca+ is loaded into the trap. In our
case, the ablated calcium atoms are photo-ionized via two laser beams that propagate through the
trap center: A 422 nm laser couples one of the valence electrons on a cycling transition to an ex-
cited state (not shown in fig. 3.6), from which the electron is detached by 375 nm laser light. As
described in sec. 4.4.3, which also presents further technical details, this method of loading, in
combination with precise control over the trapping potential, allows ion Coulomb crystal with
desired ion numbers to be loaded on a timescale of about one minute, such that preparation time
for experiments remains low.

3.3.3 Laser Cooling

Laser cooling forms the basis of achieving precise quantum control over the ions in the trap. It
allows them to transition from their initial thermal motion, ions at room temperature exhibiting
speeds of few hundred meters per second, to temperatures in the mK range, at which point they
are frozen into an ion Coulomb crystal. The requirement for such low temperatures extends be-
yond spatial localization of the ions, but is necessary for high-fidelity manipulation of the ions’
quantum states. For example, a laser driving an electronic transition may couple to a wide ther-
mal distribution of motional states with varying coupling strengths, resulting in damping of Rabi
oscillations when averaging over many experiments. This means that at some point population
cannot be transferred with high fidelity between the qubit basis states anymore. More stringent
requirements to the ions’ temperature arise in the context of entangling interactions. Here, the
ions must remain close to the ground state of motion in the modes employed for the interaction,
for the Lamb-Dicke approximation to hold during the entire dynamics. A variety of cooling tech-
niques is available for trapped ions, addressing different temperature regimes. For a hot (thermal)
ion, Doppler cooling is employed, which allows ions to crystallize and remain in the Lamb-Dicke
regime. Ground-state cooling methods such as sideband cooling and electromagnetically-induced
transparency (EIT) cooling allow the motion in particular mode(s) to be frozen out completely,
bringing the ions into the motional ground state with high probability. How these cooling tech-
niques are applied in our experimental system is explained in the following subsections.

A prerequisite for the success of these cooling processes is the overlap of the cooling laser beam
with the direction of motion to be cooled. Trapped ions can be Doppler-cooled with a single
beam given that it overlaps with all three directions of motion simultaneously36. In ground-state
cooling, where typically only a specific set of motional modes is targeted, the lasers need to be set
up to align with the respective direction(s). Information regarding the cooling beam geometry
with respect to the ion crystal plane as well as the optical setups is presented in the subsequent
chapter (see in particular fig. 4.9 and sec. 4.4.4).

36However, it has been demonstrated in our apparatus, that in planar crystals it is sufficient for the cooling laser to
have overlap with only two directions (see sec. 4.4.4).
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Doppler Cooling

Doppler cooling effectively lowers the ions’ temperature by scattering many off-resonant pho-
tons, necessitating a short-lived and closed cycling transition. In our experiments with 40Ca+ the
42S1/2 ←→ 42P1/2 dipole transition is selected for this purpose, where the excited state has a life-
time of about t1 = 7.1 ns [114]. The 397 nm laser coupling the cooling transition is red-detuned,
such that ions moving towards the laser beam become more resonant with the light, absorb a pho-
ton, and scatter it in an arbitrary direction during the spontaneous decay process. In this way, a
net cooling effect emerges when averaging over many absorption-emission cycles, with the min-
imum achievable temperature set by the Doppler limit, where heating and cooling mechanisms
are in equilibrium. For a 40Ca+ ion confined at a trap frequency of ω = 1MHz and Doppler
cooled at 397 nm, the minimum achievable mean phonon number is about 10 phonons [115]37.

In order to establish continuous cooling, the transition needs to be closed, meaning that the
electron spontaneously decays exclusively back to the 42S1/2 ground state. However, there is a
small probability for the electron to end up in the long-lived 32D3/2 state, which interrupts the
cooling process. Thus, a “repump" laser at 866 nm, coupling the 32D3/2 ←− 42P1/2 states, re-
turns the electron into the cooling cycle. Moreover, a 854 nm laser repumps electronic population
from the32D5/2 by establishing a coupling to the short-lived42P3/2 state from which the electron
decays back to the 42S1/2 ground state. It may be useful in certain situations to employ Doppler
cooling beams at multiple frequencies, red-detuned by different amounts from the 397 nm tran-
sition. In our apparatus the “primary” Doppler cooling beam is about 10 MHz red-detuned, i.e.
half the natural linewidth of the cooling transition, in order to achieve the lowest possible temper-
ature. Introducing a second, far-red detuned beam that is resonant with faster ions can shorten
the initial cooling time when loading new ions into the trap and allows for fast recrystallization
after an ion crystal melts due to e.g. a collision with background gas.

The 397 nm light that is scattered by the ions serves an additional purpose in the experiment:
a fluorescence signal, by which to detect the ions. The fluorescence signal not only indicates the
presence of an ion but also allows for reading out the quantum state of a qubit as explained in sec.
3.3.4.

Ground-State Cooling

Once the ions are pre-cooled via means of Doppler cooling, it is possible to cool them further and
bring them close to the motional ground state. Achieving such low temperatures in specific mo-
tional modes of an ion crystal is required if they are to mediate entangling interactions. In our
planar crystals, the N out-of-plane motional modes are used for this purpose, necessitating them
to be prepared close to the motional ground state. In our apparatus, two ground-state cooling
techniques are available: resolved-sideband cooling as well as EIT cooling. Sideband cooling is
generally applied to a small number of ions, as cooling is performed sequentially for each indi-
vidual mode, or a few modes whose frequencies lie within the frequency range where sideband

37This number is based on the condition that the laser is red-detuned from the cooling transition by half the transition
linewidth Γ = 2π · 21.57MHz. The mean phonon number n̄ and the minimum achievable temperature TD

can be determined from the equation kBTD = ℏΓ/2 = n̄ℏω where kB the Boltzmann constant, assuming a
two-level system, which is not the case for 40Ca+. However, considering well-chosen Doppler cooling parameters,
the expected temperature should be close to ℏΓ/2.
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cooling is effective for the chosen parameters. This method thus becomes impractical for larger
ion crystals and the corresponding large number of modes to be cooled. EIT cooling, on the other
hand, is a multimode-cooling technique, allowing for fast and simultaneous cooling of many mo-
tional modes.
Resolved Sideband Cooling
Resolved-sideband cooling is based on the ability to couple ions on the red motional sideband, as
described in sec. 3.2.2 and illustrated in fig. 3.4, by detuning the laser beam from the carrier tran-
sition by the motional frequency, effectively removing a quantum of motion in the process. In
order to resolve the sidebands, a narrow transition with respect to the motional frequency has to
be chosen. For this reason, e.g. the dipole transition employed for Doppler cooling is not suitable
as its linewidth is larger than the typical trap frequencies. In our apparatus, resolved-sideband
cooling is thus implemented on the 42S1/2 ←→ 32D5/2 quadrupole transition at 729 nm. A
729 nm laser pulse will ideally take the excitation from |S, n⟩ to |D, n− 1⟩, where n is the num-
ber of phonons. As spontaneous decay from the long-lived 32D5/2 state would take too long,
the electronic excitation is transferred to the 42P3/2 (|P, n − 1⟩) state by an 854 nm laser pulse
(“quenching"), from which the electron rapidly decays to the |S, n−1⟩ state38, enabling the cycle
to start from the beginning. With every cycle the number of phonons is reduced by up to one until
the specific motional mode that was addressed by the 729 nm laser is prepared in the ground state
with high probability39. This probability is limited by heating processes which act on the ions
already during the cooling process. While mean phonon numbers as low as n̄ = 0.001 [116] have
been reported for a single ion, the slowness of the cooling process and the inability for multimode
cooling pose a significant disadvantage of this cooling technique. Due to the weak coupling on
the quadrupole transition, resolved-sideband cooling of a single motional mode requires several
milliseconds of cooling time in our setup. Since every motional mode of the ion crystal requires a
specific detuning of the laser to be resonant with the motional sideband transition, modes need to
be cooled consecutively, previously cooled modes heating up while cooling other modes. In our
apparatus, sideband cooling has been set up to cool the out-of-plane direction but has been used
only once throughout this thesis, to determine the heating rate of a single ion (see sec. 5.1.2)40.
Here mean phonon numbers on the order of n̄ = 0.008 were achieved, as shown in fig. 5.3.
Electromagnetically-Induced Transparency (EIT) Cooling
EIT cooling, which is presented in more detail in the thesis of Dominik Kiesenhofer, has been
demonstrated with a single ion [103], long strings of ions [117], and 2D ion Coulomb crystals in
Penning [118] and RF traps [33]. This technique offers notable advantages over resolved sideband
cooling, due to it being faster and offering the possibility of cooling multiple motional modes
close to the ground state at the same time. Moreover, while the temperatures achievable with EIT
cooling are not as low as with sideband cooling [116], it is superior to other multimode-techniques
such as polarization gradient cooling, which fails to reduce the mode temperatures to the low level
possible with EIT cooling.

38While it is not impossible to decay back to |S, n⟩ the probability to decay to |S, n−1⟩ is higher than the probability
to add a phonon back into the system, resulting in a net cooling effect.

39When the ground state is reached it is no longer possible to drive a red sideband transition.
40For a single ion the term out-of-plane does not have any meaning, which is why this direction is also referred to as

the “strongly confined" one.
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In general, EIT is an effect where a laser beam is able to propagate through a medium as if it
were transparent. This relates to suppressed photon scattering, a dominant heating mechanism
in other cooling schemes, and thus the ability to cool to low temperatures. EIT cooling is realized
within an atomic three-level system, as described in sec. 3.2.1, with two ground states coupled to
a short lived excited state. Two laser beams are thus required to implement this cooling scheme,
the first of which creating dressed states due to its high intensity. When scanning the frequency
of the second laser of weak intensity, a Fano-like absorption profile emerges. The shape of the
Fano profile gives rise to an asymmetry in excitation probability, strongly favoring red sideband
transitions to be driven over blue sidebands and suppressing excitation on carrier transitions.

In our apparatus EIT cooling is implemented in the two Zeeman sublevels of the 4S1/2 mani-
fold, which are coupled off-resonantly via the 4P1/2 level. Thus, the 397 nm laser used for Doppler
cooling is also used for EIT cooling, but at a different frequency, here blue-detuned from the
42S1/2 ←→ 42P1/2 transition. A larger detuning corresponds to a lower phonon number that
can be achieved, but at the same time a more narrow cooling range, limiting the frequency spread
of modes that can be cooled efficiently. For our trapping parameters and an ion Coulomb crystal
consisting of about 100 ions, the out-of-plane motional modes are spread in frequency by several
hundreds of kHz41. Thus, the detuning of the EIT beams should be chosen accordingly, about
110 MHz blue-detuned from the carrier transition. In order to couple the two ground states to
the 4P1/2 level, two perpendicular beams at 397 nm are used, one π polarized and one σ− po-
larized beam, each having a k-vector at an angle of 45◦ with respect to the crystal plane. In this
way, the effective k-vector aligns with the out-of-plane motional modes. The σ− polarized light
strongly couples the 4S1/2 (m = +1/2)←→ 4P1/2 (m = −1/2) transition, generating dressed
states, while the weak π polarized probe beam couples on the 4S1/2 (m = −1/2)←→ 4P1/2

(m = −1/2) transition. The Fano profile has to be set at the correct frequency, corresponding
to the mode(s) to be cooled, by adjusting the beam power and thus the light shift induced by the
σ− light. Here, the center of the out-of-plane mode spectrum is chosen, in order to optimize the
overlap between all motional modes and the cooling range. EIT cooling results for a large planar
ion crystal are presented in sec. 5.4.

Ion Thermometry

Different schemes exist for quantifying the temperature of trapped ions. At higher temperatures,
where the ions are not cooled close to the motional ground state, the temperature can be estimated
e.g. via determination of the Doppler-broadened linewidth of a transition. At lower temperatures
information about the motional state can be mapped to the electronic state and read out via spec-
troscopic techniques. Here, the sideband-ratio method is widely used for estimating the mean
phonon number of a single ion. The method is based on the fact that near the ground state, where
mean phonon numbers are low, a strong asymmetry can be observed when measuring excitation

41The out-of-plane modes are the only ones relevant in this context. As they are used for mediating entangling inter-
actions they need to be ground-state cooled. A measured frequency spectrum of these modes is presented in sec.
5.4 for a 105-ion planar crystal.
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probabilities on red and blue sideband transitions, respectively. The mean phonon number n̄ in
the respective vibrational mode is given by [89]

n̄ =
prsb

pbsb − prsb
, (3.64)

where prsb (pbsb) is the excitation probability on the first red (blue) motional sideband. In practice
these excitation probabilities can be measured by scanning a narrow-band laser over the motional
sideband frequencies and determining the sideband height via a fit. This approach is employed
in sec. 5.1.2 in order to measure the heating rate of our ion trap. However, the sideband-ratio
method has limitations, such as when near the ground state the red sideband excitation is barely
visible, making the application of a reliable fit to the data challenging. Thus, a new thermometry
method was developed [119], which is presented in detail in the thesis of Dominik Kiesenhofer.
This method is based on measuring the excitation dynamics on the red and blue motional side-
bands, i.e. the shape of the Rabi oscillations. Besides single ions, this method is also applicable to
larger ground-state cooled ion crystals. For such cold crystals suitable methods for quantifying the
temperature were previously not available, traditional methods such as the sideband-ratio scheme
failing due to many-body interactions within the ion crystal.

3.3.4 Qubit Operations

In our apparatus we have the option to encode a qubit in two different ways, which we distin-
guish as optical qubit and ground state qubit. The two basis states |1⟩ and |0⟩ of the optical
qubit are defined as one of the 42S1/2(m = ±1/2) ground states and one of the 32D5/2(m =
−5/2...+ 5/2) metastable states42. The excited state has a lifetime of about t1 = 1.168 s [113],
rendering this qubit a suitable choice for storing and processing quantum information, with the
time it takes to perform gate operations with established methods (typically in the range of 10
to 100µs) being significantly shorter than t1. In order for the t2 time not to be limited by laser
phase noise, a frequency-stable 729 nm laser with a linewidth on the order of the linewidth of the
quadrupole transition, i.e. about 1 Hz, is required for qubit manipulation. Achieving such pre-
cision in frequency stabilization poses a significant technical challenge, necessitating the use of a
high-finesse optical cavity as a frequency reference. The ground-state qubit offers in principle infi-
nite t1 time, the t2 time, however, limited by sensitivity to magnetic field noise. The ground-state
qubit’s basis states are defined as |1⟩ = 42S1/2(m = −1/2) and |0⟩ = 42S1/2(m = +1/2),
which are split in frequency by 11.4 MHz in our apparatus due to the application of a magnetic
field of about 4 Gauss.

Initialization

At the start of an experiment, the qubit has to be prepared in a defined initial state, one of the
two Zeeman states of the S manifold. In our apparatus the m = −1/2 is typically chosen

42Several choices exist for coupling the ground state to the D state, which differ in their coupling strengths, as well
as sensitivity to magnetic field noise. For example, transitions for which the magnetic quantum number m is the
same for both states are less sensitive to magnetic field variations. While magnetic-field sensitivity is a source of
decoherence, it can sometimes be desired in sensing applications.
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as the qubit |1⟩ state. The state preparation is accomplished via optical pumping, a process in
which population is transferred from m = +1/2 into the target state m = −1/2. The tar-
get state represents a dark state, from which no coupling to the pumping light is possible, such
that once population is transferred there, it remains there. Two methods of optical pumping can
be employed in our setup to initialize the qubit in the target Zeeman state, harnessing the tran-
sitions’ selection rules and the polarization of the laser driving the transition. The first option
is to optically pump via circularly-polarized σ− light at 397 nm which drives transitions where
the magnetic quantum number changes by ∆m = −1. Electronic population is transferred
from 42S1/2(m = +1/2) −→ 42P1/2(m = −1/2), from which it can decay to the desired
42S1/2(m = −1/2) state. Population in 42S1/2(m = −1/2), however, does not couple to the
σ− light. While this approach allows for a fast qubit initialization, the downside is that it is dif-
ficult to achieve perfect σ− polarization such that the chance of coupling out of the target state
is not zero. Therefore, optical pumping is typically performed at 729 nm. Here, population is
transferred from 42S1/2(m = +1/2) −→ 32D5/2(m = −3/2) and subsequently transferred
to the 42P3/2(m = −1/2,−3/2) states, from which, due to the selection rules of the transition,
the electron can decay only into the target ground state m = −1/2.

Manipulation

In the case of the optical qubit, we employ a frequency-stable 729 nm laser to realize coherent op-
erations on the electronic quadrupole transition. Control of the ground-state qubit, on the other
hand, does not require a narrowband laser system. Here, the qubit can be coherently manipulated
either by applying a magnetic RF field oscillating at 11.4 MHz (for technical details see sec. 4.5) or
via a stimulated Raman transition. The latter approach has the advantage of allowing for coupling
to the motion of the ions and thus for establishing entanglement between ground-state encoded
qubits, as described in sec. 3.3.5. The technical details of the Raman laser system at 395.8 nm
are provided in sec. 4.4.5. While the Raman laser does not need to be frequency-stabilized to a
high-finesse cavity, the two Raman laser beams need to be phase-stable with respect to each other,
requiring interferometric stability within the optical setup.

Note that all operations on the qubits performed in the context of this thesis are global. The
control of individual ions in an ion Coulomb crystal was not yet possible when this thesis work
was carried out, but the optical setup for this purpose has very recently been built and will be
presented in the upcoming PhD thesis of Artem Zhdanov. This optical setup allows for tightly
focusing down a 729 nm laser beam to a spot size on the order of a micrometer, and for the beam
to be steered in two dimensions via two acousto-optic deflectors, in order to carry out addressed
operations on specific ions within a planar crystal.

Readout

As described in sec. 3.3.3, the fluorescence signal from the cooling laser at 397 nm allows for the
detection of ions and the quantum states of the qubits encoded in them. Here, a high-numerical
aperture (NA)43 objective collects a fraction of the scattered light, emitted towards the objective.

43The NA is a measure for the range of angles over which light can be collected by the objective. It is determined
by NA = n sin θ, where n is the index of refraction of the medium, in our case air, and θ is the half-angle of the
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This light is then guided to a device for measuring the fluorescence, e.g. a photo-multiplier tube
(PMT) or camera, allowing for spatially-resolved detection. For reading out the qubit states, the
electron shelving method is employed [120, 121, 122]: Ions will only scatter 397 nm light if the
transition 42S1/2 ←→ 42P1/2 can be excited. If the electron occupies another state, such as one
of the long lived D states, then the ion will remain dark. In this way a distinction between the
two basis states of the optical qubit can be made. In the case that the qubit is in a superposition
of the states 42S1/2 and 32D5/2, the presence of 397 nm light44 projects the qubit either into the
42S1/2 or 32D5/2 state. This procedure corresponds to performing a projective measurement, as
conceptually introduced in sec. 2.3.1. During detection, the 866 nm repump laser remains on to
prevent population of the 32D3/2 state, which would result in detection errors. At the end of the
detection process, the 854 nm repump laser is additionally switched on in order to pump out the
metastable 32D5/2 state, enabling the fast initiation of a new experimental cycle.

Reading out the ground state qubit is done in the same way, but requires an additional step
of first mapping the ground state qubit to the optical qubit. Here, population from one of the
42S1/2 Zeeman states has to be transferred to the 32D5/2 state, using several shelving pulses at
729 nm which address different Zeeman levels of the 32D5/2 manifold45. Since ∆m cannot ex-
ceed 2, there are 5 transitions available for shelving.

Detecting the individual qubit states from a camera image of many ions may be challenging,
given the low level of detected light during short imaging times as well as light from one ion spilling
over to locations of other ions (crosstalk). Section 4.7 introduces our algorithm, based on machine
learning techniques, which allows for the distinction of the quantum states of individual ions
within an ion crystal with high fidelity.

Characterizing Qubit Coherence via Ramsey Interferometry

Spectroscopic methods offer the possibility to quantify the coherence of a qubit. Here, Rabi spec-
troscopy represents a fundamental tool, the damping of Rabi oscillations indicating how the state
of a qubit becomes mixed from decoherence mechanisms such as laser phase or magnetic field
noise46. The timescale of damping is thus a measure for the coherence time of the qubit. In this
thesis, Ramsey interferometry is used for the determination of coherence time, which constitutes
a more precise tool for this purpose. Here, the interaction time of qubit and drive field (local os-
cillator) is divided into two intervals, where the phase of the qubit’s superposition state evolves

maximum cone of light that can enter the objective. The NA and resolution of the objective are inversely related by
λ/2NA. A large NA is thus desirable as it relates to a higher photon collection efficiency and a better resolution in
ion detection on camera images. Additionally, the objective can be used to focus down laser beams for individual-
ion control. Here, a higher NA allows for smaller achievable spot sizes. In practice, the NA will be limited by the
spatial restrictions imposed by the experimental setup.

44In principle, the 42S1/2 ←→ 42P3/2 transition would also be a suitable choice for Doppler cooling and detection.
However, this would be incompatible with the choice of optical qubit encoding in the 42S1/2 and 32D5/2 levels:
The cooling and detection laser would couple to one of the qubit states which would spoil the readout process.

45Different transitions are coupled as it was found that this improves the shelving fidelity.
46Note, that e.g. insufficient laser cooling can also be a reason for damping of Rabi oscillations but as laser cooling

is not present during the coherent manipulation of the qubit it is not considered a decoherence mechanism. In-
sufficient laser cooling results in insufficient control over the motional state initialization, which in turn results in
the coupling strength on the optical qubit transition becoming a random variable through its dependence on the
motional state. When averaging over many experimental realizations this manifests as damping of Rabi oscillations.
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freely during the period in between the two interaction pulses. While the measurement protocol
is presented in detail below, the essential idea is that the method allows the phases of the qubit’s
superposition state and the phase of the driving field, both of which are sensitive to noise, to be
compared. The phase coherence of these two entities with respect to each other on the timescale
of the free evolution time is quantified in the contrast of the Ramsey signal. Here, the coherence
time t2 of the qubit corresponds to the time at which the contrast has dropped to 1/e247.

Ramsey spectroscopy techniques are not exclusively performed on the electronic transitions
of an ionic qubit, but can also be applied to superpositions of motional states. In this way, the
motional coherence time can be investigated, which limits the timescale of entangling interactions.
The motional coherence is typically restricted by the frequency stability of the motional modes,
dependent on power fluctuations in the RF signal that drives the ion trap.

Ramsey experiments are applied several times throughout this thesis, e.g. in sec. 5.5 to deter-
mine the optimum achievable coherence time of the ground-state qubit in our apparatus. Besides
the determination of coherence time, Ramsey interferometry also provides the ability to charac-
terize any mechanisms giving rise to phase differences between a qubit and drive field, e.g. fre-
quency detunings from drifts of the magnetic field or laser48. Here, long free evolution times are
beneficial, allowing for the accumulation of a larger phase difference between the two oscillators
(ion and drive field), and in turn enabling the resolution of smaller detunings. However, the co-
herence time poses a limit to how long the ion can be probed for on the respective transition. In
sec. 6.1, measurements on correlation spectroscopy are presented, where Ramsey interometry is
applied to many qubits simultaneously and quantum correlations emerging between the qubits
are harnessed to determine transition frequency differences with probe times much longer than
the coherence time of a single ion.
Ramsey Experiment Protocol

Figure 3.7: Schematic illustration of a Ramey experiment: After initialization of the qubit in the ground
state, a first π/2 pulse prepares the qubit in the equatorial plane of the Bloch sphere. During
the free evolution time the qubit superposition state evolves within the equatorial plane at a
rate given by the energy difference between the qubit basis states. A second π/2 pulse maps
the qubit state back into the measurement basis, where it is eventually read out in a projective
measurement.

47In some cases, 1/e or even 1/
√
e is also used to define the coherence time.

48In order to distinguish whether these phase changes are due to a drift of the atomic energy levels from unstable
magnetic fields, or a drift of the local oscillator, Ramsey measurements are performed in several transitions of
different magnetic sensitivity.
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The experimental protocol for Ramsey interferometry is illustrated in fig. 3.7. Initially, an ionic
qubit is prepared in the |1⟩ ground state. An equal superposition of the qubit basis states is then
created by applying a π/2 pulse. This is followed by a wait time (“free evolution time") during
which no interaction occurs between the ion and the local oscillator. During this time the phase
of the qubit’s superposition state evolves at a rate given by the energy difference between the qubit
basis states49. Meanwhile, the phase of the local oscillator ideally evolves at the same frequency,
i.e. the local oscillator keeps track of the phase of the ion. Finally, a second π/2 pulse maps this
phase information back into the measurement basis, from which it is read out via a projective
measurement. In this ideal scenario, the second π/2 pulse in the Ramsey sequence will add to the
first one, resulting in a π pulse, flipping the state of the qubit from |1⟩ to |0⟩. However, in reality,
noise processes are acting on the qubit as well as the drive field during the free evolution time,
such that the two oscillators run out of phase with each other. Decoherence emerges when their
phase difference varies for each experimental realization: When averaging over these repeatedly
determined states of the qubit at the end of the Ramsey sequence, this phase noise will manifest
as mixedness, quantified in the contrast of the Ramsey fringe. A Ramsey fringe is measured by
repeating the Ramsey experiment for a fixed free evolution time at different phases of the second
Ramsey pulse with respect to the first one. Determining the contrast of the Ramsey fringe for
different free evolution times allows the coherence time to be extracted.

Extension to a Spin-Echo Sequence

The noise that contributes to the decay in contrast of Ramsey fringes can be classified into two
different timescales: fast and slow noise. While fast noise gives rise to coherence decay that can-
not be mitigated, slow noise, which is stable over an experimental cycle, can be compensated by a
spin-echo experiment, which has the potential to significantly extend the coherence time. Here,
the difference in the measurement protocol compared to an ordinary Ramsey experiment is that
an additional π pulse is added in the middle between the two π/2 pulses, effectively splitting the
free evolution time into two sections. During the first free evolution, the qubit’s state vector may
rotate within the equatorial plane due to slow noise processes. During the second free evolution
time, of equal length as the first, the state vector rotates within the equatorial plane by the same
amount as during the first evolution, given that the noise process giving rise to this rotation re-
mains constant over the timescale of the experiment. However, as the state vector was flipped via
theπ pulse, the Bloch vector rotates back to its original position, essentially leading to a rephasing.
Such π rotations may be performed around different axes of the Bloch sphere, e.g. around an axis
perpendicular to the state vector, flipping it around by 180°within the equatorial plane. Alterna-
tively, it is possible to use an echo pulse whose rotation axis is aligned with the Bloch vector. Here,
the vector remains in the same place, while the noise phase changes sign during the second free
evolution. Dynamical decoupling constitutes a generalization of the spin echo technique, where
multiple π pulses are applied instead of a single one.

49This oscillation on the order of1014 Hz is significantly faster than the laser driven dynamics. The interaction picture
which was defined in eq. 3.26 allows these two timescales to be separated, effectively rotating along with the fast
oscillation such that only the dynamics caused by the interaction pulses are observed.
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3.3.5 Creation of Spin-Spin Interactions with Raman Beams

𝜋𝜎+𝜋 𝜎+𝜎−𝜎−

4S1/2

4P1/2

4P3/2𝑚𝑗 = −
3

2
𝑚𝑗 = −

1

2

𝑚𝑗 = +
1

2

𝑚𝑗 = +
3

2

𝑚𝑗 = −
1

2
𝑚𝑗 = +

1

2

𝑚𝑗 = −
1

2

𝑚𝑗 = +
1

2

a) b)

Raman 2

Raman 1 and 3

B₀

ion plane

𝜎

𝜋

𝜎

out-of-plane

motional modes

x

z

Figure 3.8: Details on the Raman laser beams which couple the ground-state qubit transition and mediate
entangling interactions: a) The schematic illustrates the spatial arrangement and polarization
of the Raman laser beams in the experiment with respect to the ion Coulomb crystal and quan-
tization axis (top view). b) The diagram shows the energy levels contributing to the Raman
transition and possible coupling between them, which depends on the light polarization. The
grey line represents the magic wavelength at which the laser is operated, with the Raman inter-
action path shown in bold. The presence of both σ+ and σ− light cancels out differential Stark
shifts on the spin states.

Section 3.2.3 introduced theory on creating entangling interactions in ion Coulomb crystals. The
present section provides information on how these entangling interactions are realized in our ap-
paratus to create spin-spin interactions with tunable interaction strength. Here, entanglement is
mediated via the out-of-plane motional modes of our planar crystals, as they oscillate at higher
frequencies than the in-plane modes, allowing for lower heating and faster interactions, and ad-
ditionally they do not align with the direction of micromotion. For encoding the spin states | ↓⟩
and | ↑⟩, we have the option of using the optical or the ground state qubit basis states. The ground
state qubit approach is the one taken for the experiments presented in this thesis. As described in
sec. 3.3.4 the ground state qubit provides the benefit of longer t1 time and not requiring an ultra-
narrow laser for driving the qubit transition. Given the transition frequency in the MHz range
it is not possible to drive the ground state transition directly via a laser field. As driving the tran-
sition via a RF signal would result in an insufficient Lamb-Dicke parameter for coupling to the
motional modes, a Raman transition needs to be employed for this purpose. This Raman tran-
sition is implemented at 395.8 nm, off-resonantly coupling the two ground-state spin states via
the 42P1/2 and 42P3/2 states50. This specific wavelength is chosen as it corresponds to a “magic

50In contrast to the Raman process introduced in sec. 3.2.1, here a four-level scheme is considered, where the coupling
via both excited states adds up to the total Raman coupling strength. On the other hand, also the decay from both
those excited state needs to be considered.
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wavelength" where differential Stark shifts between the 42S1/2 and 32D5/2 states cancel out, i.e.
intensity fluctuations of laser beams shift the S and D levels equally only at this wavelength51.

Using a Raman transition in the UV for implementing spin-spin coupling rather than the
quadrupole transition at 729 nm offers an additional advantage besides being able to make use
of the long t1 time. As demonstrated e.g. in eq. 3.61 the spin-spin coupling strength scales with
the square of the Lamb-Dicke parameter and thus with the square of the laser’s wave vector k⃗.
Since the wave vector is inversely proportional to the wavelength of the light, using the shorter
wavelength of 395.8 nm corresponds to η being almost a factor of two larger compared to when
using 729 nm light. Also, since the Raman transition effectively constitutes a two photon process,
the momentum transferred to the ion is even higher. This can be quantified by the effective wave
vector k⃗eff, as introduced in eq. 3.36, leading to an additional increase in coupling strength by a
factor of up to 2. In our experimental setup, due to geometric constraints (see below), this gain is
reduced. However, considering the same effective Rabi frequency and the same number of mo-
tional modes to be coupled, the Raman approach at 395.8 nm correlates with a 13.6 times higher
spin-spin coupling strength compared to using the 729 nm quadrupole transition. On the other
hand, the Raman approach also gives rise to challenges. First of all, off-resonant photon scatter-
ing from the P states during the interaction can lead to decoherence through amplitude damping.
Second, fluctuating Stark shifts due to the off-resonant light field being unstable in intensity can
also lead to decoherence through phase damping. Third, decoherence may also arise from the two
Raman beams not being phase stable with respect to each other. And lastly, the high-power UV
light, required to achieve sufficient coupling strengths at the given large detuning, may destroy
optics or create charges on the ion trap which could give rise to the creation of dark ions and stray
electric fields. The technical implementation of the Raman setup and strategies to mitigate these
challenges are presented in sec. 4.14, with experimental characteristics of the Raman beams to be
found in sec. 5.5.

Raman BeamGeometry

The Raman beam geometry in our apparatus with respect to the ion crystal plane is shown in
fig. 3.8a. Here, we have the option of driving Raman transitions via two pairs of beams, co-
propagating Raman fields where the two beams propagate in parallel52 and counter-propagating
beams, where the beams propagate at an angle of 90 degrees with respect to each other. In order
for the light to couple to the motion of the ion crystal, the effective k vector, i.e. the difference
in k vectors of the individual beams, has to overlap with the direction of motion. In our case
we want the light field to couple to the out-of-plane motional modes for the implementation of
entangling interactions. Here, the counter-propagating beam configuration is used, for which
k⃗eff aligns with the desired direction, enabling a maximum coupling to the out-of-plane modes

51This approach, however, does not mitigate differential Stark shifts between the two ground states and the associ-
ated decoherence from laser intensity fluctuations. As discussed further down, those differential Stark shifts are
cancelled by employing only linearly polarized beams for the interaction. However, for the S to D transition, dif-
ferential Stark shifts are also present for π polarized light, except at the magic wavelength of 395.8 nm. While in
the context of this thesis spins are encoded in the ground states, avoiding these shifts is relevant for harnessing the
optical qubit transition in a phase-sensitive way, e.g. in experiments encoding some spins in the optical qubit states.

52The option of co-propagating beams was later on removed due to lack of necessity as also a RF drive is available for
coupling carrier transitions.
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while minimizing undesired coupling to in-plane modes. On the other hand, the co-propagating
Raman beams allow transitions between the spin states to be driven with no possible coupling to
the ion motion as here k⃗eff = 0.

Raman Beam Polarization

In order to drive transitions between the ground states, the polarizations of the Raman beams
need to be chosen appropriately with respect to the magnetic field axis. A transition from the
m = −1/2 ground state to the m = +1/2 ground state requires one Raman beam to drive
a ∆m = 1 and the other beam to drive a ∆m = 0 transition. It thus seems natural to em-
ploy one circularly (σ+) polarized and one linearly (π) polarized beam, in order to maximize
the coupling strength on the Raman transition. However, this scenario is not ideal as the circu-
larly polarized light induces differential Stark shifts on the spin states. This means that the states
42S1/2(m = 1/2) and (m = −1/2) are shifted by different amounts from the off-resonant
light field, beam power instabilities leading to decoherence. Employing only linearly polarized
laser beams, instead, constitutes a solution to this problem: The linear polarization represents a
superposition of σ− and σ+ light, where the presence of both those polarization components
effectively cancels differential Stark shifts53. This is illustrated in fig. 3.8b with the beam polariza-
tions also shown in a. Here, the “σ" beams are vertically polarized and the π beam, propagating
perpendicular to the quantization axis as required to achieve ∆m = 0 coupling, is horizontally
polarized. The downside of this approach is that half the power of theσ beam is not used as one of
the possible transitions cannot be driven, leading to a lower Raman Rabi frequency than would
in principle be possible with the available laser power.

Spin-Spin Interactions

In order to establish tunable-range entangling interactions mediated by the out-of-plane motional
modes of our planar crystals, Raman beams 1 and 2 are employed, which are detuned from the
out-of-plane motional modes of the crystal, as described in sec. 3.2.3. Here, Raman beam 1 (π)
constitutes the “interaction beam" that is driven in a bichromatic way, in order to couple off-
resonantly to the red as well as blue motional sidebands simultaneously.

53In reality, unfortunately, due to the focusing of the Raman beams into the trap, undesired polarization components
may occur, giving rise to Stark shifts that cannot be compensated.
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Experimental Apparatus

Figure 4.1: Experimental apparatus for controlling 2D ion Coulomb crystals: This image presents an
overview of the components comprising the experimental apparatus, which are discussed in this
chapter. Here, one of the two optical tables is shown, the main experimental table on which the
ion trap setup rests. The left part of the image shows the inside of the magnetic field shielding.
Details on the individual components can be found in the main text. More detailed informa-
tion on the vacuum setup as well as the ion trap potential control electronics can be found in
the thesis of Dominik Kiesenhofer.

The experimental setup presented in this thesis was built with the goal of gaining
quantum control1 over large planar 40Ca+ ion crystals, consisting of around 100
particles. Here, it is essential to on one hand provide a well-controlled environ-
ment for the trapped ions, in particular by shielding them from ambient noise in
order to sustain long coherence times, and on the other hand to be able to pre-
cisely interact with the ions by means of magnetic or laser fields to manipulate

1Quantum control encompasses cooling to sufficiently low temperatures and coherently manipulating the ions.
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4.1 A Monolithic Linear Paul Trap for Planar Ion Crystals

their quantum states. For this purpose a sophisticated experimental setup has been built, whose
key components are described in this chapter. In particular, an overview of the design, construc-
tion and functionalities of the various subsystems comprising the apparatus is described, as well as
the interconnection between them. The core piece of the apparatus is a novel monolithic ion trap,
described in sec. 4.1, providing a stable confinement for planar ion crystals while allowing for gen-
erous optical access for ion imaging and manipulation via laser light. Section 4.2 presents the ion
trap’s installation inside a UHV chamber, ensuring the required low-pressure environment. The
creation of a highly stable and clean magnetic field in order to achieve qubit coherence times of
hundreds of milliseconds is described in the following sec. 4.3. For cooling and high-fidelity ma-
nipulation of the ion’s quantum states, several laser systems (sec. 4.4) as well as a radiofrequency
antenna (sec. 4.5) are available. Section 4.6 presents the imaging system for detecting the ions’
fluorescence light. To extract relevant information from the acquired images, such as the num-
ber of ions, ion-specific quantum state readout or crystal lattice configurations, the analysis tools
presented in sec. 4.7 are applied. The chapter concludes in sec. 4.8 with a presentation of the
experiment control system, consisting of hardware and software required to operate the experi-
mental apparatus, i.e. establishing control of and communication between various subsystems.
This includes the precisely-timed generation of RF signals to apply experimental sequences to
the ions as well as the communication with various devices such as laser controllers or electronics
required for creating the trapping potential.

4.1 AMonolithic Linear Paul Trap for Planar Ion Crystals

As discussed in sec. 3.1.2 there exist two particular possibilities for orienting a planar ion crystal
within a linear Paul trap: the crystal spanning either across the radial directions of the trap or along
one radial and the axial direction. To summarize the comparison made in sec. 3.1, the benefit of
the first option is a reduced crystal lattice instability as the crystal aspect ratio does not change
from RF power fluctuations. The benefit of the second option is that micromotion occurs only
along a single direction, such that an entire plane is available for laser addressing of the ions, to
first order free of micromotion. As the problem of RF power instabilities can be addressed with a
suitable stabilization scheme, the second option is chosen in our setup. This section presents our
segmented linear Paul trap, designed for storing large planar ion Coulomb crystals. More specifi-
cally, the section describes information on the trap’s electrode arrangement, that allows for optical
access from relevant directions for laser access and imaging. Furthermore, information is given on
the microfabrication of the trap via a subtractive 3D printing technique on a fused silica wafer.
This technique allows for significantly more precise electrode structures to be realized compared
to other methods that rely on the hand-assembly of machined parts. High precision in this con-
text is particularly relevant when working with planar ion crystals as small electrode alignment
imperfections can be detrimental, potentially making it impossible to perform experiments with
or even trap large 2D crystals in a stable way. The reason for these challenges, as discussed in sec.
3.1.3, are e.g. nonlinear resonance effects that could lead to ejection of ions from the trap, espe-
cially when ions are far displaced from the RF null. The section concludes with information on
the creation of a stable trapping potential using home-built and commercially available RF and
DC electronics.
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4.1.1 Design and Simulations
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Figure 4.2: Our novel monolithic linear Paul trap for storing planar ion Coulomb crystals: a) A CAD
model of the entire trap chip is shown from the side which contains the RF electrode pad.
The other side that is not visible contains 6 DC electrodes in mirror symmetry. Note, that the
actual trap deviates from this CAD model in that the chip extends a bit further on the bottom
(uncoated), with two holes in the chip whose only purpose was to allow for secure shipping.
b) Zoom in to the central trap region. c) Dimensions in μm of the trenches used for separating
electrodes: Note that dimensions are approximate as they depend on the local geometry and its
effect on the etching process. d) Laser beam access in the horizontal (xz) plane: Here, access
from 8 directions towards the trap center is possible, including the axial trap direction, where
holes in the trap chip allow for optical access. e) Side view of the central section of the mono-
lithic trap. f) Schematic illustration of the electrode structure of the monolithic trap and planar
ion crystal. Ion crystals are stored in the trap (yz) plane in the trap center. RF electrodes are
shown in pink, the DC electrodes in yellow and the endcap electrodes in bluegreen. The grey
electrodes next to the RF rails are grounded. This electrode arrangement offers general optical
access in the horizontal (xz) plane that is perpendicular to micromotion (along y), as well as
from 45 degrees with respect to the crystal plane from top and bottom for spectroscopy laser
beams.

In a standard linear Paul trap design, as shown schematically in fig. 3.1, the DC electrodes ob-
struct optical access within the horizontal plane as required for imaging and laser addressing of the
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4.1 A Monolithic Linear Paul Trap for Planar Ion Crystals

planar ion crystal. Thus, in our apparatus the trap geometry is modified in order to gain optical
access from the relevant directions perpendicular to micromotion and crystal plane. Our elec-
trode structure can be seen in fig. 4.2f and effectively realizes a three-layer trap. Compared to a
standard linear Paul trap, the DC blades are split and projected to the top and bottom. The DC
electrodes are segmented into three adjoined parts. This allows for confinement of the ions along
the axial trap direction, when applying higher voltages to the outer segments than are applied to
the inner segments. Recession of the DC electrodes with respect to the RF electrode in verti-
cal direction enables optical access at a 45°angles from top and bottom with respect to the crystal
plane. Despite overlap with the ions’ micromotion, laser beams from these directions may be used
for spectroscopy of in-plane motional modes. A ground electrode is additionally introduced into
the electrode structure, placed between the RF and DC electrodes for shielding purposes: When
applying RF voltage to the RF electrodes a small RF potential along the axial trap direction addi-
tionally emerges due to the segments slits in the DC electrodes2. By placing a ground electrode
in between the RF and DC electrodes, this potential and thus micromotion along the axial trap
direction can be reduced, such that, as desired, micromotion can be approximately constrained to
a single direction.

In order to determine the exact dimensions of the electrode structures, finite element simula-
tions were carried out using COMSOL Multiphysics. Here, it is sufficient and computationally
less expensive to conduct static simulations: First, the RF potential is determined by simulating
the application of a DC voltage to the RF electrodes of the trap model, where the magnitude
of the DC voltage represents the RF voltage amplitude. The dynamic effect for a specific drive
frequency is then obtained via eq. 3.11 in pseudopotential approximation. In a second simula-
tion, DC voltages are applied to the DC electrodes of the trap model. The results from the two
simulations are then added as Q(ΦRF,pseudo + Vstatic), to obtain the full trapping potential.

Such simulations were performed for various electrode geometries, most importantly varying
the width of the RF electrodes and the distance between them, as well as dimensions of the DC
electrodes and their placement, to find a configuration which allows for a good balance between
all relevant parameters. The design process is described below in detail. But in summary, the
parameters that are balanced against each other include the achievable secular frequencies and q
parameter for a given voltage and RF drive frequency, while at the same time maintaining good
optical access from relevant directions. Moreover, sufficient tunability of the DC potential has to
be ensured in order to allow for precise control of the crystal’s shape and orientation, while sus-
taining low axial micromotion. When designing a trap one should first make assumptions about
the maximum voltage that can be applied. In our case, the limitations of the ion trap in terms
of voltage handling capability were not completely known during the design stage and were esti-
mated to be somewhere in the range between 1 and 2 kV. An indication of the possible RF voltage
handling capability was an electrical test performed by another ion-trapping team in our insti-
tute. They applied RF voltage to simple fused-silica test wafers where electrodes were separated
by 50 μm gaps. Up to 1200 V peak-to-peak at ΩRF = 2π · 46MHz drive were applied without
the occurrence of any voltage breakdowns. We based our assumption regarding voltage handling
capability as well as the geometry of the trenches for electrode separation, shown in fig. 4.2c,

2The small RF potential along the axial trap direction emerges because the segment slits in the DC electrodes influence
the path of the electric field lines.
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Figure 4.3: Simulated trap potential for voltages similar to our experimental parameters. Shown here are
the RF, DC and combined potentials, in the radial (xy) plane through the trap center. The first
column shows a side view of the potential landscape, with the second column showing a view of
the radial plane from thez direction, which is shown again as a contour plot in the third column,
making the potential structure better visible. The top row shows the potential that is created by
1000 V peak-to-peak applied to the RF electrodes of the trap model at a ΩRF = 2π · 45MHz
drive frequency. One can see that the RF potential in the trap center is rather symmetric, relating
to a degeneracy of the two secular frequencies in this plane. The second row represents the DC
potential when applying 13 V on the middle segments of the trap electrodes and 24 V on the
outer segments. In the last row the two potentials are combined. Here, it can be seen that
the DC voltages give rise to an anisotropy of the potential, where one direction corresponds to
the strongly confined one (x), along which a planar ion crystal is squeezed flat, while the other
direction corresponds to the weakly confined one (y), along which the crystal is extended.

on these results. In terms of trap frequencies, higher is better as then the ions are more tightly
confined, relating to lower heating and faster entangling interactions, crucial for quantum sim-
ulation tasks. In particular, the aim was for the out-of-plane secular frequency to be at least on
the order of a few MHz. To satisfy the planarity condition in eq. 3.14, the in-plane secular fre-
quencies should, depending on crystal size, be a factor 3 to 4 times lower than the out-of-plane
secular frequency. Moreover, the in-plane frequencies should be on the order of a few hundred
kHz to reduce in-plane motional heating. From equations 3.7, 3.8 and 3.10 it follows that the
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trap frequencies scale with RF voltage amplitude and inversely with ΩRF and the square of the
electrode-ion distance d. Thus, as the maximum voltage that can be applied safely is restricted,
a strategy for achieving high secular frequencies is the use of low ΩRF and small d. However,
while maintaining high secular frequencies is important, other factors should not be neglected:
Keeping the q parameter low is crucial in experiments with 2D ion crystals as the micromotion
amplitude scales linearly with it, as can be seen from eq. 3.9. Achieving a low q parameter relates
again to a higher drive frequency according to eq. 3.8. Moreover it is beneficial to keep d large
to reduce anomalous heating effects, as discussed in sec. 3.1.3. Data in [101, 123] suggests that an
ion-electrode distance of more than 300 μm should allow for heating rates below 10 phonons/s
per ion confined at a secular frequency of 1 MHz in a room temperature setup. Due to the many
relevant parameters that have to be considered when designing the trap, it is not a trivial task to
find a good balance of all of them. In the end, the distance d between electrode and ion was cho-
sen as 400 μm, a compromise of being large enough to reduce heating, while being small enough
to obtain out-of-plane frequencies on the order of 2 MHz when applying RF voltages around 1
kV peak-to-peak at a ΩRF = 2π · 45MHz drive frequency. The latter keeps the q parameter low
around 0.1. Further design considerations for the ion trap include the width of the RF electrode,
a smaller width corresponding to higher secular frequencies resulting from a faster voltage drop
in the vicinity of the trap center. As aforementioned, a ground electrode was introduced between
RF and DC electrodes in order to reduce micromotion along the axial trap direction that results
from the slits separating the DC electrodes. Additionally, the finite length of the trap can give rise
to micromotion along this direction. To reduce this effect the trapping region is designed to be
9.4 mm, shown in fig. 4.2b. It is challenging to quantify the axial micromotion from simulations
as the small potential curvatures arising along the axial direction when applying voltage to the RF
electrodes are hard to resolve. However, an estimation yields a curvature ratio on the order of
10−5, two orders of magnitude better than QSIM3 has determined experimentally4. For shaping
the DC potential it is beneficial to keep the central electrode segments short as this reduces the
required voltages on the outer segments. The central segment length was chosen as 1.5 mm which
allows for tilting of an ion crystal’s principal axes, important for micromotion compensation, by
application of reasonably low asymmetric voltages on the outer electrodes.

The simulated trapping potential is presented in fig. 4.3 and 4.4. In fig. 4.3 the potential is
shown in 2D, for a slice through the trap center along the radial trap directions (x and y). The
simulation in fig. 4.4 represents the trapping potential along three lines through the trap center,
along the three principal axes. In these simulations voltages are applied which are close to the ex-
perimental values used in subsequent chapters, i.e. 1000 V peak-to-peak of RF voltage at45MHz,
13 V DC voltage on the inner electrode segments and 24 V DC voltage on the outer electrode seg-
ments. The DC voltages used here are on the lower side and represent conditions that allow for
trapping a planar 19 ion crystal, which has a structure as shown in fig. 3.2. The simulated trap
frequencies 2π(2070, 668, 349) kHz corresponding to these voltages are obtained by applying a

3The QSIM apparatus is run by another team in our institute. They carry out quantum simulation experiments with
long strings of trapped ions stored in a standard linear Paul trap[15].

4In general, applying a symmetric RF drive, i.e. opposite polarity to two pairs of RF electrodes rather than applying
RF only to one pair of RF electrodes while keeping the other pair at ground potential, allows for better results in
this context. However, even without symmetric RF drive, we achieve good simulation results by careful design
considerations of the trap electrode structure and dimensions.
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Figure 4.4: Potentials along lines through the trap center. The points represent simulated data along the x
direction (perpendicular to the crystal plane), y direction (along the direction of the RF elec-
trodes), and along the z direction (axial trap direction). Yellow lines represent quadratic fits to
the central potential region, from which trap frequencies are determined.

quadratic fit to the simulated data in fig. 4.4. The fit is applied only to the central region of the
trapping potential, where the potential is harmonic. Clearly, the harmonic region extends beyond
the anticipated dimensions of the ion crystals, suggesting that any adverse effects resulting from
anharmonicities are expected to be minimal, unless imperfections in the actual trap geometry give
rise to stronger anharmonicities. From the simulated data in fig. 4.3 a trap depth of about 4 eV
is found as the energy difference between the point where the potential becomes anticonfining
along some direction and the potential minimum.

4.1.2 Fabrication

The trap was microfabricated by the company Translume via a subtractive 3D printing process
called selective laser-induced etching (SLE). Previous applications of this technology in the con-
text of manufacturing ion traps were employed in [124, 125]. The ion-trap fabrication can be di-
vided into three stages: First, a fused silica wafer is processed by a pulsed laser. The laser locally
changes the chemical composition of the glass due to intense heating and thus writes the design
into the wafer. More specifically, here the chemical etchability is locally modified. In the next
stage, the material that was previously illuminated by the laser light is etched away in a bath of
e.g. potassium hydroxide or hydrofluoric acid. Finally, the wafer is metallized in order to produce
the required conducting layer on the chip. The benefit of this technique is the ability to produce
nearly arbitrary electrode structures with outstanding precision, on the order of submicrometer.
Moreover, trenches which extend underneath the surface[126, 127] can be realized, which enable
electrical isolation for larger gap sizes between electrodes, thus increasing voltage handling capa-
bilities of the chip.
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a) b)

Figure 4.5: Ion trap fabrication from selective laser-induced etching (photographs taken by the manufac-
turer Translume): a) Unmetallized trap chip with the electrode structures as well as tunnels for
axial laser beam access etched into the glass. b) Close up of the right part of the central trap re-
gion: Here, the periodic openings from the tunnels to the chip surface can be seen, as required
for efficient etching of these structures. Moreover, one of the ramps that connects the bottom
of the trench for separating electrodes to the trap surface can be seen in the top right corner.
These ramps allow for a well-defined potential also on surfaces on the bottom of the trenches,
which may be important for establishing a well-controlled trapping potential.

Material

Glass has proven to be a suitable material in microfabriaction techniques based on SLE, due to its
optical transparency over a wide range of wavelenghts and chemical inertness ensuring a controlled
etching process. Fused silica is the most widely used material in this context, however, there are
disadvantages of using fused silica for ion traps. In RF electronics, the loss tangent of a material
is an important parameter, describing how much RF power propagating through a material is
dissipated. In fused silica and other (mostly dielectric) materials used typically as substrates for
microstructured ion traps, such as sapphire, diamond or silicon, the loss tangent is significant,
relating to RF losses in the substrate, power inefficiency and potential heating of the chip. For the
substrates used for our ion trap, a loss tangent of <0.00002 at 10 MHz and 25 °C and <0.0001 at
100 °C was provided by the manufacturer. While sapphire or diamond have similar loss tangents
as fused silica, the superior heat conductivity of these materials would allow heat to be carried away
from the trapping region more effectively. At the time of constructing our experimental apparatus
fused silica was the only material available for SLE that could be processed with sufficient precision
and reliability for our purposes. However, there has been recent progress on the use of sapphire
in SLE, which might open up the possibility to use this material for ion traps in the future [128].

Design Constraints for SLE

In SLE the selectivity of the material describes the etching rate ratio of unmodified and modified
regions. For fused silica the selectivity is in the range of 500 to 1000 [129]. As a result of this
finite ratio, very deep features which take a long time to etch, cannot be etched without losing
dimensional accuracy on the structures which should remain unprocessed. This is relevant in
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our trap design for the long tunnels with a length of about 5.3 mm and outer width of 300 μm,
that can be seen in fig. 4.2 and 4.5, providing optical access for laser beams along the axial trap
direction. Thus, periodic openings of the tunnels towards the trap plane are implemented (see
fig. 4.5b, to shorten the etching time of the tunnels. In terms of accuracy, the roughness after
etching is on the order of a few 100 nm. Rounding of edges with a radius of curvature of a few
micrometers occurs automatically during the etching process.

Electrode Separation

A conventional method of creating separation between individual electrodes is to create slits in
a wafer and then metallize the wafer at an angle. For sufficiently deep slits, no metal coating will
reach the bottom of the trench, such that electrically-isolating areas remain within the structure.
However, when high voltages are applied, larger distances between electrodes are required, in or-
der to avoid voltage breakdown between electrodes. The wider the slits, the deeper they have
to be to sustain electrical isolation, which at some point becomes infeasible. However, the SLE
process offers a convenient method for separating electrodes [126, 127], as e.g. depicted for our
specific case in fig 4.2c. Here, trenches extending to the sides underneath the surface are used, en-
abling the realization of larger gap sizes, compared to straight slits, without the need for excessive
depth. In principle, for any direction used for metallization there remain uncoated areas within
the structure creating electrical isolation. In practice, however, some technical challenges need to
be overcome. Short circuits can be a result of debris accumulation inside the gaps. This is com-
plicated also by the fact that trenches deep within the structure take a long time to etch and other
design features have to be adjusted accordingly. We are grateful to Translume for their efforts in
optimizing the trench shapes, finding that H shaped trenches were more effective in preventing
shorts than the previously established T shaped trenches. Additionally, ramps were incorporated
into the design that connect the bottom of the trenches, that would otherwise be on a floating
potential, to the ground plane of the chip, to establish well-defined potentials in close proximity
to the ions throughout the trap structure.

Metallization

Metallizing an ion trap to obtain a conducting layer for the electrodes can be accomplished using
various methods, such as evaporation, sputtering, and electroplating. Evaporation provides direc-
tional coating, while subsequent electroplating helps achieve a more consistent and thicker gold
layer, although variations can still occur based on certain parameters: The lateral growth associ-
ated with electroplating may cover smaller defects in the initial sputtered layer and reduce surface
roughness, but it can also contribute to the formation of shorts. Sputtering is generally less di-
rectional than evaporation but can be applied faster in order to produce thicker layers without
additional electroplating. The surface roughness of a sputtered piece is typically the same as the
roughness of the bare piece prior to coating.

The coating thickness should be comparable to the skin depth (dS) of the metal at the RF drive
frequency that is used. This parameter describes the penetration depth of the RF voltage into the
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material. A metal layer thinner than the skin depth will thus increase resistance, and heating of
the chip, and reduce power efficiency. The skin depth is defined as

dS =

√
2ρ

ΩRFµrµ0
(4.1)

where ρ is the resistivity of gold5, µr is the relative permeability of gold and µ0 is the permeability
of free space, which results in dS ≈ 11 micrometers of skin depth at 45 MHz. While a thick
gold layer is also beneficial in the context of carrying away heat faster than through the fused silica
substrate, it is in practice not always feasible to implement, especially in microstructured traps,
where a significant amount of structural resolution may be lost that could lead to shorts.

At the time of constructing the experimental setup, the company Translume offered the pos-
sibility of sputtering and electroplating to metallize the trap chip. Unfortunately, it proved chal-
lenging to sustain electrical isolation of the RF electrode throughout the plating process. There-
fore, the entire trap chip was metallized exclusively via sputtering: an adhesion layer of titanium
was first applied (30 nm), followed by about 3 μm of gold.

4.1.3 Trapping potential generation

For the generation of a stable and well-controlled 3D trapping potential several homebuilt and
commercially available electronic devices are employed.

RFNetwork

The ion trap needs to be supplied with high and stable RF voltage. In numbers this means a RF
voltage of more than 1000 V peak-to-peak with a stability of below 10−6, correlating with mo-
tional mode frequencies that are stable on the order of a few Hz. In order to produce this high
voltage, the signal from a frequency generator6 is amplified using an RF amplfier7 and resonantly
enhanced by a factor ∼ 25 using a helical resonator[130] consisting of a macroscopic coil8 in
a cylindrical enclosure and the trap, which acts as an additional capacitance. Its resonance fre-
quency depends on the trap capacitance as well as on the resonator’s inductance, dominated by
the coil. A resonance at about 43 MHz is found. From observing the shift in resonance frequency
when attaching different capacitances to the resonator it is possible to find an upper limit for the
capacitance of the trap of about 12 pF.

It is crucial to keep the RF power at a constant value, in particular in experiments with pla-
nar crystals, as instabilities result in an increased number of configuration changes of the crystal
lattice, as discussed in sec. 3.1.3. Moreover, when the motional modes of an ion crystal are used
to mediate entangling interactions across the system, frequency stability of those modes needs to
be maintained to reduce coupling strength variations caused by unstable laser detuning from the

5Usually gold is chosen as a preferred coating material for ion traps due to its resistance to oxidation. Copper for
example has a better conductivity, but oxidation on the surface could increase the trap’s heating rate.

6Rohde& Schwarz SMB-100A
7Minicircuits LZY-22+
840.4 mm diameter, 5 mm wire thickness, 10 mm winding pitch, and 70 mm coil height, made of silver-coated (30
μm) and gold coated (0.5 μm) copper
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sidebands. On long timescales, typically a mode drift of several kHz over a few minutes, caused
by temperature fluctuations around the experiment, needs to be corrected for. But stabilization
is also relevant on short timescales, to increase the motional coherence time which poses a limit to
the interaction time that spin dynamics can be observed for9. A home-built proportional-integral
(PI) controller is used for RF power stabilization. It is ethernet controlled and besides stabilization
allows the RF potential to be tuned and attenuated precisely10, enabling e.g. the removal of single
ions from a crystal. The feedback signal for the stabilization circuit was initially picked off capac-
itively and later on inductively at the helical resonator coil. The inductive pickup provides the
benefit of leaving the ground of the helical resonator unaffected, as no connection is required, en-
abling increased stability with respect to environmental factors like temperature and mechanical
stress. Here, on one hand, the inductive pickup does not rely on temperature-sensitive capaci-
tances, which can significantly influence the splitting ratio of a capacitive divider. On the other
hand, also impedance matching may be affected by temperature variations as well as mechanical
stress, with the inductive pickup offering a convenient solution: when using an antenna with a low
Q for impedance matching, the reactive part of the impedance cancels out on resonance such that
even when electronic components are affected by temperature or mechanical stress, impedance
matching does not change. Other measures taken by us to improve RF power stability was the
enclosure of all components contributing to the RF network in a closed box, improving tempera-
ture stability of the electronics, as well as implementing an active temperature stabilization of the
PI circuit.

In order to estimate the RF voltage that is applied to the trap, three different methods can be
employed: First, when picking off a fraction of the RF signal at the helical resonator coil with a
capacitive divider, the splitting ratio depends on the electronic components of the circuit. Here, a
small fraction on the order of 1/500 to 1/1000 is typically used e.g. as a feedback signal for the RF
stabilization circuit. This splitting ratio can be calculated as well as measured, which afterwards
allows one to infer how much RF power is applied to the trap by measuring the small fraction.
Second, the RF voltage applied to the trap can be determined by multiplying the input voltage,
created via the frequency generator, with the gain of the RF network, consisting of RF amplifier
and helical resonator gain. The gain of the RF amplifier is known from its specifications, the
gain of the helical resonator can be determined from the frequency and FWHM of the resonance.
Third, a measurement of the secular frequencies of an ion stored in the trap can be compared to
simulations in order to estimate the RF voltage, which typically yields the most accurate result.

DCVoltages

In order to generate stable DC voltages a 16-channel high voltage module11 is used. The voltages
required for creating a suitable potential are rather low, on the order of few tens of volts. Thus,
voltage dividers with a division ratio of 1:11 are used to harness the benefits of operating this de-
vice at high voltages, i.e. lower voltage drift rates and noise levels. The voltages are further filtered
via first-order lowpass filters at cutoff frequencies of 300 Hz to suppress noise in the secular fre-

9Here, we obtain values of about 50 ms using a spin echo sequence. The PID controller was, however, also tested in-
tegrated into other setups with a lower heating rate where a motional coherence time of up to 200 ms was achieved.

1018/20 bit DAC corresponds to about 16/4 Hz mode frequency resolution
11ISEG EHS F2 20p_SHV, maximum voltage 2kV DC
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quency regime while allowing for the possiblity of fast DC voltage control on millisecond time
scales12. The shape of the trapping potential is controlled via application of voltage sets to the 12
segmented DC electrodes of the ion trap. These voltage sets allow certain actions on the ion crystal
to be performed, decoupled from other actions, e.g. increasing the confinement along one of the
principal axes, and shifting/rotating the ion crystal along and around those axes for micromotion
compensation. The calculation of these voltage sets is based on the simulations presented in sec.
4.1.1, and solving an inversion problem to link the required action on the ions to the voltages that
need to be applied on the individual electrodes [131]. For more information on these voltage sets
see the thesis of Dominik Kiesenhofer.

4.2 Vacuum System

Photographs and CAD drawings of our vacuum setup are shown in fig. 4.6. As discussed in
sec. 3.1.3, Langevin collisions of the ions with background gas can result in a variety of problems
when working with trapped ions, among them melting and structural phase transitions of the
crystal lattice. Therefore, a lot of effort was on trying to establish excellent vacuum conditions
in our setup. One option for achieving this would be to operate the ion trap in a cryogenic envi-
ronment, where reduced outgassing of volatile substances and the lower vapor pressure of gases at
low temperatures facilitates reaching pressures below 10−12 mbar. However, cryogenic systems
are intricate, expensive and may introduce mechanical vibrations that compromise laser-ion in-
teraction relying on phase stability. A room temperature ion trap setup is thus a more convenient
option, but it is more challenging to achieve excellent vacuum conditions there. In our setup sev-
eral measures were taken for this purpose: First, the custom-designed stainless steel vacuum vessel
was low-hydrogen annealed (“vacuum-fired") by the manufacturer. In this process the vessel is
baked in a vacuum oven at 1050°C for two hours, after which hydrogen outgassing is reduced sig-
nificantly: in [132] two orders of magnitude improvement were reported compared to untreated
stainless steel chambers. Moreover, any solder and glue in vacuum is avoided: all electrical connec-
tions are plugged, crimped or clamped. Metallic in-vacuum parts were plasma-polished, air-baked
and designed in a way which allows for sufficient venting to avoid virtual leaks. All in-vacuum
parts13 were thoroughly cleaned in an ultrasonic bath in multiple stages using degreaser and dis-
tilled water, acetone (except for copper parts), isopropanol and methanol. A vacuum-bake of the
complete system at 200°C for several days concluded the system assembly. In order to maintain
good vacuum conditions a combined non-evaporative getter (NEG) Ion-Pump module14 as well
as an additional NEG close to the trap are employed.

In vacuum the ion trap is mounted onto a Titanium frame which provides thermal anchor-
ing as well as electrical ground (see e.g. 4.6a and b). Attached to the frame are also two alumina
printed circuit boards (PCBs), that serve as an interface between the wires coming from the electri-
cal vacuum feedthroughs and the golden wirebonds connecting to the trap (50 μm diameter). A
calcium ablation target is held by a titanium aperture (“funnel") which reduces the spatial extend
of the atomic beam during ablation loading to avoid coating the trap and viewport with calcium.

12Fast control has not been necessary in the experiments conducted in the course of this thesis but may be useful e.g.
for resolving metastable configurations of the crystal lattice.

13Note, that the ion trap was not cleaned by us, besides blowing away dust particles from its surface.
14SAES NexTorr D500-5
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Figure 4.6: Ultra-high vacuum setup: a) Ion trap side view: The trap is attached to a titanium frame on
which an ablation target is mounted with a funnel aperture to reduce the extent of the atomic
beam. The photograph is taken from the side corresponding to the direction from which
Doppler cooling lasers are applied. The 0.3 mm aperture in the funnel, through which cal-
cium atoms fly into the trap center, is visible in the reflection on the trap surface. b) Ion trap
front view: Here the wirebonds are well visible connecting the trap’s DC electrodes to one of
the alumina interposer boards on the right. Attached to the board are pins which are connected
to Kapton insulated wires which in turn are connected to the vacuum feedthroughs. These two
photographs were taken by David Jordan. c) Vacuum setup CAD model front and side view:
Four (two) plates with through holes are welded to the front (back) of the chamber to attach
it to an aluminium profile structure. On top of the chamber the golden helical resonator is
shown, directly attached to the RF vacuum feedthrough. Two filter boards shown in blue are
attached to the DC vaccum feedthroughs that are mounted onto the right diagonal flanges of
the octagon. Excellent vacuum conditions in the setup are sustained by the NexTorr module,
shown in red as well as an additional NEG in the octagon (left top flange). All other flanges
are closed by viewports for laser beam access. Not shown in the rendering: in-vacuum electrical
connections, viewports.

The geometry of the vacuum chamber can be seen in fig. 4.6c and d. The trap is installed in the
center of a six inch spherical octagon chamber which possesses eight CF16 flanges in the corpus.
The trap is placed at a distance of 28 mm from a CF100 viewport allowing for ion imaging with a
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high numerical-aperture (NA) objective. On the back side of the trap the octagon is welded onto
a CF63 tube, through which vacuum pumping is achieved. Four CF16 flanges in the back allow
for optical access from 45° directions with respect to the main axes.

4.3 Magnetic Field

In contrast to other ionic species such as 43Ca+, making use of e.g. hyperfine ground-state levels
to encode qubits, the electronic states in 40Ca+ ions are much more sensitive to magnetic fields.
It is thus essential to provide a stable and low-noise magnetic field environment for the trapped
ions, in order to achieve sufficient control over their quantum states: to lift degeneracy of the
Zeeman states, the manifold is split up with a well-defined and stable magnetic field. This field
establishes a quantization axis, allowing the selective excitation of the ions’ electronic state on
specific transitions via laser fields of suitable direction and polarization (see sec. 3.2.1). Stability
of the magnetic field environment is on one hand crucial on short timescales in order to sustain
coherence, i.e. maintain a stable phase relation between the drive field and the atomic qubit during
qubit manipulation. On the other hand, stability is also required on longer timescales to maintain
resonance between the drive field and atomic transition. In our system a stable magnetic field
environment is ensured by employing permanent magnets to create the quantization field, and
placing the vacuum system inside a magnetic field shielding box, protecting the ions from external
magnetic field noise generated in the laboratory environment.

4.3.1 Quantization Field

back front

coil

80 mm

a) b)

Figure 4.7: Creation of the quantization field: a) Combined holder for permanent magnets and current-
driven gradient-compensation coils. b) Configuration of permanent magnets producing the
quantization field. This configuration was found empirically when attempting to produce a
field of roughly 4 G in the trap center while minimizing the magnetic field gradient present
across an ion crystal. One of the circles in the back holder is not entirely filled as here it was
necessary to use a 2/3 piece of a magnet rather than a whole one, in order to optimize the field
gradient.

The quantization axis is defined by 33 and 2/3 cylindrical15 Samarium Cobalt (Sm2Co17) mag-
nets, creating a magnetic field of approximately4G in the trap center. The magnets are placed into

15diameter: 6 mm, length: 10 mm
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holders in three concentric rings16, as shown in fig. 4.7. Asymmetric placement of the magnets
into the two holders partially compensates a field gradient along the y and z directions, such that
only low currents on gradient compensation coils are necessary for optimization (see below). The
magnet holders are placed symmetrically around the trap at a distance of 125 mm from the trap
center. The orientation of the magnetic field is set within the horizontal plane at a 45°angle with
respect to the main trap axes, as shown in fig. 4.9.

The advantage of using permanent magnets for creating the quantization field over using current-
driven coils is an increased stability due to absence of noise from current drivers, typically dom-
inated by 50Hz noise. In order to quantify the improvement constituted by permanent mag-
nets, the QSIM team performed Ramsey experiments within the32D5/2 manifold17, coupling the
mj = −3/2 and mj = 5/2 states before and after replacing their current driven coils with per-
manent magnets. An improvement of coherence time from 7.9(3) ms to 123(7) ms was observed
on this transition [133]. Due to the low sensitivity to temperature changes of Sm2Co17 (reversible
temperature coefficient of about 0.03 % per K, according to the manufacturer), the magnetic field
produced by the magnets is also expected to be less sensitive to temperature fluctuations than a
field created by current-driven coils. The magnet holders in our apparatus do, however, also incor-
porate two pairs of coils18. One pair of coils in anti-Helmholtz configuration19 compensates the
residual magnetic field gradient in the trap center, to avoid transition frequency differences across
the ion crystal. Here, a current of about 10 mA20 is sufficient to minimize the gradient to a transi-
tion frequency shift of the ground-state qubit of about 10 Hz across a 91-ion crystal that extends
over up to 40 μm along y and 110 μm along z. An additional coil pair in Helmholtz configura-
tion offers the possibility for e.g. feed-forward compensation of periodic external magnetic field
noise [134], such as 50 Hz. However, this has not been necessary as the magnetic-field shielding in
combination with a clean electrical environment in the lab provide sufficient noise suppression.
More importantly, though, these coils will likely be used in the future for compensation of global
low frequency magnetic fields, caused by a tram line that is approximately 80 m away from the
laboratory and gives rise to ground state qubit transition frequency shifts on the order of 30 Hz
on time scales of 10 s when a tram is passing by (see also next subsection).

4.3.2 Magnetic-Field Shielding

Any change in magnetic field that the ions are exposed to results in transition frequency shifts
according to the Zeeman effect. Low-frequency magnetic field drifts, e.g. generated by a near-by
elevator or tram line, may result in the inability to maintain resonance between e.g. a laser and the
respective electronic transition, making constant re-calibration during long measurements neces-
sary. Higher frequency magnetic field noise, on the other hand, may lead to decoherence. Here
it is expected that 50 Hz and multiples are the dominant noise source, created by the mains hum.
Section 4.8.1 presents strategies on how to reduce the effect of mains hum on the ions, by avoiding

16radii 35 mm, 27.75, 20.5 mm
17In this case only the magnetic field would contribute to decoherence as the laser frequency approximately drops out.
18coil inner diameter 39 mm, outer diameter 65 mm, width 20 mm, wire diameter 0.9 mm, about 340 windings.
19Space constraints on the breadboard limit the possible radii and thus prevent implementation of an ideal Helmholtz

coil pair geometry.
20Power supply CAENEL Easydriver1020
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the occurrence of ground loops in the laboratory. However, a magnetic field shielding is still re-
quired to provide a stable magnetic field environment for the ions over the complete range range
of relevant frequencies. The magnetic field shielding, shown in fig. 4.8a, is manufactured by the
company Imedco AG. It consists of several layers of mu-metal and aluminium which attenuate
DC and AC magnetic fields (see frequency dependence in fig. 4.8b) created in the vicinity of the
experiment. The shield allows the ground state qubit coherence to be increased to about 130 ms
without spin echo and 370 ms with spin echo (see sec. 5.5), respectively, while without shield
and taking care to avoid ground loops, coherence was completely lost within several ms. Unfor-
tunately, the DC attenuation of the shield is not sufficient in order to protect the ions from the
magnetic field created by the tram line, which is on the order of 1 mG, measured on the outside
of the shield close to its surface. Before inserting the experimental setup into the magnetic field
shielding, a degaussing/demagnitization procedure was performed in order to reset the DC atten-
uation. For this purpose, coils along the three principal axes of the shield were installed by the
manufacturer to which a current of several amperes was applied in several cycles over a timescale
of about a minute.

The weight of the experimental setup must not rest on the mu-metal as mechanical stress would
negatively affect the shielding performance. Thus, the shield possesses five holes in the bottom,
for aluminium posts on which the experimental setup rests on. More specifically, the setup is
mounted onto a honeycomb breadboard, resting on vibration-isolating sorbothane pads, that are
connected to the aluminium posts.
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Figure 4.8: a) Magnetic field shielding manufactured by Imedco AG. The front door is aligned with the x-
direction defined previously. Windows on all other sides offer access to the experimental setup.
b) The attenuation of the shield was measured by the manufacturer Imedco AG along three
spatial directions and is found to be within specifications.

4.4 Laser Systems andOptical Setups

In order to create ions, cool them and control their quantum states, a variety of laser systems
is used. This section provides an overview of the lasers as well as the optical setups to generate,
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frequency- and phase-control and precisely time laser pulses. The experiment control hardware
to drive the acousto-optic elements within the optical setups is presented later on in sec. 4.8.3.

4.4.1 Overview of Laser Systems and Beams

Figure 4.9: Overview of all the laser beams used in the experiment: Ions are trapped in the yz plane. Most
laser beams are within the xz (horizontal) plane, with the exception of the vertical 729 nm and
cooling beam, which have a 45 degree and ∼ 20 degree angle with the xz plane, respectively.
Not shown in this image is the ablation laser beam for ion loading, which comes from the bot-
tom along the y direction.

Figure 4.9 illustrates all directions used for optical access in the experiment, to image and laser-
address the ion Coulomb crystals, with most laser beams lying within the horizontalxz plane. All
beams within this plane are perpendicular to the micromotion of the ions, which aligns with the
vertical (y) direction. In order to image the ions an objective is placed close to the front viewport
of the vacuum chamber. More details on the imaging can be found in sec. 4.6. After this thesis
work is concluded, the objective is also used to address individual ions in the crystal with tightly
focused laser beams, which will be presented in the thesis of Artem Zhdanov. Photoionization
beams at 422 nm and 375 nm are focused through the holes of the trap chip along the axial (z)
direction. The ions are Doppler cooled (397 nm cooling laser with repump lasers at 854 nm and
866 nm) from a direction orthogonal to the quantization axis, from which coupling to all in- and
out-of-plane motional modes of the crystal is possible, with the exception of the vertical center-of-
mass mode21. EIT cooling of the out-of-plane motional modes of the ion crystals is achieved via
two beams at 397 nm, a circularly polarized beam that is propagating along the quantization axis,
and a linearly polarized one22 that is propagating perpendicular to it. Two 729 nm laser beams are
available in the horizontal plane, to coherently manipulate the ions on the optical qubit transition
for shelving and spectroscopy, or couple to the crystals’ motional modes: one beam from the back
that allows for coupling to the out-of-plane motion and can be used for sideband cooling, and
one beam from the axial direction. Lastly, there are three Raman laser beams, used for ground

21Cooling of all motional modes of ion crystals consisting of a few ions and more is still possible from this direction.
The reason for this is so far not understood.

22More specifically, the beam’s polarization is within the plane spanned by the beam’s k vector and magnetic field axis.
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state qubit manipulation as well as realization of entangling interactions via coupling to the out-
of-plane motional modes. Similarly to the EIT beams, they propagate along and perpendicular
to the quantization axis, respectively. However, in order to avoid differential Stark shifts, both
Raman beams are linearly polarized, one horizontally and one vertically, as explained in sec. 3.3.5.

Laser beams which are not within the horizontal plane are indicated with angles in fig. 4.9. A
729 nm beam at a 45°angle with the horizontal plane can be used to couple to both in- as well
as out-of-plane motional modes of the crystal. This beam has overlap with the micromotion and
can be used for compensation purposes or to perform spectroscopy on in-plane modes that are
not accessible from other directions. A second Doppler cooling beam at a ∼ 20°angle with the
horizontal plane allows for cooling of the y direction (“vertical cooling"), which is needed when
trapping small Coulomb crystals and single ions. The ablation laser beam for loading calcium ions
into the trap comes from the bottom (not shown in the figure).

All beams in the horizontal plane are set up with a small vertical angle in order to avoid back
reflections of laser light which can result in experimental errors. Such errors may e.g. result from
changes in laser-ion coupling depending on the phase difference between the incident and re-
flected light field giving rise to intensity maxima and minima. Piezo-controlled mirror mounts23

are used for remote-controlled and precise beam alignment when the magnetic field shielding is
closed. Photodiodes24 monitor the power of the beams, which can be used to intensity-stabilize
the light directly via our experiment control hardware (see sec. 4.8.3).

Table 4.1: Overview of all laser systems used in the experiment.
Laser System Wavelength /nm CW Purpose Stability
Coherent Flare NX 515-0.6-2 515 pulsed ablation loading free running
Toptica iBeam smart-S 375 CW/pulsed photo-ionization free running
Toptica MDL pro HP 422 CW photo-ionization WM locked
Toptica MDL pro HP 397 CW laser cooling WM locked
Toptica MDL pro 854 CW repump WM locked
Toptica MDL pro 866 CW repump WM locked
Toptica TA-SHG pro 396 CW Raman WM locked
MSquared SolsTis 729 CW optical qubit high-finesse cavity

An overview of all laser systems used in the experiment is given in tab. 4.1. With the exception
of the ablation laser, all lasers are operated in continous-wave (CW) mode. The Toptica MDL are
rack-mounted laser systems, the light of which is guided to the optical setups via optical fibers.
All other lasers are installed directly on optical tables, resting on pneumatic vibration isolators.
To monitor the frequency of the laser light, a wavelength meter is used. Moreover, MDL and DL
lasers are frequency-stabilized to the wavelength meter, as described in the following section. The
729 nm laser requires a higher stability, i.e. a linewidth on the order of 1 Hz, and is thus locked to
an optical cavity using a Pound-Drever-Hall laser locking scheme [135].

23Liop-Tec PiezoStar with piezos from Physik Instrumente (PI) GmbH & Co. KG
24Thorlabs PDA10A2
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4.4.2 LaserWavelengthMeasurement and Stabilization

In order to measure the wavelength and frequency of all laser systems, as well as stabilize25 some
of them, a HighFinesse wavelength meter model WS8-10 is employed. The wavelength meter
measures the frequency of the lasers interferometrically (Fizeau interferometer) with a precision
< 10 MHz. One port of the wavelength meter is used for regular automated frequency calibration,
using frequency-stable 729 nm laser light.

When a laser is frequency-stabilized to the wavelength meter, a feedback bandwidth of 12 Hz
can be achieved in switching mode, the normal operation where multiple lasers are stabilized si-
multaneously. In order to estimate the linewidth and drift rate of our rack-based lasers, locked
to the wavelength meter, a frequency beat measurement of our 854 nm laser with a laser locked
to a reference cavity was performed. The beat linewidth was 200 kHz over a timescale of 100 ms,
constituting a sufficiently narrow result for our purposes. Additionally, a slow drift of the beat
signal of 200 kHz within 15 minutes was observed. However, on top of that, frequency jumps on
the order of a few MHz can be caused by vibrations or air pressure fluctuations.

For the diode laser parameter tuning and frequency stabilization, a control program was writ-
ten where the connection between the Toptica digital laser controller (DLC) and the wavelength
meter is established via a server. From the user interface it is possible to control PID values, and
wavelength set points.

4.4.3 Ion Creation
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photo diode
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mirror Ablation target
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beam dump
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Figure 4.10: Setup of the ablation laser. The power of the ablation pulses is controlled via the motorized
waveplate in combination with the subsequent PBS. A small fraction of the light reflected at
this PBS is guided to a photodiode which produces a trigger signal for the 375 nm photoion-
ization laser. The ablation light transmitted at the PBS is focused onto the ablation target with
a parabolic mirror.

For loading calcium ions into the trap, three lasers are used: an ablation laser, producing an
atomic beam of calcium directed towards the trap center, and two photo-ionization beams to
ionize the calcium atoms. The ablation laser is a 515 nm pulsed laser system26, which allows single
pulses to be triggered, as well as to be operated in continuous pulse mode with repetition rates
of up to 2 kHz. The maximum pulse energy is around 300 μJ. In our case, the laser is typically

25A PID loop controls the laser’s piezo voltage.
26Coherent Flare NX
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operated in a way where single or few pulses are triggered. The optical setup for ablation control is
shown in fig. 4.10. Here, the laser is focused precisely onto the calcium target via a parabolic mir-
ror27 in order to achieve a spot size of about 100 μm, such that only about a fifth of the maximum
pulse energy is needed for effective ion loading. The power of the ablation pulses is fine-tuned via
a motorized waveplate in combination with a polarizing beam splitter (PBS) and is set sufficiently
low to mostly ablate neutral atoms from the calcium target. Consequently, we do not directly load
ions from the ablation laser but rather rely on photo-ionization of neutral atoms. In this way, iso-
tope selectivity during the ionization process can be ensured by means of frequency-control of the
422 nm laser. More specifically, two laser beams are used to photo-ionize neutral calcium atoms in
the trap center: a 422 nm laser driving a cycling transition to an excited state of the desired isotope
40Ca (4s4p1P1), and a 375 nm laser which excites the electron further to the continuum and thus
detaches it from the atom. The 375 nm laser is operated in a pulsed way after an ablation pulse
is fired. Here, a photodiode in the ablation setup creates the trigger signal such that the 375 nm
laser is switched on 10 μs after the ablation. This is implemented for two reasons: First of all due
to isotope and Doppler shifts, the 422 nm laser is resonant with fast Ca44 atoms as well as the
desired slow Ca40 atoms. Second, in order to expose the trap to as little as possible 375 nm light
which could create charges on the trap electrodes, leading to problems as increasing the number
of dark ions or potentially pushing the ions away from the trap center. The atomic beam and
the photo-ionization lasers cross at a 45 °angle, which has the benefit of being able to exploit the
Doppler shift to select slower atoms from the velocity distribution.

In summary, this method of loading ions into the trap, in combination with control over the
ion trap’s RF potential, allows fast and deterministic trapping of Coulomb crystals with a desired
ion number: The power of the ablation pulses can be set precisely, such that per pulse either a
single ion or many ions can be loaded into the trap. In the case that too many ions are loaded into
the trap the RF potential can be precisely attenuated to then remove single ions from a crystal. A
typical timescale for obtaining a crystal with a desired ion number is on the order of one minute,
keeping the preparation time for an experiment low.

4.4.4 Laser Cooling andQuantum State Detection

The possible cooling methods in our experimental setup include Doppler, EIT and sideband cool-
ing. This section presents the laser setups for Doppler and EIT cooling, as sideband cooling is
performed on the optical qubit transition using 729 nm light and the optical setup for this laser
is discussed in the subsequent section. For Doppler cooling, light at 397 nm is used, red detuned
from the 42S1/2 ←→ 42P1/2 transition. To enable continuous cooling, additional repump lasers
at 854 nm and 866 nm remove population from the long-lived 32D5/2 and 32D3/2 states. A frac-
tion of the 397 nm light scattered by the ions is collected with an objective for quantum state
detection via the electron shelving technique, as described in sec. 3.3.4. During detection only
the 866 nm repump laser is switched on along with the 397 nm laser. Ground state cooling via
EIT is also performed at 397 nm, the laser light in this case however is blue detuned by about
110MHz from the 42S1/2 ←→ 42P1/2 transition. The optical setups for the 397 nm laser and
repump lasers are shown in fig. 4.11 and fig. 4.12, respectively.

27Thorlabs MPD169-P01, silver coated with effective focal length of 152.4 mm.
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Figure 4.11: Optical setup of the 397 nm laser system. The left part of the setup controls the three Doppler
cooling beams (main cooling, vertical cooling and re-crystallization), while the right part con-
trols the EIT cooling beams. More information on the optical and electronic elements com-
prising the setup can be found in the main text.

397 nm setup

Light from the rack-based MDL laser system is out-coupled and split into several parts. A small
fraction is coupled into a fiber to the wavelength meter for wavelength monitoring and stabiliza-
tion. The rest of the light is subsequently split into two paths leading to setups for controlling
the Doppler cooling and EIT light, respectively. In the Doppler cooling setup three AOMs28

in double pass configuration provide frequency control and switching for three Doppler beams.
Two Doppler beams (main cooling and vertical cooling) have the same frequency, approximately
10 MHz red-detuned from the 42S1/2 ←→ 42P1/2 transition. Two shutters in the setup block
leaking light from one cooling beam when using the other one. An additional far-red detuned
refreeze beam approximately 330 MHz from the 42S1/2 ←→ 42P1/2 transition is used to re-
crystallize the ions in case of a melting event. The re-crystallization light is coupled into the same
fiber as the main cooling light and sent to the trap setup. Before the fiber coupler, a bandpass
filter is placed29 to attenuate light at 393 nm emitted from the 397 laser in a process of amplified
spontaneous emission, which lead to significant unwanted coupling on the 42S1/2 ←→ 42P3/2

transition. This would lead to detection errors, as the electron can end up in the 32D5/2 state, and
should thus be avoided. The light for the vertical cooling beam is coupled into a separate optical
fiber.

In the EIT cooling setup, an AOM30 in a double pass configuration is used to adjust the de-
tuning of the EIT light from the 42S1/2 ←→ 42P1/2 transition. This AOM contains a quartz

28Gooch&Housego 3080-125, at 80 MHz center frequency, TeO2 crystal
29Alluxa F97-396 subnanometer bandpass filter, center wavelength 396.92 nm, bandwidth <0.45 nm
30Intraaction ASM-2002B8, center frequency 200 MHz

86



4.4 Laser Systems and Optical Setups

crystal that requires vertical polarization in order to diffract light. For this reason it is not possi-
ble to operate it in a “typical” double pass configuration, where the separation of in and output
beams is based on them having different polarizations31. Thus, the beam has to be reflected back
into the AOM via a prism, that creates a small (horizontal) displacement between in and output
beam that enables their separation at the output with a small D-shaped mirror. Two additional
AOMs32 in double-pass configuration allow frequency control and switching of the individual
EIT beams. In summary, the frequency shifts add up to a blue detuning of roughly 110 MHz
from the 42S1/2 ←→ 42P1/2 transition. The two EIT beams (σ and π beam) are coupled into
two optical fibers through which the light is sent to trap.

Repump Laser Setup

The repump laser setup consists of components to control the 854 nm and 866 nm beams. Fiber
beam splitters attached to the rack-based lasers couple∼ 5% of the light directly to the wavelength
meter, while the remaining light is coupled out on the optical table. The light of the two individual
lasers is frequency shifted and switched by their respective double-pass AOMs33, then overlapped
and coupled into a single optical fiber which guides it to the ion trap setup.

854 nm

from MDL laser rack to experiment

to
 W

M

λ/2

λ/4866 nm

to
 W

M

866+854 nm

beam blocks

Figure 4.12: Optical setup of the repump lasers. While outcoupling the light onto the optical table, a frac-
tion is split off with a fiber beam splitter guiding the light to the wavelength meter. The 854 nm
and 866 nm laser are switched via an AOM in double-pass configuration, overlapped and cou-
pled into a single optical fiber, guiding the light to the ion trap setup. All lenses have a focal
length of 200 mm.

31When using polarization-insensitive AOMs, the light with vertical polarization would pass through the AOM one
time, after which its polarization is converted to circular via a quarterwaveplate. Reflection at a mirror causes
the circular polarization to switch to the opposite direction, the beam passes the quarterwaveplate again and is
converted to horizontal polarization. After the second pass through the AOM, the in and output beams can then
be easily separated with a PBS.

32Gooch&Housego 3080-125, center frequency 80 MHz, TeO2 crystal
33Gooch&Housego 3200-124, center frequency 200 MHz, TeO2 crystal
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4.4.5 CoherentManipulation

Two laser systems are available for coherent manipulation of the quantum state of the ions. A
729 nm laser allows for manipulation on the 42S1/2 ←→ 32D5/2 optical qubit transition. In
order to manipulate the ground state qubit, a laser system at 395.8 nm is employed, coupling the
two Zeeman states of the 42S1/2 manifold off-resonantly via a Raman transition. By detuning the
laser close to the out-of-plane motional modes of the crystal this laser interaction creates entan-
glement between the ions.

Optical Qubit

Light from frequency-stable lasers at 729 nm is kindly provided to us from other ion-trapping
teams in neighboring labs. Most measurements were performed using the Titanium-Sapphire
laser of the Distributed Quantum Systems team, with the light sent to our experiment through a
20 m long optical fiber. The laser is locked via a Pound-Drever-Hall laser locking scheme, to an
intrinsically stable reference cavity with a finesse of about 160000. This setup achieves stabiliza-
tion to a laser linewidth on the order of a few Hz [135]. Due to unreliable performance of this
laser, in particular the pump laser, it will soon be replaced by a diode laser system, which, con-
taining an intracavity EOM for high bandwidth feedback and supported by a filter cavity, should
provide sufficiently low-noise laser light. In the meantime, diode laser light at 729 nm from an-
other laboratory focused on quantum information experiments (AQTION), was used. No fiber
noise cancellation was implemented on the fiber link with a length of tens of meters, such that
the laser linewidth on our side is on the order of about 10 kHz. While this broad linewidth would
not be suitable for some of the measurements presented in this thesis (e.g. high resolution spec-
tra, thermometry), it suffices for optical pumping and shelving operations during quantum state
detection, e.g. in the measurements presented in sec. 6.2. For these purposes it is more important
that the lock is stable and no frequency components are present outside the laser linewidth which
could e.g. couple resonantly to motional modes.

The optical setup controlling 729 nm light in our laboratory is shown in fig. 4.13. A distri-
bution setup splits the light arriving from the remote laboratory into paths for the wavemeter,
and two tapered amplifiers (TAs). The amplified light from the TAs is fiber-outcoupled and sent
to two AOM networks. The first network controls the light that will be used for individual-ion
adressing, which is not yet implemented during writing of this thesis and is thus omitted here.
The second network is used for frequency control and switching of three 729 nm beams: the out-
of-plane, axial and vertical beam. Here, we use a high-bandwidth AOM34 in double pass configu-
ration to bridge the frequency of all Zeeman transitions from the 42S1/2 to the 32D5/2 manifold
as well as the micromotion sideband, about 43 MHz detuned from the carrier transition. For
switching of the in-plane and vertical beam two single-pass AOMs35 are used. The out-of-plane
beam is switched with a fiber AOM36 which allows for the possibility of applying a bichromatic
drive without changing fiber coupling. After guiding the light to the ion trap setup through op-
tical fibers, there are about 70 mW of power available per beam to manipulate the ions, which
results in a Rabi frequency of up to about 200 kHz.

34Brimrose TEF-270-100-729, center frequency 270 MHz, bandwidth 100 MHz, TeO2 crystal
35Gooch&Housego 3080-125, center frequency 80 MHz, TeO2 crystal
36Gooch&Housego MM080-1C2V14-5-F2SH-B
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In the context of this thesis, operations on the optical qubit transition are used for various
purposes, such as: spectroscopy of the motional sidebands e.g. to determine the trapping con-
finement and for qualitative and quantitative thermometry measurements, micromotion com-
pensation, sideband cooling, optical pumping to prepare a well-defined Zeeman ground state at
the start of an experiment, and quantum state readout37.
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Figure 4.13: Optical setup to control 729 nm light. The light (tens of mW) arrives from a neighboring
laboratory through an optical fiber and is then split into paths to the wavelength meter and
two TAs which amplify the light to several hundred mW (setup on the right side). Light from
TA2 is sent to the AOM network shown on the left for switching and frequency-controlling
three 729 nm laser beams (out-of-plane, vertical and axial beam). For the out-of-plane beam a
fiber-AOM is used.

Raman Laser

To create light at 395.8 nm38 for coupling the ground-state qubit on a Raman transition, we ini-
tially installed a frequency-doubled Titanium-Sapphire laser. Such laser systems provide high
output powers in the UV, a prerequisite for driving far-detuned and at the same time fast inter-
actions in order to create strong coupling of spins in quantum simulation experiments. How-
ever, problems with the pump laser and frequency-doubling stage resulted in the purchase of a
replacement laser, a custom diode laser system from Toptica. The Toptica system contains a TA
and frequency-doubling stage (fundamental at about 792 nm) and provides an output power of
1.5 W at 395.8 nm. A benefit of the new laser apart from its experimental robustness is that water
cooling, which can be intricate, is not required, and motorized ultrastable mirror mounts inside
the laser allow for automatized internal alignment and output power optimization. While the
free-running laser linewidth of below 50 kHz on a timescale of 5 μs is narrow for a Toptica diode

37Quantum state readout of the ground state qubit requires it to be mapped to the optical qubit via a 729 nm pulse,
followed by fluorescence detection at 397 nm to distinguish bright and dark states.

38This is the “magic wavelength" at which differential Stark shifts between the S and D states cancel, as discussed in
sec. 3.3.5
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4 Setup and Control of the Experimental Apparatus

laser system, due to the use of a longer laser resonator, a Titanium-Sapphire laser would provide
an intrinsically lower linewidth, typically on that order over a timescale of 100μs. However, in the
case of Raman transitions this is irrelevant due to the following arguments: First, the Raman tran-
sition is driven with far off-resonant laser beams (about 0.4 THz detuned), i.e. small frequency
fluctuations on the order of MHz do not significantly alter the coupling strength. Second, fre-
quency noise of the laser is not harmful if the noise is common-mode to both Raman beams.
However, the optical setup needs to be interferometrically stable to ensure phase stability of the
Raman beams with respect to each other. To this end, we employ a single laser to generate both
Raman beams and ensure that the interferometer formed by the two paths is balanced to a preci-
sion far below the respective frequency fluctuations. The optical path length of the two Raman
beams differs by less than 10 cm due to the way in which the optics are set up. In order for a relative
phase shift between the two beams to be a small fraction of π, the relative path length should not
change by more than a few ten nm.
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Figure 4.14: Optical setup of the Raman laser: The fundamental light is coupled into a fiber guiding it
to the wavelength meter for frequency monitoring and stabilization. The frequency-doubled
light is aligned in free space into three AOMs in single pass configuration. Here, AOM 1 con-
trols the interaction beam and is thus driven in a bichromatic way. All lenses in the setup have
a focal length of 300 mm. The light diffracted at the AOMs is coupled into three optical fibers
via home-build and sealed couplers and guided to the ion trap setup. Note that the third Ra-
man beam was removed during the writing of this thesis as the RF antenna presented in the
next subsection suffices for driving carrier trasitions on the ground-state qubit.

The optical setup to control the Raman laser beams is shown in fig. 4.14. The fundamental
light is sent to the wavelength meter for frequency monitoring and stabilization. The frequency-
doubled light is split into 3 different arms, one for each Raman beam, and switched with single-
pass AOMs39. These AOMs are based on crystalline quartz, able to sustain the high powers in the

39Gooch & Houesego, I-M110-3C10BB-3-GH27, AOM 1 operated at about 96 MHz driven with a bichromatic RF
signal for the generation of entangling interactions, AOMs 2 and 3 operated at about 107.4 MHz, to create reso-
nance on the ground state qubit transition at 11.4 MHz.
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UV of several hundred mW that they are exposed to. In general, throughout the optical setup,
high-quality polarization optics40 suitable for intense powers are in use. The light diffracted at the
AOMs is coupled into three optical fibers, guiding it to the ion trap setup. Here, great care is taken
to cope with the high power densities which can easily damage optics and fibers, in particular fiber
facets: End-capped fibers41 reduce the beam intensity at the fiber’s air-to-glass interface, decreasing
the chance for damage there. Moreover, dust within the fiber coupling stage, which could burn
onto optics (focusing lens and fiber facet) and thus exacerbate damage, is reduced via home-built
sealed fiber couplers. But, there is still the chance of solarization within the fiber, i.e. UV-induced
color-centre formation, which can attenuate light passing through. By only sending light through
the fiber during experimental sequences its lifetime is thus extended. A second problem, besides
the damage to optics due to high UV powers, is that UV light scattered at the trap might result
in charging effects that could perturb the trapping potential or lead to the detachment of atoms
which subsequently form dark ions. To ensure a beam profile as clean as possible, only few optical
elements of high quality are used before the trap. For example, the lens for fiber out-coupling also
focuses the laser beam onto the ion crystal42.

The Raman beam waist in the trap center is about 500 μm, which for powers of about 300 mW
per beam, results in Raman Rabi frequencies around 2π · 200 kHz. Some other characteristics
of the Raman beams such as scattering rate and coherence when probing the ground-state qubit
transition are given in sec. 5.5.

As described in sec. 3.3.5, the three Raman beams can be used in different combinations in or-
der to drive different types of interactions. Here, specific polarizations of the beams are required:
The polarization of the beam propagating along the magnetic field axis should be circularly polar-
ized in order for∆m = 1 transitions to be driven. However, this would result in differential Stark
shifts which affect the Zeeman ground state levels by a different amount such that the qubit would
acquire an additional phase. Intensity noise would then lead to phase noise on the qubit and thus
to decoherence. To circumvent this problem only linearly-polarized beams are used, where the
differential Stark shift is zero. The beam propagating along (perpendicular to) the magnetic field
axis is vertically43 (horizontally) polarized using Glan-Laser polarizers44. The differential Stark
shift was measured to be only about 200 Hz across a 91-ion crystal, instead of the 120 kHz that
would be expected if circularly polarized light was used at this intensity. The small residual differ-
ential Stark shifts are likely caused by beam focusing, which may introduce additional polarization
components beyond the intended linear polarization.

40Bernhard Halle Nachfl. GmbH
41OZ Optics
42Note, that the Raman optical setup for focusing the beams onto the ions has been under constant development over

the last year and many components have been tested to find the optimum. Details on these optics will thus be given
in the upcoming PhD thesis of Artem Zhdanov.

43The linear vertical polarization can be considered as a superposition of σ+ and σ− polarizations, but only one of
the transitions is possible. The coupling strength is thus reduced by a factor of

√
2 due to half of the intensity of

the beam not contributing to the coupling.
44Thorlabs GLB10-405
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4.5 Radiofrequency Antenna

Besides coupling the ground-state qubit optically on a Raman transition, it can also be coupled
directly via an RF field, oscillating at approximately 11.4 MHz. Benefits of driving interactions
without laser beams include typically good global control of the ion crystal that is unaffected by
beam intensity profiles, no unwanted coupling to the ions’ motion and less phase noise compared
to using lasers due to the longer wavelength of the radiation. This section presents the electrical
design of the RF antenna which generates the magnetic RF field to drive the ground state tran-
sition. The antenna essentially consists of a wire loop outside the vacuum chamber directly at
the front viewport, as seen in fig. 4.15a, which along with a capacitance forms an LC resonator.
Additionally, an impedance matching network maximizes the transfer of RF power into the an-
tenna. A simplified circuit is shown in fig. 4.15b. The loop dimensions are: 35 mm coil diameter,
0.8 mm wire diameter, number of windings 5, and inductance of about L =≈ 2 μH45. The res-
onance condition at around f = 1/(2π

√
LC) = 11.4MHz is achieved by placing a capacitor

of about C = 98 pF in series with the coil. The Q of this resonator is about 18, determined via
the resonance frequency and FWHM. From Q = 1/R

√
L/C , an effective resistance of about

Rloss = 8Ω can be estimated. This resistance results from parasitic loss and is hard to determine
a priori. However, its influence on the resonatorQhas important implications: it limits the power
efficiency of the resonator. Impedance matching in order to maximize the power of the RF signal
is achieved via passive components summarized as LM = 244 nH and CM = 231 − 271 pF
(variable capacitance). Obtaining suitable values for these components required a combination
of an analytical calculation and empirical process, i.e. testing different values and observing the
power transfer/reflections.

Figure 4.15: RF antenna for producing the magnetic field oscillating at 11.4 MHz to drive the ground-state
qubit transition: a) Image of the RF antenna installed at the vacuum chamber front viewport.
The wire loop can be seen in copper in front of the glass, with the circuit board for impedance
matching shown in green. b) Simplified circuit diagram of the RF antenna with impedance
matching network. The values of the capacitances and inductances areLM = 244 nH,CM =
231− 271 pF, Rloss = 8Ω, C = 98 pF and L ≈ 2 μH

45Here it was important to avoid large coil inductance that relates to requiring tiny capacitances to achieve the desired
resonance frequency.
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The RF signal supplying the circuit is provided via a DDS46 within the experiment control
hardware system (see sec. 4.8.3). The signal is further amplified47 and galvanically isolated with a
transformer48 to reduce ground loops. In order to increase suppression of the DDS an additional
switch49 is used in the connection line.

In the end, the achievable Rabi frequency when coupling the ground-state qubit with a RF
signal created by this setup is about 100 kHz, without any decay of oscillations on timescales of
hundreds of ms. In terms of the homogeneity of the interactions, the Rabi frequency varies by
3.5 percent over a large crystal comprised of 91 ions.

4.6 Ion Fluorescence Detection and Imaging

The fluorescence light emitted by the ions during Doppler cooling carries relevant information
about their state. For example, it allows us to determine information about ion positions, local-
ization and thus temperature, and quantum state. As a consequence, the most important tools for
optimizing experimental parameters as well as data taking rely on fast and reliable detection of the
ions’ fluorescence. This sections presents the optics, in particular the objective used for collecting
the ions’ fluorescence light, as well as the devices for recording it, i.e. the EMCCD camera and
PMT.

4.6.1 Imaging Optics

An objective manufactured by the company Sill Optics GmbH50, that had been available from
a previous experimental setup from 15 years ago, was used for the majority of the experiments
presented in this thesis. However, the imaging quality of our objective was sub-par, due to aberra-
tions, different objectives from the same production batch seemingly displaying significant qual-
ity differences. Moreover, an NA of only 0.289 is not ideal, relating to a low photon collection
efficiency. An example of an image taken with the Sill Optics objective is given in fig. 4.16a, show-
ing a 105-ion planar crystal trapped in our apparatus. A high level of light-scattering crosstalk is
present in the image, i.e. fluorescence light from an ion, in the shape of flares towards the right
side, overlapping with other ions in the crystal. This effect could not be removed by translating the
objective. An image with minimal aberrations is, however, useful in order to distinguish with high
fidelity bright and dark states of individual ions that are only a few micrometers apart. Due to the
higher number of neighboring ions in planar crystals compared to linear ones, excellent imaging
quality becomes even more important. Thus, a new objective was custom-designed and installed
recently. The new objective was manufactured by the company Photon Gear and was used for
measurements carried out in sec. 6.2. An image of a 91-ion crystal taken with this new objective is
shown in fig. 4.16b. In comparison with the old objective in 4.16a, the new image is much cleaner,
free of aberrations. Moreover, the Photon Gear objective’s NA=0.44 is significantly larger than
the previous one, allowing for a more efficient photon collection for faster quantum state read-

46Direct Digital Synthesizer
47Minicircuits ZHL-1-2W+, 2W
48MiniCircuits TC1-1-T+
49Miniciruits ZASWA-2-50DRA+
50custom designed, numerical aperture (NA) 0.289, working distance 58 mm
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out as well as more tightly focused addressing beams, which will allow for less crosstalk during
single-qubit operations51. The NA and related to that the diameter of the objective is limited by
the available space around the vacuum chamber. Here, the main limitation arises from the optical
access required for the laser beams propagating along and perpendicular to the magnetic field axis,
at 45 degrees with respect to the main axes. The objective is placed at a working distance of 45 mm
on a five-axis control stage which allow precise tilting and displacement in all directions. Besides
being designed and anti-reflection coated for the imaging and addressing wavelengths, 397 nm and
729 nm, the objective additionally can be used at 532 nm. The intention for implementing this
feature was to open up the possibility for experiments where high-power light at this wavelength
is used to perform operations on individual qubits.

a)

b)

Figure 4.16: EMCCD camera image of a) a 105-ion Coulomb crystal imaged with the Sill Optics objec-
tive and b) a 91-ion crystal imaged with the new Photon Gear objective. Most experiments
in this thesis were carried out with the Sill Optics objective, the Photon Gear objective, which
demonstrates a significant improvement in imaging quality, having been installed only towards
the end of this thesis work.

4.6.2 EMCCDCamera and Photomultiplier Tube

The ions’ fluorescence light, collected by the objective, is guided, split and focused onto the chip
of an EMCCD camera52 and a photomultiplier tube (PMT)53. Narrowband filters54 in the op-
tical path block any stray light from the other laser beams, in particular the high-power Raman

51During this PhD work, the objective was used only to collect fluorescence light. The second purpose of the objective
is to focus 729 nm laser beams to diffraction-limited diameters on the order of 1 μm, to address individual ions in
the crystal. At the end of writing this thesis, the optical setup for this purpose had been built by Artem Zhdanov.

52Andor iXon Ultra 897
53Sens-Tech Photodetector module P25PC
54Alluxa F97-396 subnanometer bandpass filter, center wavelength 396.92 nm, bandwidth <0.45 nm
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beams, such that the camera and PMT are only exposed to light at 397 nm. The camera consti-
tutes the most critical device for data taking, allowing for spatially resolved and thus ion-specific
fluorescence detection, to detect quantum states and lattice structure of the ions (see also subse-
quent section). For high-fidelity detection the imaging time needs to be sufficiently long. While
the Sill Optics objective originally necessitated an imaging time of approximately 5 ms, the intro-
duction of the new Photon Gear objective significantly reduced this duration to around 500 μs.
This enhancement cannot be solely attributed to the increased Numerical Aperture (NA) of the
new objective. Rather, it suggests that the photon collection efficiency of the Sill Optics objective
was, for some unknown reason, considerably below the level that should have been achievable.
Complementary to the camera, the PMT allows for fast detection of the ions’ overall fluorescence
signal, useful for calibration purposes, e.g. maximizing fluorescence counts when aligning lasers
and optimizing laser parameters, as well as determining e.g. if an ion crystal has melted (see sec.
5.3.1).

4.7 Analysis Tools for Ion Crystal Images

The EMCCD camera allows for the spatially-resolved detection of the ions’ fluorescence signal,
which is needed for reading out the quantum states of the ions and analyzing the crystal’s lat-
tice structure. However, gaining relevant information from such an image requires a variety of
analysis tools to be applied to the image data, which are presented in this section. In general, the
problem can be described as having N emitters (ions), m pixels of the camera image where each
pixel can take on a value in a certain range. The pixel values of a camera image can be stored in a
m × 1 vector, and if we consider n camera images, those pixel values can be stored in an m × n
matrix. Then, mathematical tools, described in the following subsection, are applied to this ma-
trix to extract relevant information. In our experiment this information consists of the location
of individual ions in a crystal, to count them and classify configurations of the crystal lattice, and
to detect if an ion is bright or dark for quantum state analysis. Measuring the quantum state of
individual emitters in engineered quantum systems, also in other experimental platforms besides
ions, can be particularly challenging. The close spatial proximity of emitters with respect to each
other and the necessity for short detection times, associated with few fluorescence counts, can lead
to errors. In particular in 2D systems, where an emitter has a higher number of neighbors than in
1D, light scattering crosstalk, where the light from an emitter spills over to the location of another
emitter, can be problematic. Thus, a new scheme for quantum state analysis based on unsuper-
vised learning was developed which allows for robust quantum state readout even in the presence
of strong light scattering crosstalk resulting from the aberrations in our imaging system55.

4.7.1 Mathematical Tools for Image Data Processing

Singular Value Decomposition (SVD)

The SVD is one of the most important tools in numerical linear algebra, oftentimes used in the
context of dimensionality reduction in data processing and as the foundation of many machine
learning applications. The SVD decomposes a matrix into singular values and vectors as described

55This issue was minimized by exchanging the Sill Optics objective with the Photon Gear one.
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in the following. If we represent the image data as an m × n matrix M then the singular value
decomposition is given by

M = UΣVT (4.2)

where U and V56 are unitary matrices, and Σ is a diagonal matrix, which can be understood
in an intuitive way: If columns of M represent individual images, then columns of U represent
“eigenpictures", a basis in which to represent any image stored in M. Σ stores the coefficients
corresponding to these eigenpictures ordered in a hierarchical way, meaning that they are ordered
from largest to smallest. These singular values are thus representative of the relative importance of
a certain eigenpicture in describing the images in the dataset. That means that the data matrix M
may be approximated by the first N dominant eigenpictures and corresponding singular values
while neglecting small values (truncation):

M ≈ UNΣNVT
N (4.3)

Intuitively this can be understood as reducing a large image into the key features describing it,
thereby reducing the data that is needed for its representation. Consequently, the computational
complexity can be reduced which enhances an algorithm’s speed. To understand the physical sig-
nificance of V we consider that the matrix M also represents a time series of images. V would
then be related to an eigen-timeseries, describing how the individual eigenpictures evolve in time.

Since the SVD naturally captures key features in the data, such as dominant patterns or corre-
lations, it is closely related to an eigenvalue problem involving the data’s correlation matrix:

MMT = UΣ2UT (4.4)

The columns of U are consequently at the same time the eigenpictures of M as well as the eigen-
vectors of the correlation matrix MMT , U thus capturing correlations in the columns of M57.
Moreover, the non-zero singular values obtained from SVD are the square roots of the eigenvalues
of MMT and MTM.

Principal Component Analysis (PCA)

While the SVD is a general matrix factorization technique which can also be used for dimension-
ality reduction, PCA is an application of the SVD specifically in the context of dimensionality
reduction. As discussed in the preceding subsection, high-dimensional data oftentimes contains
underlying patterns and correlations that can be distilled into a more compact representation.
The PCA focuses on capturing variations in the data by identifying orthogonal directions (prin-
cipal components) that maximize the variance. It is usually applied to centered data, meaning that
in a first step the mean M̄ is subtracted from the data matrix M.

The principal components are again ordered hierarchically, allowing for the determination of
suitable cutoffs to approximate the original data. The number of components selected defines the
precision of the representation.

56Here T represents the transpose of the matrix V.
57Analogously, the columns of V are the eigenvectors of MTM, thus V capturing correlations in the rows of M.
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Independent Component Analysis (ICA)

While PCA focuses on finding correlations by maximizing variance in a data set, ICA focuses on
maximize independence in the data. More specifically, ICA is a method for unmixing a dataset
representing a composite signal into its constituent signals. A well-known application of ICA
is the “cocktail party problem", where a mixture of multiple audio signals such as conversations,
music and other noise is recorded by multiple microphones. Then, it is possible via ICA to sepa-
rate the mixture of audio signals into the individual sources without any prior knowledge about
them. This concept is also called blind source separation. Applications of ICA extend beyond
audio signals and are also relevant in image processing. An image which is comprised of contri-
butions from different sources can be separated into a set of additive images that are statistically
independent from each other. Just as in the audio example, where the different microphones each
record a different linear combination of the source signals, here we have a set of images stored in
the data matrix X, each representing a different linear combination of statistically independent
source images S. These can be mathematically represented as

S = WX (4.5)

whereW is the transformation (“unmixing") matrix which achieves the separation. An ICA algo-
rithm essentially determinesW andS simultaneously in an iterative process, adjusting the matrix
entries in such a way that the estimated source signals become as statistically independent as pos-
sible, quantified by measures such as non-Gaussianity.

Voronoi Tesselation

Voronoi tessellation is a mathematical method used in image analysis for e.g. image segmentation
and pattern recognition. It divides a space into different parts, defined by cells, each cell corre-
sponding to a generator or seed point which is placed on a feature of interest within the image.
The Voronoi cells are represented as polygons with edges that are equidistant to their neighboring
seeds. Any pixel within a cell is thus closer to the cell’s respective seed point than to any other seed
point in the image.

Density-Based Clustering of Applications withNoise (DBSCAN)

DBSCAN [136] is an algorithm often used in machine learning applications related to pattern
recognition or feature extraction, which identifies clusters of datapoints in a dataset. The clusters
are defined as dense regions of data points which are separated from other clusters by regions of
lower density58. Noise points that do not belong to any cluster are identified as outliers. This
ability of being able to handle noisy data as well as clusters of different sizes and arbitrary shapes,
and especially the ability to automatically determine the number of clusters without user input
make DBSCAN an important tool in unsupervised learning applications.

58The space in which this algorithm classifies data into clusters is sometimes referred to as the feature space of the
dataset, its dimensionality defined by the dimensions of the data points, each dimension corresponding to a feature
of the data.
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4.7.2 IonNumber Counting

Before any experiment can be performed on an ion crystal, it is necessary to perform a calibration
procedure of the camera program. Here, a set of103−104 reference images is taken, where ions are
randomly prepared in bright or dark states by applying a globalπ/2 pulse. These reference images
form the basis for automatic ion number counting and quantum state readout, as explained in the
following.

For counting the ion number automatically the camera program produces an average image,
on which all ions are visible, and identifies the locations of the individual ions. The program then
calculates Voronoi cells where the center position of each ion corresponds to a seed point, such
that the number of cells corresponds to the number of ions in the image. An example of Voronoi
cells partitioning the image of a 91 ion crystal is given in fig. 4.17, demonstrating the number of
neighbours of an ion in a graphical way.

Figure 4.17: Voronoi tesselation partitioning a 91-ion image for automatic determination of the ion num-
ber.

4.7.3 Unsupervised Learning for Trapped-Ion Quantum State Readout
based on Fluorescence Images

Data analysis for the experiments presented in this thesis requires the ability to measure the quan-
tum state of all individual ions in a Coulomb crystal. In other words, it is necessary to be able
to distinguish if a certain ion in a crystal is either bright or dark on a camera image. This is most
simply done by dividing the image into regions of interest (ROI) around the locations of each
ion, and then defining a threshold of the added pixel values in the ROI, above which an ion is
considered as bright. This endeavour is complicated by the necessity to keep illumination times
of the crystal for imaging purposes short (on the order of a few hundred microseconds to few
milliseconds). Short illumination times are required for several reasons: First, the qubit may de-
cay to the ground state during the detection time which leads to quantum state readout errors.
Since each qubit has the potential to decay these errors add up and become particularly prob-
lematic in large ion crystals. Second, it is desirable to increase the cycle time, i.e. the number of
experiments that can be performed in a certain time. And third, adverse effects such as heating
of the ions from scattered photons should be minimized. While a short detection time reduces
the chance that the qubit decays during detection, it may also lead to other readout errors: For
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example, an ion being wrongly considered dark due to low fluorescence signal, or an ion wrongly
considered bright due to background light scattered at the trap, or fluorescence light from a neigh-
boring ion spilling over to pixel values in the region of interest of the ion to be measured. Estab-
lished methods to minimize such errors in threshold discrimination for trapped ion systems are
the use of maximum-likelihood estimation (MLE) techniques [137]59 or supervised learning [138].
However, these methods require complex characterization measurements, which might become
unfeasible for large 2D crystals in particular. In our approach we employ unsupervised learning
for quantum state readout of trapped ions. The advantages of unsupervised learning are that the
algorithm explores the data and identifies underlying patterns by itself without requiring a target
output. Our algorithm is presented in detail in a forthcoming publication, the most important
steps are given in the subsequent subsections. In summary, the algorithm takes the reference im-
ages in which the ions are randomly prepared in bright and dark states as an input and applies
SVD, PCA and ICA to construct a set of projectors. These projectors contain information about
the contribution of an individual ion to the image of the entire ion crystal, while subtracting flu-
orescence crosstalk from other ions.

Introduction andMotivation

In the experiment, light is detected by individual pixels of the EMCCD camera chip, as sketched
in fig. 4.18a. The detected light is a sum of the fluorescence light scattered by the ions and back-
ground light, typically laser light that is scattered on the experimental setup or background counts
from the CCD chip. In the simplest case, considering one pixel which only receives fluorescence
light from a single ion, the photon counts can be described by a histogram, modeled as a bimodal
distribution, as shown in fig. 4.18b. More specifically, this represents the scenario where an ion
that may be in one of the two qubit states is detected repeatedly to obtain the statistics repre-
sented by this distribution. The left part of the bimodal distribution corresponds to the ion not
fluorescing, the signal on the detector only relating to background light. The right part represents
the bright state, where background as well as fluorescence light from the ion contributes. The
individual distributions can, in a simple model, be described as normally distributed with meanµ
and standard deviationσ =

√
µ. A natural way to distinguish the bright and dark states is to place

a threshold between the two distributions. Whenever a count rate falls into one of the two regimes
below or above the threshold, the state of the ion is counted as dark or bright, respectively. But,
the two distributions have some overlap, the counts of a weakly fluorescing ion overlapping with
the counts corresponding to strong background light. This can lead to detection errors, where an
ion’s state can be misclassified. In order to minimize the detection error, the threshold t is set such
that

t =
µdσb − µbσd

σb − σd
, (4.6)

59Here, the quantum state of neighboring ions is estimated.
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Figure 4.18: Schematic illustration of measuring the quantum states of trapped ions via detection of fluo-
rescence light with an EMCCD camera: a) Ions (shown in blue, for simplicity in one dimen-
sion) scatter 397 nm fluorescence light if in the 42S1/2 ground state and remain dark if in the
32D5/2. The fluorescence light is detected by individual pixels of the camera chip, where the
light scattered by multiple ions may overlap on certain pixels. Additionally, background light
(shown in purple) is detected. b) The detected fluorescence light can be represented as a his-
togram, the left part of the resulting bimodal distribution corresponding to background light,
i.e. the ion is dark on the camera image, and the right part emerging from a combination of
background and ion fluorescence light. The two distribution are separated by a threshold to
differentiate the count values associated with dark and bright states. Detection errors may oc-
cur due to an overlap of the two distributions.

where state detection errors are equal for the bright and dark states60. The state detection error
here is given by

perr = (1− erf(Q/
√
2))/2, (4.7)

where erf is the error function and
Q =

µb − µd

σb + σd
(4.8)

is a quality factor, the discrimination quality, which is a measure for the separation and thus the
distinguishability of the two distributions.

60More specifically, this is the optimum threshold for a bimodal distribution consisting of two Gaussians. In practice,
spontaneous decay modifies the dark-state distribution; the resulting tail of counts extending towards larger count
values requires moving the threshold to higher count numbers to achieve an optimal discrimination in a real ex-
perimental system. Thus, a slight modification to the equation is necessary to include the effect of spontaneous
emission.
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It turns out that the achievable detection error can be reduced by taking into account the signal
detected by other pixels on the camera chip. However, if these pixels also receive fluorescence
light from neighboring ions besides the ion of interest, detection errors may actually increase as
the fluorescence from the neighboring ions contributes to the width of the dark and bright state
distributions. But if not all pixels are weighted equally, it is possible to reduce detection errors
below the level achievable in the original scenario.

Mathematically, the problem can be modelled as follows. The counts, recorded by a detector
consisting of m pixels, are stored in a vector x = (x1, x2, ..., xm), which can be represented as a
sum of contributions from the ions’ fluorescence and background:

x = qA+ b (4.9)

Here, q = (q1, q2, ..., qN ) is a vector describing the quantum sate of the N ions, where all qi
can take on either the value 1, indicating a bright state, or 0, indicating a dark state. The N ×m
matrix A describes how much each ion contributes to the counts on each pixel of the detector.
The vector b contains the background counts on each pixel. The goal is to find a weight vector
wi for each ion i, which, multiplied with the original vector of counts x, yields new distributions

yi = x ·wT
i . (4.10)

Threshold discrimination of yi should provide a lower detection error for ion i, than discrimina-
tion of summed up counts detected by pixels in the region around ion i. Finding weight vectors
wi, however, is not a straightforward task, as it is hard to determine experimentally to which extent
certain pixel values are influenced by the ions’ quantum states.

Unsupervised-Learning Algorithm

The algorithm presented in this section employs unsupervised learning to assign with high fi-
delity the quantum state of each individual ion in a camera image that may contain fluorescence
crosstalk. The first step is to take a set of reference images. The process of quantum state assign-
ment can then be divided into different steps, the first of which is a dimensionality reduction, to
map an m dimensional vector to an N dimensional space. Then the resulting vectors are mapped
onto a new basis, where each coordinate is proportional to the fluorescence emitted by a single
ion, independent of the other ions’ fluorescence signal. The resulting bimodal distributions are
then discriminated via thresholds.
Calibration Step 1: Take a set of reference images
The input data for the algorithm, from which the weights are generated, is a set ofn reference im-
ages, where the N ions are randomly prepared in bright and dark states, which is straight forward
to implement experimentally by a global π/2 pulse. Four examples from a set of reference images
for a 91-ion crystal are shown in fig. 4.19a.
Calibration Step 2: Dimensionality reduction
Them×nmatrixX stores each reference image in a separate column, where againm is the num-
ber of pixels of the detector. Due to the fact that specific pixels in the camera image primarily
capture fluorescence from a particular ion, quantum-state dependent correlations emerge in the
image sequence. These correlations manifest as certain pixels simultaneously exhibiting darkness
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or brightness when a specific ion is either dark or bright. They provide an opportunity for dimen-
sionality reduction, and to transform the high-dimensional data into a lower-dimensional space,
with the number of dimensions given by the ion number N . For capturing the correlations and
performing the dimensionality reduction there are several options available, such as calculating
the pixel covariance matrix XXT , subtracting the mean counts and finally diagonalizing this ma-
trix, which effectively corresponds to performing a PCA. The correlations we are interested in
are then contained in the largest N principal components, i.e. eigenvectors of the covariance ma-
trix. That this is indeed the case is shown in fig. 4.19c for a 91 ion crystal, where only the first
91 eigenvalues of the correlation matrix are significant. Projecting an image onto the correspond-
ing eigenvectors results in the desired dimensionality reduction. However, diagonalization of the
covariance matrix is computationally expensive. But from eq. 4.4 we have seen that the eigenvec-
tors obtained via diagonalization of XXT also correspond to the eigenpictures of X that can be
obtained via a SVD. Since we are interested only in the largest N eigenvectors and values which
capture the quantum-state dependent correlations, it is sufficient to carry out a truncated singu-
lar value decomposition, computationally less involved than the method suggested above. In this
way the normalized dataX−X̄ is represented via theN most important eigenvectors and values:

X− X̄ ≈ ENΣNVN
T , (4.11)

To map a camera image into the N dimensional space, it is projected onto EN , which forms the
reduced eigenpicture basis:

X̃ = EN
TX, (4.12)

Here and in the following, the tilde sign denotes the vectors which are in the reduced state space.
Calibration Step 3: Mapping to a new basis

Determining the N most important eigenpictures EN was an essential step for dimensionality
reduction, allowing camera images to be mapped to a reduced state space and simplifying the cal-
culation by harnessing the correlations present in the reference images. In a second step, we want
to find a projector which, upon multiplication with a camera image provides the contributions of
the individual ions to the image while subtracting crosstalk from neighbors. This projector can
thus be thought of as the generalization of the weight vector concept, described in the previous
section, for all ions in the system. In order to find the projector K or the projector in the reduced
space K̃ = EN

TK, it is first necessary to transform into the single-ion picture basis S. This is a
rather intuitive representation, where every image in this basis should display the spatial distribu-
tion of fluorescence emitted by a single ion. The single-ion picture basis is found via ICA, where
eigenpictures EN are represented as a linear combination of single-ion pictures.

EN
T ≈WST , (4.13)

Examples of single-ion pictures in a 91-ion crystal are given in fig. 4.19e. The disadvantage of this
representation is that in the presence of fluorescence crosstalk in the image set, the ICA algorithm
isn’t able to find independent source signals which form an orthogonal basis set. For a crosstalk-
free discrimination we therefore require the introduction of the projector K, where

1N = K̃T S̃ = K̃TEN
TS. (4.14)
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The projector forms an orthogonal basis, the orthogonality arising due to the projector constitut-
ing a reciprocal basis to the single-ion picture basis. Examples of projector pictures are shown in
fig. 4.19f, corresponding to the single-ion pictures shown in 4.19e. The projector pictures have
negative entries at the location of neighboring ions whose fluorescence should not be taken into
account, to compensate for the fluorescence crosstalk present in the image.

Once the projector has been determined, it is used for calculating the count distributions Ỹ of
the reference pictures, based on which thresholds t = (ti) for quantum state discrimination for
each ion i are determined:

Ỹ = K̃T X̃ = (ENK̃)TX ≡ KTX (4.15)

The projector K = EN (EN
TS)−1 in this equation projects each picture in X onto an N -

dimensional vector whose elements are proportional to the fluorescence emitted by each indi-
vidual ion. To quantify the success of this calibration procedure, the discrimination quality, as
defined in eq. 4.8, is determined for all ions in the crystal. Here, we expect values above ∼ 4,
corresponding to detection errors below∼ 3 · 10−5 according to eq. 4.7. An example of the dis-
crimination quality is shown for all ions in the 91-ion crystal in fig. 4.19g. Here, an average value
of ⟨Qi⟩ ∼ 4.8 was achieved, with Qi corresponding to ion i.
Application: Discriminating the quantum state in experimental data
The previous steps are carried out usually in the beginning of the day when a new ion crystal is
loaded into the trap, to calculate the projectors K and thresholds t for a given ion crystal based
on a set of reference images. During experimental measurement sequences, ion crystal images are
taken at the end of each cycle. These images are then projected and discriminated in order to
determine the quantum states of the individual ions.
Practical Challenges and Error Rates
For large ion numbers and high fluorescence crosstalk, the algorithm may sometimes not work
reliably, possibly also due to a jitter of the ion positions, melting of the crystal or configuration
changes during the calibration. In this case, the algorithm can be run on a subset of pixels, e.g. on
the Voronoi cell for an ion and its neighboring Voronoi cells, as illustrated in fig. 4.1761.

The error rates achievable with this algorithm, dependent on the number of reference images
used, was investigated in another experimental setup with long linear ion crystals (QSIM). Here,
it was found that a reference set of at least 500 pictures is sufficient for achieving a discrimination
quality of above 4 with a 1 ms detection time. Moreover they found state discrimination error
probabilities for this illumination time to be perr = 4.5 · 10−662, not including errors caused by
ions spontaneously decaying from the D state which are on the order of pspon ≈ 1.7 · 10−4.

61After installing the Photon Gear objective this strategy was not necessary any longer due to the low level of fluores-
cence crosstalk with this objective.

62A sequence of 52 measurements enabled the identification of erroneous detection of the ions’ quantum states. Ini-
tially, some ions were prepared in the bright state and others in the dark state. During subsequent experimental
cycles, the ions were only laser-cooled and measured, the expectation being that the number of ions in the dark state
decreases due to spontaneous decay. Any deviation from the expected behavior, such as an ion switching states for
a single experimental cycle and then switching back, indicates a detection error.
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Figure 4.19: Analysis of the quantum state of individual qubits in a 91-ion Coulomb crystal a) Examples of
reference images taken with an illumination time of 5 ms (Sill Optics objective), where about
half of the ions are in bright and dark states, respectively. b) Examples of eigenpictures found
via a PCA of the pixel correlation matrix. c) The first 120 corresponding eigenvalues of the
correlation matrix are shown, with only the first 91 values being significant, capturing all rel-
evant quantum-state dependent correlations. d) Average fluorescence of all reference images
taken of the 91-ion crystal. e) Single-ion pictures corresponding to the two areas marked in
d. f) Projectors for the two ions shown in e. In contrast to the single ion picture basis, here
crosstalk from neighboring ions is subtracted. g) Discrimination quality Q for all 91 ions.

4.7.4 Crystal Lattice Configuration Analysis

While taking data it is crucial that the ion crystal remains in a stable lattice configuration as the
approach to ion-specific quantum state detection, presented in the previous section, relies on sta-
ble ion positions. When tuning the trapping parameters in an optimal way, see sec. 5.3.2, the
occurrence of undesired configurations is rare, but still present. Thus, the data, taken during
this time when the ions were in a wrong configuration, needs to be removed from the data set.
This requires an approach to detect and classify the lattice configuration of the ion crystal, which
is briefly summarized in the following, with more details to be found in the thesis of Dominik
Kiesenhofer. The classification of different lattice configurations is done in the following way:
A time series of images of the ion crystal is taken where all ions are fluorescing, while configura-
tion changes occur due to collisions with background gas or heating effects. The image data is
again stored in a matrix and a PCA is applied. Each crystal lattice configuration is represented by
a specific linear combination of principal components63. Then, DBSCAN can be employed to
classify different configurations and visualize them as clusters in the space spanned by the domi-
nant principal components. During experimental sequences, after each quantum state detection,

63Typically, for our ion crystals, it is sufficient to use the first 8 principal components for representing all lattice con-
figurations.
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an additional image of the ion crystal is taken, where all ions are bright. The experiment control
program then computes the principal components of this image and determines which cluster
the image belongs to. Should the crystal not be in the correct configuration, the data point taken
previously is discarded and the measurement is repeated.

Towards the end of this thesis work another approach to detecting crystal configuration changes
was implemented, which eliminates the need for capturing an additional bright ion image subse-
quent to quantum state detection. The new method is based on monitoring the detection counts.
In the event of a configuration change, the projectors may no longer effectively overlap with the
ions, such that a bright ion that has shifted away from its original position contributes less light
to its own projector but may now contribute to another ion’s projector. This manifests in the
detection counts, which then tend to be distributed toward the outer edges of the bimodal distri-
bution. To quantify this, an outlier parameter was introduced that considers both the difference
of the counts from expected values and the distribution’s width. When no configuration change
occurs during quantum state detection, the outlier parameter should roughly correspond to the
number of ions present. However, if a problem arises, this parameter will significantly deviate
from the expected value. This tool not only enables the detection of lattice configuration changes
but also the identification of dark or hot (melted) ions without the need to take an additional im-
age of the ion crystal, thus improving cycle time. However, both methods have their limitations.
The first method relies on the assumption that the crystal configuration remains unchanged be-
tween the imaging for quantum state analysis and lattice configuration analysis. On the other
hand, the second method faces challenges when analyzing the configuration of a crystal with a
substantial number of ions in the dark state and becomes infeasible when all ions are in the dark
state.

4.8 Experiment Control System

The successful operation of the entire apparatus is based on the communication with, control of
and interaction between the various individual subsystems. Figure 4.20 provides an overview of
the electronic devices controlled via two computers hosting suitable software. The illustration
shows aforementioned devices for powering the ion trap, laser light generation and control, and
for the detection of the ions’ fluorescence light. Additionally shown here are the National In-
struments Data Acquisition module (NI-DAQ), used for controlling the power and trigger of the
laser ablation for ion loading, and the Sinara system which incorporates modules for generating
RF signals (DDSs and AWGs64) e.g. to drive AOMs, modules to produce and read digital signals
for triggering and counting, and modules for measuring analog signals (ADCs) from e.g. pho-
todiodes for laser intensity stabilization. The control PC runs the main control program named
Serles, which coordinates the operation of different components and provides interfaces for device
control and data acquisition. The second PC is mainly used to monitor and control the Toptica
laser systems.

64Arbitrary Waveform Generator
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Figure 4.20: Overview of the main parts of the experiment control hardware: Blue, yellow and purple lines
represent USB, ethernet and PCIe connections, respectively. Black lines represent connections
via BNC or SMA cables. Detailed information on the individual devices and their purpose can
be found in the main text.

4.8.1 Avoiding Ground Loops

Controlling the apparatus requires interconnecting many different devices, which can result in
the formation of ground loops. Here, the grounds of multiple devices are connected and due to
them not being on the same potential current may flow in between them. As a result AC magnetic
fields are created in the laboratory environment, oscillating dominantly at 50 Hz, the frequency
of the AC mains in Europe, as well as other frequencies. These fields can be detrimental to the
qubit, motional and laser coherence in an experimental apparatus and steps need to be taken to
minimize them as much as possible. The first step is to supply the whole experiment from a well-
controlled number of power sockets and avoid electrical interconnections between them. Since
a single socket in our case does not provide enough power for the entire apparatus, devices are
connected in multiple star-shaped networks. Communication between different branches is un-
fortunately sometimes inevitable, which can be realized in the following way: for RF signals, e.g.
from a DDS to an AOM, isolation can be established by 1:1 transformers65. For TTL signals, Gal-
vanic isolation can be achieved via high speed optocouplers66 or digital isolators. Devices relying
on USB connections are problematic as optical USB cables are rare and not compatible with many
devices. Thus, devices based on ethernet connections are preferred. Here, either isolated cables
are used or ethernet-to-optical converters67.

65e.g. Minicircuits TC1-1+
66e.g. ACPL-064-060E
67e.g. TP-Link
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4.8.2 Serles Software

The Serles software is the main experiment control program. Its user interface allows control of
devices (Sinara Hardware, electronics for controlling the trapping potential and ablation load-
ing) and interprets fluorescence data recorded by the EMCCD camera and PMT. Moreover it
incorporates basic data analysis tools such as curve fitting. Serles was mainly developed by Alpine
Quantum Technologies GmbH, but is continuously updated and extended in close collabora-
tion with various ion-trapping research teams in Innsbruck to incorporate and accomodate their
experiment-specific needs. The most important Serles extensions that the 2D Crystals experiment
has developed is the camera program, based on the algorithm presented in sec. 4.7.3.

4.8.3 SinaraHardware

The main purpose of the experiment control hardware is to create RF signals, which drive acousto-
optic elements installed in the optical setups for switching, frequency and phase scanning of laser
beams, and TTL68 signals for triggering devices. Here, timing precision, accuracy, reproducibility
and speed are crucial. In terms of speed, all operations created by lasers interacting with the ions
have to be performed on timescales much faster than the ion qubits’ coherence time, usually on
the order of few tens to hundreds of milliseconds. Timing imprecision may lead to over- or under-
rotations of the qubit and thus to errors, latency may lead to additional errors. Moreover, typical
pulse sequences for quantum experiments oftentimes require many different signals to be gener-
ated and processed simultaneously, and pulses to be phase coherent with respect to each other.
Experiment control might be further complicated by the necessity for branching, where experi-
mental outputs are processed in real time, and based on the result alterations to the experimental
sequence are implemented. This may be particularly relevant for experiments harnessing a varia-
tional quantum eigensolver [139] and error correction protocols, but also in a more basic context
for e.g. in-sequence re-cooling of a melted ion crystal.

The M-Labs ARTIQ (Advanced Real-Time Infrastructure for Quantum physics) is a commer-
cial open-source system devised for the control of experiments in quantum information science.
The hardware, called Sinara, is made in a modular way in order to address different and changing
needs in the experiment. The Sinara system in our experiment is comprised of the components
listed in tab. 4.2 and discussed in the following. The Kasli-2 module constitutes the core device, a
field-programmable gate array with nanosecond timing resolution and sub-microsecond latency,
connected via ethernet to the control PC. This module is connected to all other modules described
subsequently via the backplane of a crate. RF signals are created via the Urukul or Phaser modules
and amplified via Booster modules: The Urukul cards house 4 DDSs which drive AOMs as well as
the RF antenna for ground state qubit manipulation. The DDSs work in a frequency range from
1-450 MHz and contain integrated attenuators and RF switches69. Urukuls will also be used for
steering the tightly-focused addressing beam for manipulation of individual ions’ quantum states.
However, the Urukul modules don’t suffice for all applications where RF pulses are required, as
they only generate square pulses. Some applications demand shaped pulses, where the RF power
is turned on and off slowly, over a timescale of several microseconds. Shaped pulses optimize the

68Transistor–transistor logic
69The shortest pulses which can be generated by the hardware are 10 μs
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process of inducing transitions between electronic energy levels, while reducing errors from off-
resonant excitation. Such errors may arise from the broad frequency profile associated with a short
laser pulse. For application where pulse shaping is needed, in particular the 729 nm and Raman
beams, acousto-optic elements are driven with a Phaser module, which is a 2 channel AWG that
allows for phase-coherent switching. For the bichromatic pulses, the output of two Phaser chan-
nels is mixed and then applied to the AOM. After generation of the RF signals, they are amplified
by separate Booster racks, 8 channel power amplifiers for a frequency range from 40 to 500 MHz.
A Sampler module, which is an 8 channel analog-digital converter (ADC), reads the signals from
photodiodes monitoring beam powers and provides feedback to the Urukul and Phasers for laser
intensity stabilization. Besides modules for creating and reading analog signals, digital inputs and
outputs, are also required. For this purpose 8-channel DIO modules are used. The outputs are
used for trigger signals for the EMCCD camera, shutters blocking laser beams, and line trigger70,
as well as TTL signals for switches. A digital input is used for the PMT signal, i.e. for recording
the ion fluorescence.

Table 4.2: Overview of Sinara Hardware used in the experiment
Crate Modules Channels Purpose
Master 1 Kasli central core device
Master 2 Urukul 8 drive AOMs
Master 3 Phaser 6 pulse shaping, bichromat
Master 1 DIO 8 trigger signals, counter
Satellite 1 Kasli connection to master
Satellite 2 Urukul 8 drive AOMs
Satellite 1 Sampler 8 monitor laser powers

70We have the option of using a line trigger in the experiment but after minimizing ground loops in our setup this has
not been necessary and doesn’t yield an improvement.
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This chapter presents characterization measurements, carried out to assess the
performance of the apparatus, to explore limitations and capabilities in view of
quantum simulation experiments. The technical requirements relevant in this
context have been discussed in preceding chapters and are briefly summarized
here with an experimental investigation presented in the subsequent sections:
The ion trap needs to be able to sustain high enough voltages to allow for secular

frequencies on the order of a few MHz in the strongly confined direction and thus allow for effi-
cient laser cooling and sufficiently fast entangling interactions. Furthermore, the heating rate of
the trap should be sufficiently low to avoid coupling strength variations and decoherence due to
phonon-mode occupation as well as to not put severe limitations on the motional coherence, both
allowing for interaction times on the order of tens of ms. The trapping potential should be pre-
cisely tunable and low in anharmonicities, resulting in predictable and well controllable ion mo-
tion. The lattice of the 2D ion crystals needs to be sufficiently stable for high-fidelity readout and
manipulation of the ions’ quantum states, and to maintain a consistent structure of the motional
modes throughout many experimental repetitions. The ions’ out-of-plane motional modes need
to be cooled close to the ground state for mediating long-range entangling interactions. These in-
teractions are implemented via global Raman laser beams. Here, it is imperative to achieve high in-
teraction speeds, ideally exceeding 100 rad/s for spins encoded in the 42S1/2(m = ±1/2) ground
states, while simultaneously minimizing errors that may arise from factors such as the beams’ in-
tensity profiles, aberrations in the focused beam, interferometric instability of the two beams with
respect to each other, and spontaneous scattering, as well as undesired polarization components
that may lead to Stark shifts.

5.1 Ion Trap

In this section results on ion trap tests are presented. First, the voltage handling capabilities were
investigated, putting a bound on the achievable secular frequencies. Here, two different trap chips
were tested, the first of which was destroyed in the process, the second of which has remained in
operation in the experiment ever since. Moreover, the heating rate of the second trap at the typical
operating voltage was determined.

5.1.1 Electrical Testing

Trap 1 in a test setup

Several electrical tests in a UHV environment were performed in order to determine the resilience
of the novel trap design during high voltage application. A first trap was installed in a test setup
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to explore the voltage limitations via breakdown tests, i.e. slowly increasing the voltage applied to
a specific electrode, where eventually, if the voltage becomes too high, the electrode isolation can
no longer be sustained. Most segmented DC electrodes of the first trap were tested up to 750 V
DC using the ISEG module without observing any breakdown behavior. On one segment the
voltage was increased in steps of 100 V up to 1300 V DC, at which point a breakdown occured,
characterized by a sudden increase in leakage current to ground. This likely constitutes the limit
in DC voltage handling capability for all electrodes.

a) b)

c) d)

Figure 5.1: Electrical test of the first trap chip in a test setup: In a) the ratio of reflection signal from the
helical resonator to input voltage (blue data points) as well as the resonance frequency (orange
data points) are plotted as a function of RF voltage applied to one of the central segmented (DC)
electrodes. When increasing the voltage to about 2000 V peak-to-peak, the electrode started
glowing which is depicted in c. One of the outer segmented electrodes was tested in the same
way as the central segemented electrode. The respective data is shown in b. Again blue data
points represent the ratio of reflections to input, while here the orange points correspond to
temperature values, measured via the sensor shown in d.

In order to estimate the RF voltage handling capability, one of the central segmented electrodes1

was tested instead of the RF electrode, which unfortunately exhibited a short to the ground plane,
likely resulting from handling or wirebonding. RF voltage at a frequency of about 40 MHz was
created as described in sec. 4.1.3, with the exception of omitting at this time the RF stabilization
module. For estimation of the voltage applied to the trap, a capacitive divider was used, whose
splitting ratio was determined beforehand2. The RF voltage applied to the central DC electrode

1All other electrodes were kept at ground potential during these tests.
2The capacitive divider signal provided at that time the most reliable estimation of the trap voltage. For consistency

checks the trap voltage was also calculated from the input voltage and helical resonator and amplifier gain. Later
on, when ions could be trapped in our setup, measurement of their secular frequencies provided a third method
of trap voltage estimation.
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was slowly ramped up to 2000 V peak-to-peak, while monitoring the reflections from the helical
resonator (with respect to the input voltage) as well as the resonance frequency, both shown in fig.
5.1a3. The observed shift in resonance frequency of about 50 kHz over the voltage range is most
likely due to thermal effects within the resonating circuit or the capacitive divider. The reflection
signal remains low in the beginning, with a deviation emerging at around 500 V peak-to-peak,
followed by a rather linear behavior and a stronger increase starting at about 1600 V peak-to-peak.
At around 1800 V the wirebonds to the trap started to glow for a few seconds after which the trap
electrode started glowing (see fig. 5.1c), which indicates temperatures beyond 1000°C, but only
locally near the trap center. The cause for this extreme heating could neither be determined nor
understood through calculations estimating the expected temperature increase when applying RF
voltage of this frequency and magnitude4. Subsequently, a temperature sensor was attached to the
trap chip by clamping it down with one of the screws which fix the trap chip at the top to the tita-
nium frame (see fig. 5.1d). This location is not optimal for measuring the temperature, as it is away
from the central region of the trap, but it allows the heating behavior of the trap to be investigated
qualitatively. Again, 2000 V peak-to-peak were applied, this time on one of the lower outer seg-
mented electrodes. The resonator reflection with respect to input voltage and temperature values
as a function of the applied RF voltage are shown in fig.5.1b. The glowing behavior could not be
reproduced on this electrode, despite the assumption of identical electrical and thermal behaviour
for all electrodes. Rather, a temperature increase of the trap chip of only up to around 100°C was
measured, correlated with the curve of reflections. Interestingly, the reflections to input voltage
ratio decreases for this electrode up to an input voltage of about 1000 V peak-to-peak, and subse-
quently increases5. When comparing the reflection signals in the two measurements, it seems that
a strong non-linear increase in reflections begins roughly at the same RF voltage beyond about
1600 V peak-to-peak, for both the central as well as the outer electrode. This may indicate that
the safe regime in which to operate the trap lies below this value.

As the extreme heating of the central electrode during RF voltage application was not repro-
ducible with the outer electrode, it seems unlikely to result from a fundamental problem, e.g. due
to RF losses in the fused silica substrate. One possible explanation for the heating could be related
to the boundaries of the metal coating on the trap chip. Due to the diffusive nature of the sput-
tering process, coating which reaches the inside of the trenches for separating electrodes (see fig.
4.2c) does not have a well-defined boundary but becomes progressively thinner, which may ex-
acerbate heating. Compared to before it had glowed, the resistance between the central electrode
and ground was lower, which hints at small gold bridges having formed between this electrode
and ground. One possible reason might be the coating flaking off partially, which could also play
a role in the heating process.

3The reflections were measured via a bi-directional coupler (MiniCircuits ZFBDC20), the resonance frequency was
determined by finding for each data point the frequency at which reflections were minimized.

4These estimations combined heating due to Ohmic power dissipation in the trap electrodes and wire bonds, as
well as due to RF losses in the trap’s substrate material. Parameters which enter the calculation are the electrical
conductivity of the gold, thickness of the gold layer and wire bonds, capacitance of the RF electrode and specified
loss tangent of the fused silica material.

5The initial decrease may be explained by starting out with a worse impedance match than in the previous case, which
gets slightly better as voltage increases due to thermal effects.
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Trap 2 inside experimental vacuum chamber

After destroying the first trap, a second trap chip was installed and tested, this time in the experi-
mental vacuum chamber6, where it remains to this day. All DC electrodes of this trap were sub-
jected to up to 300 V DC with no breakdowns occurring, and the RF electrode was tested analo-
gously to the RF tests performed in the previous section, with the data shown in fig. 5.2a and b. In
addition to tracking the reflections from the helical resonator and resonance frequency, the pres-
sure inside the vacuum chamber was monitored via a residual gas analyzer (RGA)7. Moreover, in
this setup, temperature monitoring was realized via an infrared (IR) camera in combination with
a Zinc-Selenide viewport8. The IR camera had not been calibrated along with the viewport such
that it is not possible to infer absolute temperature values from the measurements. However, the
spatial resolution of the camera makes it possible to see where on the trap chip heating occurs,
which may correspond to locations where the metal coating boundary causes a problem such as
forming a connection to ground or being particularly thin. Two examples of such IR images are
shown in fig. 5.2c and d, taken during application of low and high RF voltage, respectively.

During the first ramp-up of RF voltage applied to the RF electrode, the reflections and reso-
nance frequency were monitored, which is shown in fig. 5.2a. Overall, the trap here seems rather
unstable when applying voltages higher than 1200 V peak-to-peak. One distinct jump of reso-
nance frequency to a lower value, different from the typical slow frequency drift due to thermal-
ization, could be observed when increasing the voltage from 1200 V to 1300 V peak-to-peak. This
was also accompanied by a large hydrogen spike in the RGA spectrum and a sudden increase in
resonator reflections. However, since the trap seemed to be able to sustain the applied RF power
after this incident, the voltage was further increased to 1700 V peak-to-peak. The data shows some
instabilities which may hint at the formation of gold bridges from the RF electrode to ground,
changing the impedance matching. Meanwhile, the temperature of the trap chip, monitored via
the IR camera, increased only by a few degrees overall. After about 15 minutes of constant RF
voltage application at 1700 V peak-to-peak a spontaneous breakdown occurred. The RF break-
down behavior manifests in a huge increase in reflections from the resonator and the emergence of
oscillations on the order of kHz in the reflection signal. After switching the trap off and on again,
the breakdown behavior could be observed for voltages of 150 V peak-to-peak and higher. How-
ever, after leaving the trap switched off over night, it was possible to ramp up the voltage again
to 1200 V peak-to-peak before a breakdown occurred. After three days, this recovery effect was
again observed, this time with a breakdown occurring at 800 V peak-to-peak. The reason for this
recovery effect is not understood. It was suspected that the breakdown occurs on the trap surface,
due to gold bridges forming when metallization migrates or flakes off during the application of
high voltage. Most likely this happens deep inside the trenches for electrode separation where the
coating boundary is diffuse. Indeed, after these voltage breakdowns, a resistance of merely 50 MΩ
was measured between the electrical feedthrough connected to the RF electrode, and the vacuum
chamber ground, which is connected to the ground plane of the trap. Thereupon, an attempt was

6The electrical tests were performed before bake-out.
7Stanford Research Systems RGA100, gas analysis up to 100 amu
8This IR transmissible viewport was initially installed on the vacuum chamber but later replaced, due to becoming

leaky during bake-out. The replacement viewport is of the same type used on most other flanges, i.e. anti-reflection
coated for our laser wavelengths, and thus temperature monitoring is no longer possible in our setup.
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a) b)

c) d)

Figure 5.2: Electrical test of the second trap chip inside the experimental vacuum chamber: a) shows the
first ramp-up of RF voltage applied to the RF electrode. Blue data points show again the ratio of
resonator reflections to input voltage while orange points represent the resonance frequency. b)
After several RF voltage breakdowns on the RF electrode and recovering its isolation by burning
away potential gold bridges that formed short circuits, the RF voltage was ramped up again.
Here, reflections are higher as in a, as we chose to work at a different impedance matching point.
c) and d) show IR images taken while applying low and high RF voltage to the RF electrode,
respectively. The bare fused silica part on the bottom of the trap chip appears to be hotter, but
this is just a visual effect caused by the different emissivities of the two materials (fused silica and
gold).

made to burn away the supposed gold bridges creating shorts, by applying a high DC voltage to the
RF electrode. When applying DC voltages between 900 and 1200 V, electric discharges were ob-
served on the trap near the outer edges of the RF rails. These may be evidence to gold connections
in the coating burning off, which was also reflected in a decreasing leakage current from the RF
electrode to ground, observed during this process. In the end, the trap was again able to sustain RF
powers up to 1400 V peak-to-peak, as shown in fig. 5.2b. Here, the reflections were generally at
a higher level compared to before, due to deliberately worse impedance matching. This approach
was implemented based on the suspicion that introducing a less optimal impedance match would
improve the system stability. Higher voltages than 1400 V peak-to-peak were not applied in order
to prevent a further voltage breakdown. The IR image shown in fig. 5.2d displays hotter areas on
the connection lines to the RF rails as well as a spot close to the location where electric discharges
were observed during application of high DC voltage, near the ramp connecting the ground plane
to the bottom of the trench. It seems that these are problematic locations on the trap, where gold
bridges from RF to ground likely emerge.
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Conclusion

From these electrical tests it can be concluded that the DC electrodes of the trap can easily sustain
voltages of a few hundred V DC, a breakdown occurring only at 1300 V on the one electrode that
was tested at this high voltage. The RF electrode has shown to be delicate, with shorts to ground
happening more unpredictably9. It seems, though, that operating the trap in the regime below
1600 V, before the resonator reflections increase in a non-linear way as a function of the RF volt-
age, is likely safe. Another important observation was the fact that after an RF voltage breakdown
occurred, the trap displayed a recovery effect, whose origin is not understood. Moreover, gold
bridges creating shorts could be burned away via the application of high DC voltages, with the
trap being in stable operation without any issues since then, i.e. for about 4 years. Since the ion
trap apparatus had been installed in the laboratory, different and more temperature-stable pickup
electronics have been in use for monitoring the trap voltage and as input for the RF stabilization
circuit. As a result, the trap drive frequency used in other measurements presented in this thesis
is about 43 MHz, a bit higher than used during the electrical tests. Furthermore, in the experi-
ments described in this thesis the trap is typically operated only around 1000 V peak-to-peak of
RF voltage, well within the safe regime and additionally keeping the trap temperature low10. The
secular frequencies achievable with typical parameters of 1000 V peak-to-peak of RF at 43 MHz
and DC voltages of 13 V and 24 V on the central and outer segments, respectively, are on the order
of 2π(2100, 700, 350) kHz.

While it would be beneficial to have a trap with less power dissipation and better insulation
between electrodes to be able to safely apply higher RF voltages and thus increase the secular fre-
quencies, this might be challenging to realize in practice. To improve electrical isolation, a redesign
of the electrode shapes would likely be necessary, which is not a straight forward task as recognized
by Translume during their testing stage. Merely making the gap size between electrodes larger
likely does not help as more gold would reach the bottom of the trenches and could lead to more
shorts there, necessitating further optimization and testing. To address the power dissipation, a
change of substrate material, such as sapphire, may result in better management of heat that is
generated. At the moment, it is not yet possible to process sapphire with high enough precision
in laser-assisted etching for our purposes, but perhaps this will change in the future [128].

5.1.2 Heating Rate

An important figure of merit for any ion trap is the heating rate. It sets a limit to the motional
coherence that can be achieved and is thus critical for experiments, where the motion of the ions
mediates entangling interactions. In order to determine the heating rate, the temperature of an
ion or ion crystal is measured via thermometry techniques such as the ones discussed in sec. 3.3.3,
for different wait times between laser cooling and temperature measurement. The heating rate
in our apparatus was determined several times over the last years. For the majority of this PhD
work, the best achievable result was a heating rate of about ˙̄n = 15 quanta/s [119], which lim-

9The reason for this may be that, as observed by Translume during the manufacturing stage, it is more challenging to
achieve electrical isolation between electrodes on the slanted parts of the trap chip.

10This has the benefit of keeping the number of dark ions low as a higher trap temperature corresponds to more
contaminants being detached from the trap surface, that can chemically react with the ions or get ionized and
caught in the trapping potential.
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Figure 5.3: Heating rate determined via standard single ion thermometry: The bluegreen data points repre-
sent the mean phonon number as a function of waiting time between ground-state cooling and
measurement. The mean phonon numbers were determined by relating the height of the red
and blue sidebands of the motional mode along the strongly confined trapping direction (trap
frequency 2.188 MHz), probed on the ground-state qubit transition via Raman laser light. Er-
ror bars stem from uncertainties in the determination of the height of the Gaussian fits applied
to the sidebands. The yellow line represents a linear fit, weighted by the uncertainties in n̄, the
slope of which constitutes a heating rate of 0.65(7) quanta/s.

ited motional coherence of an ion to approximately 40 ms. This heating rate result was obtained
after minimizing ground loops around the experiment and thus providing a clean electrical en-
vironment for the ions with minimal technical noise11. Although not competitive with the best
experimental setups, this heating rate was in a reasonable range, comparable with many other ion
trap systems [101]12. However, theory calculations as well as comparison with some of the lowest
reported heating rates [123, 140] had indicated that in principle it should be possible to achieve a
significantly lower heating rate in our system. After suspecting for a long time that the low-pass
filters, which should suppress the noise level on the DC electrodes, were actually responsible for
the high heating rate, a modification was made: Here, 100 kΩ resistors were removed which were
supposed to be part of a second filter stage but in fact introduced a significant amount of Johnson
noise. Merely by removing those resistors on the filter boards, we were able to lower the heating
rate to 0.65(7) phonons/s towards the end of this thesis work. This data and experimental details
are now presented.

A single ion was trapped at secular frequencies of 2π (2188, 644, 338) kHz, Doppler cooled,
with the mode along the strongly confined direction13 subsequently prepared close to the mo-
tional ground state via sideband cooling. The temperature of the ion along the direction of mo-
tion along which it is probed is quantified by the mean phonon number n̄, which according to
eq. 3.64 is related to the ratio of the excitation probability on the red and blue motional sideband
of the motional mode along that direction. In order to determine these motional excitation prob-
abilities, sideband spectroscopy was performed on the groud-state qubit transition via the Raman

11This value constitutes the heating rate of a single ion along the x direction, or the heating rate per ion in a larger
crystal for the center-of-mass mode along x.

12In order to compare our heating rate measured at about 2.2 MHz to other systems, we assume a 1/f2 scaling.
13For an ion crystal this corresponds to the out-of-plane direction.
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laser beams, their differential k vector aligned with the strongly confined direction14. The mean
phonon number is shown in fig. 5.3 as a function of a variable wait time introduced between
ground-state cooling and temperature measurement. A linear fit was applied to the data, yielding
a heating rate of 0.65(7) phonons/s, which is in excellent agreement with the value presented in
the thesis of Dominik Kiesenhofer of 0.64(8) phonons/s, that was found via the alternative ther-
mometry method where mean phonon numbers are determined from excitation dynamics on the
motional sidebands [119].

All measurements which are presented in this thesis were carried out with the trap exhibiting
the higher heating rate of about 15 phonons/s, with the exception of the last measurements, pre-
sented in sec. 6.2. While the higher heating rate did not constitute a limitation for this thesis
work, it might have become a problem in future experiments, given our work with large ion crys-
tals. For example, the center-of-mass mode of a 100 ion crystal would heat up by 1500 phonons/s
(assuming perfectly correlated electric field noise on the ions), which is quite significant. With en-
tangling interactions in our case requiring a coupling to all motional modes simultaneously, and
modes other than the center-of-mass mode heating up significantly less, it is not clear how a very
hot center-of-mass mode would adversely affect the overall behavior in specific experiments. In
a different experimental setup harnessing such entangling interactions in long strings of trapped
ions, a model for the dependence of decoherence effects on the motional mode occupation, Lamb
Dicke parameter and laser detuning from the mode is presented [100]. Here, it is shown that the
contribution from the center-of-mass mode to decoherence is indeed dominant when compared
to the effect of other motional modes.

On the upside, with the new heating rate a factor∼ 30 improvement is achieved. This means
that the heating will likely not impose a limit on the time over which dynamics of interacting spins
can be observed for in Coulomb crystals of envisioned sizes, and raises the question of what other
potential limitations in this context are.

5.2 Trapping Potential

The tunability and quality of the trapping potential play a significant role in the level of control
that can be achieved over the trapped ions. The tunability of the trapping potential is defined
by how precisely and strongly the potential can be shaped, quantified by parameters such as the
achievable secular frequencies15, translation of the potential minimum, and rotation angles of
principal axes. The quality of the trapping potential is affected by the stability of the trap volt-
ages, the presence of stray electric fields as well as anharmonicities in the potential. In essence,
these effects diminish the ability to exert precise control over the motion of the ions, which was

14Note, that during the previous heating rate measurements sideband spectroscopy was perfomed on the optical qubit
transition via the out-of-plane 729 nm laser beam. During these last measurements a sufficiently narrow 729 nm
laser was not available but rather only one from the remote AQTION lab with a linewidth broadened by fiber
noise to about 10 kHz. Thus, the Raman laser was employed for the new heating rate measurement, which has
the advantage of common mode frequency noise affecting both beams equally, thus not having an effect on the
measurement as the noise drops out in the Raman process.

15Another parameter which quantifies the tunability of the trapping potential is the minimum step size in changing
the secular frequencies. This relates mainly to the precision of the RF stabilization unit, allowing us to tune the
frequencies with a resolution of a few Hz, and is not discussed further in this chapter.
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discussed in sec. 3.1.3 and is summarized here briefly. Unstable trap voltages may lead to configu-
ration changes of the crystal lattice, heating of the ions, motional decoherence as well as coupling
strength variations during entangling interactions. Stray fields created from dust particles or simi-
lar contamination on the trap surface may give rise to excess micromotion. Anharmonicities in the
potential may lead to a modification of the motional mode frequencies and amplitudes of an ion
crystal, and give rise to cross-coupling between different modes. As a result the ion motion may
become unpredictable, which adversely affects laser cooling and entangling interactions and in
the worst case may even lead to the ejection of ions from the trap. Unfortunately, the occurrence
of anharmonicities is inevitable when moving away from ideal, hyperbolically-shaped electrodes
[86]. With our electrode shapes and arrangement we expect anharmonic contributions to the po-
tential to be stronger than in a standard linear Paul trap design. However, this effect should be
predictable via simulations. Additionally, unpredictable anharmonicities could result from a mis-
alignment of the trap electrodes with respect to each other16, which we expect to be minimal due
to the monolithic trap design.

Ultimately, the achievable tunability and quality of the trapping potential must meet specific
criteria: The potential needs to confine 100 ions without nonlinear resonances ejecting ions. Ad-
ditionally, the potential must be tunable enough to trap 100 ions in a single plane, with micro-
motion restricted to a specific direction within the crystal plane. This demands precise tunability
for placing the ion crystal in the trap center and a high-quality potential to prevent uncompen-
sated micromotion along undesired directions. This section explores these challenges as well as
methods for extracting relevant information about the potential from images of ion crystals.

5.2.1 Size Limitations of 2D Ion Crystals

The potential created by our ion trap is capable of confining 2D Coulomb crystals of around 100
ions, which fulfills the requirements regarding planarity and ion number. In particular, in our
setup we routinely work with planar ion crystals consisting of up to 105 ions. Here, limitations to
the number of ions that can be trapped in 2D arise from the limited RF voltage that can be applied
to the trap. The planarity condition, as given in eq. 3.14, needs to be maintained. This means that
for higher ion numbers the ratio between strong (out-of-plane) and weak (in-plane) confinement
needs to be increased. One could assume that it is sufficient to just increase the confinement in
the strong direction by raising the DC voltages applied to the middle segments of the ion trap
electrodes. Unfortunately, this also introduces negative potential curvatures in other directions.
If then the RF confinement is not sufficiently high, the curvatures may add up to be anti-confining
along the y direction close to the trap center, reflected by an ion crystal in an “hourglass shape”.
The only other option for maintaining the planarity condition is to lower the confinement in
the weak directions, which at some point becomes critical due to e.g. strong heating effects along
those directions.

Besides a redesign of the ion trap to apply higher RF voltages safely, one could instead lower
the RF drive frequency which would increase the secular frequencies. While this approach might
enable control over a higher number of ions, it comes at the expense of larger micromotion am-
plitudes which scale with the q parameter and thus inversely with the drive frequency. A careful
investigation of this trade-off in the experiment has not yet been done.

16Such a misalignment may also cause micromotion which cannot be compensated.
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It is difficult to assess at this point the fundamental limit to how many ions can be trapped in
2D with our trap design. However, recent progress [12] has shown that storing several hundreds
of ions in a monolithic trap with a similar electrode configuration is indeed feasible. While we
establish precise experimental control over the lattice stability of our ion crystals with up to around
100 particles (see sec. 5.3), it remains an open question how well this control can be retained when
working with Coulomb crystals of much large size.

5.2.2 ResidualMicromotion

The 12 segmented DC electrodes of the trap allow for tuning the DC potential in order to per-
form certain actions on the ion crystal, such as manipulating the confinement to trap the ions in
arbitrary shapes (1D, 2D, 3D) as well as shift the crystals along and rotate it about the principal
axes. For this purpose, voltage sets were determined from simulations, which describe the distri-
bution of voltages over the available electrodes, that is needed to decouple one specific action on
the ion crystal from other actions. An important application of these voltage sets is micromo-
tion compensation. Micromotion is inevitably present in a 2D crystal, but should be restricted
to a single direction within the crystal plane (y direction)17, in order to control adverse effects on
laser-ion interactions. Ideally, a 2D crystal would have to be placed exactly in the center of the
trap18, the axes which span the crystal plane aligned with the trap axes, to constrain micromotion
to the y direction. However, stray fields may shift the crystal away from the center or rotate it with
respect to the principal axes, giving rise to micromotion along the out-of-plane (x) direction that
is homogeneously (in case of shift) or inhomogeneously (in case of rotation) distributed over the
ions, respectively. Moreover, micromotion along this direction may be present for an optimally
placed crystal in the case that it is not perfectly planar, as then some ions in the center are pushed
out of the crystal plane. We quantify micromotion by measuring the micromotion modulation
indices of the individual ions along the out-of-plane direction. This is achieved by comparing
the coupling strength of the 729 nm laser, which is aligned with the out-of-plane direction, on
the micromotion sideband and carrier transition of the optical qubit. After applying appropri-
ate voltage sets to confine the ions to a single plane and place/rotate the crystal in the optimum
position, out-of-plane micromotion modulation indices of less than 0.02 are determined for all
ions (91 ion-crystal)19. In principle, no modulation should be visible from this direction; the lim-
itation stems likely from a small misalignment of the laser beam with respect to the crystal plane,
such that they are not perfectly perpendicular to each other.

5.2.3 Extracting Information about the Trapping Potential from Ion
Crystal Images

Several properties of the trapping potential can be determined from analysis of the positions of
ions in a Coulomb crystal, such as potential anisotropy, anharmonicity, and orientation of its

17In practical terms, there is always a minute level of micromotion present along the axial z direction, which poses no
issues in experiments.

18In reality there may be geometrical imperfections present in the trap chip such that the geometrical center of the
trap may not be the location at which micromotion is minimized.

19The thesis of Dominik Kiesenhofer presents these results along with data on Coulomb crystals that are rotated or
translated from the optimum position.
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principal axes. Methods to extract such information from a camera image, as well as the motiva-
tion for doing so, are presented in this section. Knowledge of the trap anisotropy ξ = ωy/ωz,
may be useful, e.g. for calibration purposes, as specific anisotropy values correspond to enhanced
crystal lattice stability in planar crystals, its determination from a crystal picture providing a fast
alternative to the use of sideband spectroscopy. There exists a natural relationship between the
potential anisotropy and the shape of an ion crystal that is confined by the potential20. The shape
of an ion crystal is quantified by its aspect ratio, which, considering an elliptical shape, is given
by ζ = a2/a1, defined as the ratio of the semi-minor axis a2 and the semi-major axis a1. The
aspect ratio can be determined from a crystal picture by calculating the covariance matrix of the
ion positions (yi, zi) and diagonalizing it, with the two eigenvaluesλ1 ≥ λ2 relating to the aspect
ratio as ζ =

√
λ2/λ1. This can be understood intuitively, as the covariance matrix captures the

relationship between ion positions and is thus a measure for their distribution. A diagonalization
then reveals the principal axes of the distribution, with the eigenvalues as a quantitative measure
for how much the distribution is stretched along each axis. Once ζ is known, it can be linked
to the potential anisotropy ξ: Considering large crystals, that can be modeled as a charged fluid
whose shape is determined from potential theory [141], the relationship between anisotropy and
aspect ratio is given by

ζ2
K − E

E − ζ2K
= ξ−2. (5.1)

Here, K = K(
√
1− ζ2) and E = E(

√
1− ζ2) are complete elliptic functions of the first and

second kinds [142].

Another method to extract information from an ion crystal image is based on modelling a har-
monic potential in the crystal plane spanned along the y and z directions as

V =
1

2

(
z − z0, y − y0

)
A

(
z − z0
y − y0

)
(5.2)

where z0 and y0 denote the potential minimum and

A =

(
α γ
γ β

)
is a symmetric matrix. Once the parameters α, β and γ are known, the potential is determined on
all points in this plane, making it easy to extract relevant information from it. The parameters α,
β and γ are determined from a fit as described in the following: We know that the gradient of V
is equal (up to a factor -1) to the force which is exerted by the potential on the ions. The force can
easily be determined from an ion crystal image because the ions sit at equilibrium positions, where
the confining force exerted on them by the potential is exactly equal to the repelling Coulomb
force between them. We gain information about Coulomb forces by observing the distances of

20Knowledge of the crystal shape may be additionally useful when performing simulations, providing an intial guess
of ion positions in a harmonic potential.
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5.2 Trapping Potential

the ions with respect to each other on the camera image21, as the Coulomb force on an ion at
location x⃗′ is given by

F =
e2

4πϵ0

∑
x x⃗

′ − x⃗

|x⃗′ − x⃗|3
. (5.3)

where e is the elementary charge and ϵ0 the vacuum permittivity. Now we can perform least
squares fitting to find values of α, β and γ for which the gradient of the potential matches the
Coulomb forces calculated from the ion positions.

Once we have found the entries ofAwe have determined the potential. As a next step, diagonal-
ization ofA yields eigenvectors and eigenvalues that contain information which we want to access.
The eigenvalues of A,λy andλz , are proportional to the squares of the oscillation frequenciesωy

and ωz , which immediately yields the trap anisotropy as ξ =
√

λy/λz . The trap frequencies
in the crystal plane can be calculated as ωy,z = 2π

√
λy,ze2/(4πϵ0m) where m is the mass of

the calcium ion. The eigenvectors are also useful as they provide the direction of the potential’s
principal axes. These are not necessarily aligned with the axes of the camera image. The crystal’s
coordinate system can thus be introduced as z′ = z cosϕ+y sinϕ and y′ = −z sinϕ+y cosϕ,
rotated with respect to the coordinate system (z, y) of the image.

Besides determination of the trap anisotropy, individual trap frequencies, and orientation of
the potential with respect to the imaging coordinate system, we can use this model to determine
anharmonic contributions to the trapping potential. For an ideal harmonic potential we expect
the Coulomb force acting on an ion by all other ions to depend linearly on the ion position. Any
anharmonic contribution to the potential will then be revealed by fitting a linear gradient to the
Coulomb force calculated from the ion positions and determining the deviation between data
and fit.

Application on a 91 ion crystal

The methods discussed above are now applied to a 91-ion crystal, whose ion positions are shown
as blue points in the top plot of fig. 5.4. First, the aspect ratio and anisotropy are determined:
Calculation and diagonalization of the covariance matrix of the ion positions yields an aspect ratio
of ζ = 0.382. From this, the trap anisotropy ξ−1 = 0.483 can be calculated via eq. 5.1. This
result can be compared to the anisotropy determined from sideband spectroscopy on the optical
qubit transition: For secular frequencies of ωy = 2π × 742 kHz and ωz = 2π × 370 kHz,
an anisotropy of ξ−1 = 0.499 is determined, in good agreement with the value obtained by the
other method. Determining the potential anisotropy via the third method, taking the square root
of the ratio of the eigenvalues of the matrix A, we find a potential anisotropy of ξ−1 = 0.503,
also in good agreement with the result obtained from sideband spectroscopy.

The eigenvectors of A are then used to determine the angle between the principal axes of the
crystal and the image. Here we findϕ = 0.004 (0.229 degrees), showing that they nearly coincide

21In order to calculate the Coulomb forces accurately in physical units, the pixels from the camera image need to be
converted into meters. This is achieved by matching the value of the secular frequency ωz found by crystal image
analysis to the one obtained by sideband spectroscopy, yielding a magnification factor of 22.4 in our imaging system
(SillOptics objective).
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Figure 5.4: Characterization of the trapping potential from a 91-ion crystal image: top: Individual ion po-
sitions are illustrated as blue points, the forces exerted on the ions by the trapping potential are
illustrated as yellow lines in arbitrary units. The central row shows the force components Fy′

and Fz′ along the two directions y′ and z′ of the rotated (crystal) coordinate system. A linear
fit (yellow) is applied to the force components and the residuals ∆Fy′ and ∆Fz′ with respect
to this fit are shown in the bottom row.

in our case. From here on the rotated coordinate system (z′, y′) is used, that is aligned with the
principal axes of the ion crystal.

The forces exerted on the ions (in arbitrary units) are represented by yellow lines in the top im-
age of fig. 5.4. In the middle row, the Coulomb force components in physical units Fy′(z

′
i, y

′
i),

Fz′(z
′
i, y

′
i) are plotted along the principal axes. The residuals∆Fy′ , ∆Fz′ determined from a lin-

ear fit are shown in the bottom row and reveal that the trapping potential is not purely harmonic.
However, as the deviations from the linear fit are small, we conclude that anharmonic contribu-
tions to the trapping potential are rather minor. This observation agrees with the trapping poten-
tial simulations presented in sec. 4.1.1, which indicate that anharmonicities in the potential are
negligible in a region around the trap center. This region extends about 1 mm along the z direc-
tion and 200 μm along the y direction, which is larger than the typical crystal sizes in our setup,
e.g. the 91-ion crystal shown in fig. 5.4 with a size of less than 120 μm along z and 40 μm along
y. The low presence of anharmonicities in the potential is also a testament to the high alignment
precision of the trap electrodes with respect to each other, due to the monolithic design.
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5.3 Stability of Large Planar Ion Crystals

5.3 Stability of Large Planar Ion Crystals

Readout and control of the quantum states of individual ions relies on a well-defined and stable
crystal lattice structure. This encompasses several requirements: The number of 40Ca+ ions must
remain constant, which can be impaired by Langevin collisions with background gas molecules,
either passing kinetic energy to an ion such that it escapes the trapping potential, or leading to
a chemical reaction forming a “dark” (molecular) ion. Moreover, dark ions can emerge as parti-
cles present inside the vacuum vessel become ionized and caught in the trapping potential. In
our setup crystal lifetimes of several hours or even days are observed, indicating excellent vacuum
conditions, and enabling continuous data taking over long timescales. Apart from ion loss and
chemical reactions, Langevin collisions can also give rise to two other undesirable effects: First,
energy transferred to the ions via a collision, potentially in combination with RF heating, can
lead to a transition to a non-crystalline phase, where the melted ions are no longer localized in
space [31]. This section characterizes the melting behavior of planar crystals of different sizes, as
well as the ability to quickly re-crystallize the ions with a far-detuned (330 MHz) Doppler cooling
beam. Second, collisions at lower energy may initiate structural phase transitions of the crystal
lattice, leading to position changes of the ions. Besides corrupting quantum state readout, lattice
configuration changes may lead to a modification of the motional mode structure and thus the
entangling interactions in quantum simulation experiments. A brief summary of our approach to
minimize the influence of such events on our experiments is presented in this section, with more
information available in the thesis of Dominik Kiesenhofer.

5.3.1 Survival in Crystalline Form
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Figure 5.5: Melting dynamics of planar crystals of different sizes: a) shows the probability that a crystal
consisting of a certain number of ions has remained crystallized after a waiting time without
any laser cooling. The inset shows the probabilities for short waiting times in more detail and
on a linear scale. Here, the error bars correspond to the standard error of the mean for a binomial
random variable.

During a standard measurement sequence, laser cooling is performed at the beginning, followed
by a manipulation of the ions’ quantum state and subsequent state readout. This corresponds
to one measurement cycle, typically taking a few milliseconds to tens of milliseconds. During
the cycle the ions must remain in crystalline form to allow for high-fidelity control and readout.
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5 Characterization of the Apparatus

When a melting event occurs it is critical that first, it is detected automatically, such that data taken
during this time can be excluded, and second, that a crystallized state is reinstated as fast as possible
such that measurements can continue. On top of that, a melted ion crystal is more prone to ion
loss due to RF heating, which also emphasizes the need for fast re-crystallization. In our apparatus,
detecting that an ion crystal has melted into a cloud is based on the fluorescence counts recorded
during Doppler cooling. These counts are monitored via the PMT, a drop in the signal indicating
that the ions are in a non-crystalline phase where they scatter less photons, and that the previous
data point is likely corrupted22. When such a drop in fluorescence counts occurs, the experiment
control system triggers immediate recrystallization of the ions, by switching on the 330MHz red-
detuned Doppler cooling beam (refreeze beam) along with the primary Doppler cooling beam.
The following characterization measurements were performed in order to determine on which
timescales melting and recrystallization occur.

In a first experiment, to characterize the melting behavior, an ion crystal was Doppler cooled
and subsequently subjected to a variable wait time without any laser cooling. After the wait time,
the fluorescence signal was measured to determine if the ion crystal had melted or not23. This ex-
periment was repeated 100 times each for different crystal sizes and wait times, to collect sufficient
statistics in order to reliably estimate the probability of the ions to remain crystallized. Figure 5.5
shows this “survival probability" as a function of wait time for planar ion crystals consisting of
8, 54, and 91 ions. For the smallest crystal the time it takes to melt with 100 percent probabil-
ity is ∼ 40 s. Larger crystals of 54 and 91 ions melt on shorter timescales, however they remain
crystallized with high probability even after several seconds, which is significantly longer than the
timescale of any envisaged experimental sequences. More quantitatively, the data does not follow
a purely exponential decay in time and the dependence on ion number is nonlinear. These two
observations indicate that melting events are not exclusively caused by Langevin collisions, but
rather a combination of collisions and RF heating, where energy is transferred from the trapping
RF field to the ions. Simulations carried out in [143] suggest that RF heating scales in proportion
to q4. Operating our ion trap at a low q ≈ 0.1 thus mitigates such RF heating effects. For the
long time scales investigated in this experiment, however, the heating does become significant.

A second experiment was performed, to estimate the time it takes a melted ion cloud to be
recrystallized. Here, a 91 ion crystal24 was subjected to a fixed waiting time of 1 s without any
laser cooling. This represents an upper limit for our planned experiments and mimics a realistic
time scale for the free evolution of the ion cloud before application of the recrystallization beam.
After the 1 s waiting time, the 91-ion crystal melted in ∼ 1% of cases, which is consistent with
the data taken during the previous experiment. When the crystal had melted, the recrystallization
beam was switched on for a variable time. Subsequently, a camera image of the ions was taken
to determine if the crystalline structure had been successfully reinstated. After a time of 70 ms,
recrystallization was effective in 101 out of 102 cases. Thus, a refreeze time of 100 ms can be
concluded to be sufficient to recrystallize an ion cloud during standard measurement sequences.

22Additionally, as explained in sec. 4.7.4, it is also possible to infer if an ion crystal has melted from a camera image.
23In case of a melting event the far-detuned Doppler beam is switched on for 100ms to bring the ions back into

crystalline form, which is confirmed by a camera image before the next measurement.
24Only a 91 ion crystal was used for this experiment, minimizing the duration required for data collection, as melting

events are rare for smaller crystals.
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5.3 Stability of Large Planar Ion Crystals

5.3.2 Mitigation of the Influence of Lattice Configuration Changes

In order to practically eliminate the influence of structural phase transitions on experiments, sev-
eral strategies are combined: First, an anisotropy ξ−1 ≈ 0.5 in the weak directions of the trapping
potential is introduced, creating elliptically-shaped ion crystals, elongated along the axial trap di-
rection. Such crystals have shown a more stable lattice structure, compared to rounder crystals,
owed to a suppression of librational modes.

Second, ion crystals which possess mirror symmetry with respect to both axes that span the crys-
tal plane are exclusively used in our experiments, such as the 91- and 105-ion crystals shown in fig.
4.16. These crystals demonstrate fewer lattice configuration changes, based on the fact that they
possess only a single structural ground state configuration (symmetric “main” configuration). If,
on the other hand, a crystal configuration in the ground state lacks symmetry, there exist further
configurations with the same energy that could be obtained by flipping the configuration horizon-
tally or vertically, e.g. the two degenerate ground states in zig-zag ion crystals. Very little energy
is needed to cause transitions between these structural phases, correlating with frequent lattice
configuration changes in these crystals. For a specific trap anisotropy, only crystals consisting of
certain numbers of ions allow for the desired mirror symmetry to be achieved. The experiments
presented in this thesis are, thus, carried out with crystals of 8, 19, 54, 91 and 105 ions. This is
just a selection of the possibilities, which were found empirically, as performing simulations for
various anisotropies and ion numbers would be infeasible.

Third, the trapping potential anisotropy ξ is fine-tuned in order to optimize the time that the
crystal lattice remains in the main configuration. This process corresponds to maximizing the
energy gap between the main configuration and metastable ones, to reduce the probability of
transitioning from the ground to energetically-higher structural phases. In particular, the setpoint
of the RF voltage is tuned, which predominantly changes the confinement in the y direction and
thus tunes the crystal’s aspect ratio.

Fourth, the sensitivity of the crystal aspect ratio to RF power fluctuations necessitates power
stabilization in order to reduce the number of structural phase transitions25. As a result, the prob-
ability of the crystal being in the main configuration can be raised to over 99 percent (91-ion crys-
tal).

Fifth, strategies to deal with remaining occurrences of wrong lattice configurations are imple-
mented. Once the previously mentioned steps are taken, the time the crystal spends in wrong con-
figurations is rather short, i.e. on the order of 10 ms. Thus, as the crystal transitions back to the
main configuration typically within one measurement cycle, it is not necessary to actively resolve
wrong configuration, e.g. by deliberately heating the crystal via changing the frequency of the
Doppler cooling beam. However, it is necessary to be able to detect when a wrong lattice config-
urations has occurred such that data taken during this time can be excluded. For this purpose, an
in-sequence detection tool was incorporated into the experiment control program, where data is
automatically retaken for experiments in which the ion crystal was found to be in a wrong config-
uration, similar to the filtering of melting events described above. This tool is based on the analysis

25RF instabilities are the dominant effect in this case, as DC voltages are sufficiently stable to not contribute in a
noticable way to structural phase transitions.
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5 Characterization of the Apparatus

of camera images, using PCA and clustering to classify images into different configurations26. It
should be noted, that with this approach we only have the ability to track ions swapping positions
when accompanied by a change in crystal lattice structure. However, low energetic collisions may
lead to position swapping of ions without melting or reconfiguration of the lattice, which can
still affect measurement outcomes. In principle such collisions could be detected by the use of
tracer ions27. However, it does not seem necessary to monitor all collisions, as the measurement
error resulting from these events is estimated to be well below 10−3. The basis of this estimation
comes from an experiment performed in the QSIM apparatus, which has a higher background
gas collision rate than ours.

5.4 Ground-State Cooling of the Out-of-PlaneMotional
Modes
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Figure 5.6: Red sideband spectra of the out-of-plane modes of a 105 ion crystal, probed on the optical qubit
transition: The yellow data corresponds to the spectrum taken after only Doppler cooling. The
bluegreen data is taken after additional EIT cooling for 300 μs.

Ground-state cooling of all out-of-plane motional modes of an ion crystal is a prerequisite
when employing these modes to mediate long-range entangling interactions. EIT cooling offers
a possibility for fast and multimode ground-state cooling and is thus used routinely on the out-
of-plane modes of Coulomb crystals in our apparatus. The concept of EIT cooling had briefly
been introduced in sec. 3.3.3, with the laser setup shown in sec. 4.4.4. This section presents
our result on EIT cooling of a planar 105-ion crystal, whose crystal structure can be seen in fig.
4.16a. For this measurement presented in this section, the ions were trapped at secular frequencies
ωx,y,z = 2π × (2188, 528, 248) kHz and pre-cooled via Doppler cooling. Before performing
EIT cooling a calibration procedure was carried out in order to set the light shift induced by the
EIT σ beam equal to the center of the mode spectrum of the given ion crystal [115]. This ensures

26In the thesis of Dominik Kiesenhofer more information is given on the algorithm for crystal configuration assign-
ment, as well as simulations reproducing many of the configurations found in the experiment.

27For example, one could dedicate some ions in the crystal to probe the temperature in the out-of-plane direction
which may indicate a collision event
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5.5 Raman Beam Characteristics and Ground-State Qubit Coherence

that all modes are within cooling range and can be cooled efficiently and simultaneously. In order
to determine the center of the mode spectrum, the motional sidebands were probed on the optical
qubit transition, with the frequency of the 729 nm laser scanned over several hundred kHz. For
this specific 105-ion crystal the mode spectrum spans about 550 kHz, with the highest frequency
(COM) mode at 2.188 MHz and the lowest frequency out-of-plane mode at 1.637 MHz. The
power of the σ beam was adjusted to set the light shift to about 1.95 MHz, approximately equally
detuned from both the COM and lowest-frequency mode. EIT cooling beams were applied to the
ion crystal for 300 μs, followed by 100 μs optical pumping. While a quantitative investigation of
the ions’ temperature for such a large Coulomb crystal is not straightforward, a qualitative assess-
ment of the success of ground state cooling can be inferred from a comparison of sideband spectra
before and after the application of EIT cooling. This is shown in fig. 5.6, the two curves displaying
the red sideband excitation after Doppler (yellow curve) and additional EIT cooling (bluegreen
curve). A clear suppression of all out-of-plane modes is visible in the EIT cooled crystal, with some
minor excitation remaining for a few modes. The most prominent peak here corresponds to the
COM mode, which heats up during the measurement time as ˙̄nN , in proportion to the original
heating rate of 15 phonons/s present in our system at the time of performing these measurements.
Modes other than the COM mode generally have a lower heating rate and thus are less prominent
in the EIT-cooled spectrum. In order to make a more quantitative estimate of the temperatures
achievable in our system, we on one hand consider the mean phonon number n̄ = 0.06 mea-
sured via standard sideband thermometry after applying EIT cooling to a single ion. On the other
hand, we presented a new thermometry method to investigate low temperatures in larger ion crys-
tals, based on observing excitation dynamics on the motional sidebands [119]. In this work, our
method was applied to a planar 19-ion crystal, yielding results of n̄ = 0.149(3) for the COM, and
n̄ = 0.081(3) for the lowest-frequency out-of-plane mode. In principle, our method could also
be used to characterize the temperature of crystals consisting of even more ions, but the calcula-
tion of n̄ relies on multiplication of large matrices which at some point becomes infeasible as the
system scales up. This method may thus be limited to characterizing crystals consisting of a few
tens of ions. However, from the study of smaller crystals, we have already obtained an indication
of the approximate temperature range to be expected in our apparatus.

5.5 Raman BeamCharacteristics and Ground-State Qubit
Coherence

Table 5.1: Ground State Qubit Coherence
Probe Spin Echo 1/e Coherence Time (ms) 1/e2 Coherence Time (ms)
RF Antenna no 129(14) 183(19)
RF Antenna yes 379(28) 536(40)
Raman Beams no 133(12) 188(17)
Raman Beams yes 361(15) 510(22)

The Raman laser system at 395.8 nm constitutes a crucial tool in our experiments focused on
investigating interacting spin-1/2 particles, with detailed information on various aspects, includ-
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Figure 5.7: Coherence of the ground-state qubit: Black and yellow data represents the contrast of Ramsey
fringes without spin-echo as a function of Ramsey wait time, where the Ramsey sequence was
carried out with the RF coil and Raman beams, respectively. Blue and grey data was taken with
spin-echo and again represents RF coil and Raman beams, respectively. Gaussian fits to the data
points allow for the determination the coherence values given in tab. 5.1.

ing theory, motivation, and methodology, provided throughout this thesis: As presented in sec.
3.3.4, laser light at this wavelength is employed for coupling the two levels of the ground-state
qubit transition through a Raman process. Beyond performing basic rotations on the qubits, the
Raman laser light is also used for mediating entangling interactions via the ion crystals’ motional
modes, as introduced in sec. 3.3.5. Here, detailed information was given on our approach to im-
plementing Raman transitions in our apparatus, e.g. on the motivation for choosing this route
over the use of 729 nm light coupling the optical qubit transition, as well as experimental details
such as beam geometry and polarization. In 4.4.5 technical details on the optical setup were pre-
sented. And finally, later on in this thesis in sec. 6.1.4, information is provided on how to align the
Raman beams optimally with respect to each other and the Coulomb crystal plane, by harnessing
correlation spectroscopy.

Now an overview of the key characteristics of the Raman laser beams is given. Note, that as the
setup for driving Raman transitions has been under constant development over the past year and
the careful investigation of characteristics such as the scattering rates is beyond the scope of this
thesis work, only a short summary of current experimental parameters is provided, with more
quantitative information on the final setup to be found in the upcoming PhD thesis of Artem
Zhdanov. With approximately 300 mW of power available per Raman beam and a beam waist in
the trap center of about 500 μm, we achieve Raman Rabi frequencies on the carrier transition of
the ground-state qubit of about 2π · 200 kHz and spin-spin interaction strengths on the order
of 1000 rad/s (see sec. 6.2). Due to the Gaussian intensity profile of the Raman beams the Rabi
frequency is not homogeneously distributed over large ion crystals, with e.g. the outer ions in a 91-
ion crystal exhibiting a coupling strength of 93% with respect to the inner ions. This effect would
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5.5 Raman Beam Characteristics and Ground-State Qubit Coherence

lead to rotation errors in resonant operations but can be corrected by the use of composite pulse
sequences [144], which were applied in experiments presented in sec. 6.2. As for decoherence, we
investigated two sources: amplitude damping caused by off-resonant scattering from the P levels
during the Raman process, as well as phase damping that can arise from an instability of the in-
terferometer formed by the Raman beams. In the first case, at a Rabi frequency of 2π · 200 kHz,
the decay rate is on the order of 20 per second, which does likely not constitute a limitation in
our experiments in the context of spin squeezing, presented in sec. 6.2. The phase-stability of the
Raman beams with respect to each other was investigated in Ramsey experiments. Here, a single
ion was probed via Raman light with and without spin-echo. Subsequently, the same experiments
were carried out with the Ramsey sequence implemented via a magnetic RF signal applied with
the RF antenna, which provides a phase-noise-free reference value. The results of these measure-
ments are summarized in tab. 5.1 and shown in fig.5.7. More specifically, in the figure the Ramsey
fringe contrast of the ground-state qubit is shown as a function of Ramsey wait time. From this
data, a 1/e2 coherence time of 188(17) ms without spin echo is derived when probing the ion with
Raman light, which is extended up to 510(22) ms by the use of a standard spin echo sequence.
When probing the ion with the RF antenna, values of 183(19) ms and 536(40) ms, respectively,
are achieved, which agree within the margin of error with the previous measurement. The overlap
of data when probing the ion via the RF coil and Raman laser shows that the Raman optical setup
is phase-stable and path-length fluctuation do not introduce significant coherence decay. Using a
line trigger did not yield any improvement of the coherence times, reflecting the low level of tech-
nical noise in our setup, resulting from the measures described in sec 4.3 and 4.8.1, i.e. enclosing
the experiment in a magnetic field shielding box and establishing a clean electrical environment.
Nevertheless, the qubit coherence was still limited by magnetic field noise on the ion when those
measurements were carried out. Recently, coherence time results of up to 1 s have been achieved,
after removing a cable that connected the NEG in the vacuum setup to its controller.
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6 QuantumCorrelations in Planar
Ion Crystals

This chapter presents experiments on observing and harnessing quantum corre-
lations in planar ion crystals. These experiments are set more in the context of
quantum sensing and metrology, rather than simulation. However, the tools
which are used here allow for characterization and optimization of the experi-
mental setup and for quantifying the interactions created in a system of spins
that are encoded in the ions, important steps on the path towards quantum sim-

ulation.
In quantum metrology quantum effects such as quantum correlations are harnessed to enhance

the precision with which physical observables can be measured. This chapter provides two exam-
ples of high-precision metrology, employing two distinct types of quantum correlations. While
entanglement constitutes the most well-known type of quantum correlation, it is often fragile
and difficult to create in the laboratory. The first part of this chapter is thus concerned with non-
entangled states, making use of quantum discord in a large Coulomb crystal of 91 ions, to enhance
phase estimation via correlation spectroscopy. As will be shown, correlation spectroscopy repre-
sents a versatile tool for the characterization and optimization of our experimental system. In the
second part of this chapter, a spin squeezing protocol is applied to a small 19-ion planar crystal,
which allows the measurement uncertainty to be reduced below classical limits, at the same time
demonstrating the capability of generating entanglement in our experimental apparatus.

6.1 Correlation Spectroscopy withMulti-Qubit-Enhanced
Phase Estimation

Employing quantum systems for sensing and metrology has shown great potential in a variety
of applications in science and technology [58, 145, 146, 147, 148, 149, 150]. The key idea here is
that when quantum objects are used as probes to measure observables, their quantum properties
can be harnessed to enhance measurement precision compared to classical measurement devices.
While building quantum computers or simulators that provide advantage over classical devices
remains an outstanding challenge due to the sensitivity of quantum systems to disturbances from
the environment, in sensing applications this property can turn into a benefit, leading to the es-
tablishment of quantum sensors as a comparatively mature technology in the NISQ era.

Quantum sensing oftentimes relies on determination of the phase of a quantum system’s super-
position state, which carries relevant information about the environment. Consequently, phase
estimation, with the aim to as precisely as possible extract phase information from measurements
on the quantum system, constitutes a central tool in sensing and metrology; a precision enhance-
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6 Quantum Correlations in Planar Ion Crystals

ment in phase estimation providing a direct path to creating better sensors. However, phase esti-
mation is compromised by decoherence, the loss of well-defined phase relationships, arising from
noise processes which the quantum sensor is exposed to. Probing a quantum system for a longer
time relates to increased spectral and phase resolution, e.g. in Ramsey experiments, but the coher-
ence time sets a limit on how long the system can be probed for.

In this section our work on multi-qubit enhanced phase estimation is presented theoretically
and experimentally, with more details to be found in [38]. Our method harnesses correlation spec-
troscopy, where multiple qubits are probed simultaneously via Ramsey interferometry and mea-
surement outcomes of the individual qubits are correlated. In experiments where the noise that
is leading to coherence decay is common to all qubits, correlation spectroscopy allows the probe
time to be extended beyond the coherence time of the individual qubits in the system. While this
technique has been demonstrated previously with two ions [151, 152, 153, 154] and has enabled the
precise comparison of two atomic clocks, in our work correlation spectroscopy is extended to sig-
nificantly larger systems of up to 91 qubits, constituting a network of many quantum sensors [155,
156, 157, 158]. Here, we find that analysis of correlations between all particles improves the achiev-
able phase uncertainty compared to the case of only analyzing pair correlations. In our apparatus
these correlation spectroscopy techniques are applied in order to determine spatial transition fre-
quency differences as well as track temporal phase fluctuations, allowing for characterization and
compensation of a magnetic field gradient across a planar ion Coulomb crystal, optimization of
the alignment of Raman laser beams, as well as quantification of the screening performance of our
magnetic field shielding. The wide variety of applications is a testament to the versatility of this
method, which is further reflected in the fact that it is also applicable to other experimental plat-
forms capable of measuring qubits individually, such as atoms held in optical lattices or tweezers
arrays.

Correlation spectroscopy doesn’t require the use of entanglement, which is well known to al-
low for improving precision beyond the standard quantum limit [6, 159, 160] but comes at the
expense of being hard to generate and preserve. Thus, the relevant question of how the uncer-
tainties obtained via correlation spectroscopy compare to phase estimation harnessing entangled
states is also addressed in this section. Here, we find that for our estimation task entanglement can
provide only small advantage that vanishes in the limit of large qubit number.

6.1.1 Phase estimation

Phase estimation plays a central role in metrological and sensing applications. Here, an atomic
clock constitutes a prominent example, where the phase of an atomic superposition state is probed
by a local oscillator in order to measure time. In this case the energy levels of the atom ideally serve
as a stable reference for timekeeping, but in reality may be vulnerable to external perturbances if
the atom is not sufficiently shielded form the environment. Quantum sensing applications often-
times rely on this exact fact of environmental influences leading to phase changes in a quantum
system’s superposition state. In particular, a qubit’s phase with respect to the local oscillator may
be sensitive to e.g. magnetic field noise or gravitational changes and tracking phase changes allows
for the characterization of the underlying processes giving rise to them.

Ramsey interferometry provides a convenient tool for extracting the phase of a qubit’s super-
position state. While a typical Ramsey experiment provides information about a qubit’s phase
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that is averaged over the timescale of the experiment, for some applications more sophisticated
parameter estimation tools are required. In this chapter maximum-likelihood and Bayesian esti-
mation is utilized, in order to characterize mechanisms which govern phase variations of qubits
either in space or time.

Extracting Phase Information via Ramsey Interferometry

An essential tool in phase estimation is Ramsey interferometry, where the phase of a qubit, en-
coded in e.g. the electronic states of an atom or ion, with respect to the local oscillator probing
the transition, is mapped onto the energy eigenstates of the qubit and can thus be easily read out
via projective measurements. Ramsey interferometry was presented in detail in sec. 3.3.4. As de-
scribed there, the phaseϕ of the qubit with respect to the local oscillator at the end of the Ramsey
sequence is a sum of the phase differences between the two Ramsey pulses and acquired phase dif-
ferences during the free evolution time T . This phase can also be modelled as a sum of temporal
and spatial contribution

ϕ = ϕT − ϕR = ∆T + (k⃗1 − k⃗2)r⃗ (6.1)

where ∆ is the frequency detuning between local oscillator and atomic transition, k⃗1 − k⃗2 is the
difference in k vectors of the two Ramsey fields and r⃗ represents the position vector of the qubit
with respect to some reference position1. By expressing the phase in this way it becomes obvi-
ous how Ramsey interferometry can be used to gain information about a qubit’s environment
in sensing applications: One example is the sensing of fields which induce changes in the atomic
transition frequency and thus changes in ∆, which can be read out via the phase. While longer
free evolution times correlate with increased phase resolution, fast (compared to the timescale set
by T ) noise processes acting on the qubit or local oscillator may lead to shot-to-shot variations
of ∆, which when averaged over many experimental repetitions manifests as dephasing, making
it impossible to extract relevant phase information. As will be explained in sec. 6.1.2, correlation
spectroscopy constitutes a tool where Ramsey experiments are carried out in parallel on multiple
qubits, with the noisy reference common to all qubits dropping out in the analysis such that rel-
evant phase information can be recovered. Moreover, correlation spectroscopy can be applied in
the time domain, allowing for characterization of these exact noise processes giving rise to deco-
herence.

Parameter Estimation Tools

Parameter estimation describes the concept of experimentally determining as accurately as possi-
ble the values of certain parameters which govern a system’s behavior [161]. As such, parameter es-
timation combines data analysis with statistical modelling, to describe the distribution of the data
and find the most likely model parameters which can produce the experimental observations. The
data is gained from probing the system to be studied, e.g. in our case probing the phase of trapped-
ion qubits via Ramsey experiments. The method of least squares is an example of a simple and
commonly used parameter estimation method which reduces the difference between measured

1This equation neglects any deliberately added phase difference between the first and second Ramsey pulse.
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data points and a fit function in order to determine fit parameters which best represent the data.
However, there exist other and more sophisticated schemes of parameter estimation, such as max-
imum likelihood (MLE) [162] and Bayesian estimation (BE) [163], which may be more versatile,
robust and precise. The basis of both MLE and BE is the likelihood function of the data sample

L(θ|D) = P (D|θ) =
M∏
i=1

P (xi|θ) (6.2)

where D is the measured data, consisting of M individual measurement outcomes xi, and θ is
the parameter to be estimated. The likelihood function quantifies how likely it is that a possible
parameter value has produced D, with P (xi|θ) describing the likelihood for an individual mea-
surement outcome. Finding the estimator θ̂ via MLE is based on finding the value of θ which
maximizesL:

θ̂ = argmax
θ

(L(θ|D)). (6.3)

A natural way to determine this maximum is to take the derivative of the likelihood-function with
respect to the parameter. However, as it is computationally more challenging to compute the
derivative of products compared to sums, oftentimes the logarithm of the likelihood-function is
used instead2.

BE differs from MLE in the sense that instead of finding the single value of θ that maximizes
the likelihood, BE is based on considering all possible values of θ, but weighting them according
to their likelihood. More specifically, the Bayesian estimate is a weighted average over θ, where the
weights are determined by how likely each value is, given the observed data. Mathematically this
can be represented as

θ̂ =

∫
θP (θ|D)dθ, (6.4)

where θ is weighted with the posterior probability distribution P (θ|D), which can be derived
using Bayes’ theorem

P (θ|D) =
P (D|θ) · P (θ)

P (D)
. (6.5)

This equation reflects the concept of conditional probability, where beliefs about unknown pa-
rameters are updated based on previous information. Here, the posterior consists of the likelihood
of observing the data D given θ, represented by the likelihood function P (D|θ) as before, but
also takes into account prior knowledge or believes about the parameter(s) to be estimated, re-
flected in the prior distribution P (θ). The denominator P (D) =

∫
P (D|θ)P (θ)dθ represents

a normalization factor3. By incorporating prior knowledge about the parameter in the estimation
process a Bayesian estimator may be less biased in the case that a suitable prior is chosen but may
be computationally more complex than MLE. When the data sample size is infinite it is expected
that MLE and BE converge.

2This does not affect the function argument at which the function is maximized but speeds up the computation.
3Note, that instead of explicitly calculatingP (D), the posterior is normalized by ensuring the intergral over it equals

1.
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Assessing the Performance of Estimators

The outcome of parameter estimation is the estimator θ̂ which can be assessed in terms of accu-
racy and precision. In this context, the performance of an estimator may depend on a number
of factors, such as the quality (e.g. amount of noise) and quantity of the available data, the com-
plexity of the assumed model (how many unknown parameters), and the estimation method. An
estimator is considered unbiased if the expectation value of the estimator E(θ̂) = θ, i.e. on aver-
age the estimator produces results close to the true value of θ (high accuracy). On the other hand,
the estimator may still exhibit significant variance when considering individual repetitions of the
estimation process (low precision)[164]. The precision of parameter estimation and related to that
also the limitations can be captured by certain statistical tools, such as the Fisher information and
Cramer-Rao bound. The Fisher information essentially quantifies the amount of information
contained in the data about θ4[165] and is thus a measure for the precision that can be achieved
when estimating θ based on this data. More specifically, the reciprocal of the Fisher information,
defined as the Cramer-Rao bound, represents the lower bound for the variance of an unbiased
estimator. In the case that the variance of an estimator is close to the Cramer-Rao bound, the es-
timator is considered efficient. In the context of quantum-enhanced parameter estimation, infor-
mation content in the data about a parameter may exceed classical bounds. This can be quantified
by the Quantum Fisher Information, which constitutes the Fisher information optimized over all
possible measurement strategies [61, 166]. Related to that, the Quantum Cramer-Rao bound de-
scribes the best achievable precision in quantum-enhanced parameter estimation.

6.1.2 Theory on Correlation Spectroscopy

Introduction to Correlation Spectroscopy

When probing a single ionic qubit in the presence of phase noise via Ramsey interferometry, it
picks up a random phase during the free evolution time. Consequently, before application of the
second Ramsey pulse the Bloch vector points in a different direction within the equatorial plane
of the Bloch sphere for each experimental realization. When averaging over these realizations in
order to get sufficient measurement statistics, coherence is lost. The phase noise may here result
from the atomic energy levels being unstable, e.g. due to magnetic field noise in the ambient envi-
ronment, or the local oscillator probing the transition being noisy. When considering more that
one qubit, the noise processes leading to decoherence oftentimes affect all ions in the same way.
Since the ions are manipulated globally, noise on the local oscillator influences all ions probed by
it equally. Similarly, magnetic field noise inducing transition frequency fluctuations affects the
ions in a collective way due to the ions’ close proximity with respect to each other in space. As
discussed in sec. 2.4.3 such correlated noise processes may give rise to the emergence of quan-
tum correlations in the form of discord, manifesting as correlations in the outcomes of Ramsey
experiments carried out in parallel on the individual particles in the multi-qubit system. While
the measurement outcomes of the individual experiments may vary from shot to shot due to de-
phasing, analysis of correlations in the measurement outcomes allows for an effect subtraction

4The Fisher information matrix extends the concept of Fisher information to multiple parameters, providing a com-
plete picture of the information content in the data with respect to all relevant parameters.
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Figure 6.1: Conceptual representation of correlation spectroscopy with two qubits: Two examples of the
Bloch vectors of two qubits (yellow and orange) in the equatorial plane pointing in the same
direction (left), representing a positive correlation, or opposite directions (right), represent-
ing anticorrelation. These correlations depend on the phase difference of the qubits. When
measuring the parity signal ⟨σ̂(1)

z σ̂
(2)
z ⟩ as a function of the phase difference of the two qubits,

(anti)correlation emerges as a (minmum) maximum of the parity fringe. The parity fringe has
reduced contrast of at most 0.5, as perfect correlation between the qubits can be achieved only
via entanglement.

of the noise contribution common to all qubits to uncover other phase differences present be-
tween the qubits. In the Bloch sphere picture, this can be visualized as illustrated in fig. 6.1: What
is relevant in this case is not the direction in which a Bloch vector is pointing in the equatorial
plane, representing an individual measurement outcome, but rather if the Bloch vectors of multi-
ple qubits are pointing in the same (positive correlation) or opposite directions (anticorrelation).
This constitutes the key idea of correlation spectroscopy, where phase differences between qubits
can be measured precisely even in the presence of strong dephasing, by harnessing the collective
nature of the noise processes giving rise to decoherence. The measurement protocol constitutes
the determination of parities, for two qubits written as σ̂(1)

z σ̂
(2)
z . Upon averaging the individ-

ual measurement outcomes over the common random phase φ5, the parity expectation value is
proportional to the cosine of the phase difference between the qubits:

C12 ≡ ⟨σ̂(1)
z σ̂(2)

z ⟩ =
1

2π

∫ 2π

0
dφ cos(ϕ1 + φ) cos(ϕ2 + φ) =

1

2
cos(ϕ1 − ϕ2) (6.6)

This parity signal is also illustrated in fig. 6.1. Here, a maximum contrast of the parity fringe of
0.5 can be achieved. Full contrast, i.e. perfect correlation between a pair of qubits, can be achieved
only with entangled input states. As a higher contrast corresponds to an increased signal to noise
ratio in phase estimation, entanglement provides a benefit compared to the discordant state em-
ployed in correlation spectroscopy. However, later on in sec. 6.1.3 a quantitative investigation is
presented on how phase uncertainty scales when increasing the qubit number beyond N = 2,

5Here,φ encodes the fluctuations resulting from collective dephasing, which are assumed to be randomly distributed
over 2π.
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showing that for the given phase estimation task the advantage of entanglement-enhanced phase
estimation over correlation spectroscopy vanishes in large systems.

As shown in sec. 6.1.1, the phase of a trapped-ion qubit contains information about the detun-
ing between the local oscillator and atomic transition frequency as well as about the position of
the ion. In correlation spectroscopy phase differences

ϕ1 − ϕ2 = (∆1 −∆2)T − (k⃗1 − k⃗2)(r⃗1 − r⃗2) (6.7)

are measured. From this expression it is straight forward to see that correlation spectroscopy can
be carried out in two distinct ways in order to either access information about detuning or posi-
tion differences of the ions. In order to access information about detuning differences, the exper-
iment is carried out with two Ramsey pulses from the same spatial direction for which k⃗1 = k⃗2
and thus the second term in eq. 6.7 equals zero. Since the frequency of the local oscillator is the
same for both ions probed, the measured phase difference results only from transition frequency
differences of the qubits, e.g. due to a spatially varying field gradient giving rise to energy level
shifts across an ion crystal. On the other hand, carrying out Ramsey experiments with a nonzero
k vector difference and free evolution time T = 0 makes the phase difference sensitive only to the
spatial arrangement of the ions.

In summary, correlation spectroscopy allows for the precise measurement of transition fre-
quency differences and ion-ion distances, even in the presence of strong dephasing, by exploit-
ing the collective nature of the noise. Extending the probe time beyond the limit imposed by
single-particle coherence allows for higher phase resolution and measurement precision. These
techniques allow e.g. for the characterization of the ions’ environment, e.g. magnetic field struc-
ture and harmonicity of the potential. As will be shown in the following, measurement outcomes
can also be correlated in the time domain to track changes in φ giving rise to dephasing and thus
to characterize the noise processes leading to decoherence.

Model forN-Qubit Correlation Spectroscopy

The previous subsection introduced the concept of correlation spectroscopy in the smallest pos-
sible system consisting of two qubits. Now these ideas are extended to N qubits, encoded in N
trapped ions, which represent a network of quantum sensors [155, 156, 157, 158]. In such larger
systems different types of correlations, from pair to N -particle correlations, can be analyzed and
harnessed to improve phase estimation. When a Ramsey experiment is carried out in parallel on
N qubits, the collective state of the system before the second π/2 pulse is applied can be written
as a product state of the individual ion’s states, which are distributed within the equatorial plane
of the Bloch sphere:

2−
N
2

N
Π
i=1

(|0⟩+ eiϕim |1⟩), (6.8)

This denotes the mth realization of the Ramsey experiment with m = 1, . . . ,M . The phase of
the individual qubit superposition states can be written as

ϕim = ϕi + φm, (6.9)
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a sum of the qubit-specific phase ϕi, varying over space, and a random phase φm, fluctuating in
time but common to all qubits, e.g. stemming from magnetic field or laser noise6. As shown in
eq. 6.1, the Ramsey phase can be written as a sum of spatial and temporal contribution. Now
only the qubit-specific phases are represented in this way, i.e. as ϕi = (k⃗1 − k⃗2)r⃗i +∆iT , with
the assumption that this phase remains constant over many experimental repetitions, while shot
to shot variations are contained only in φm. The outcome of the mth experimental realization of
the Ramsey measurement of qubit i is denoted as qim = 1 or−1, corresponding to measuring
the qubit in state |0⟩ or |1⟩, repectively. The probability of observing the outcome qim is given by

p(qim) =
1

2
(1 + qim sin(ϕim)). (6.10)

Given the experimental measurement outcomes of N qubits, one goal is to as precisely as possi-
ble extract the phase differences ϕi − ϕj , with the second goal of characterizing the temporally
fluctuating phase φm. These goals are achieved by modelling the situation as a multi-parameter
phase estimation problem.

For the determination of phase differencesϕi−ϕj , φm is assumed to be uniformly distributed
over 2π, which represents a situation where the Ramsey probe time is much longer than the co-
herence time of the individual qubits. The state of the qubit network after application of the first
Ramsey pulse and exposure to this phase noise is given by

ρ =
1

2π

∫ 2π

0
dφ|Ψ(φ)⟩⟨Ψ(φ)| with

|Ψ(φ)⟩ = 2−
N
2

N∏
i=1

(|0⟩i + eiφ|1⟩i).
(6.11)

This state is clearly separable but does contain quantum discord. The effect of the ion specific
phase shifts ϕi can be represented by a unitary operation Ûϕ = exp( i2

∑
i ϕiσ̂

(i)
z ) acting on

ρ. After evolution under Ûϕ the second Ramsey pulse is applied, which can be modelled as
ÛX = exp(−iπ4

∑
i σ̂

(i)
x ), followed by a projective measurement to extract measurement out-

comes qim. The Ramsey measurement outcome of qubit i is thus described by the expectation
value ⟨σ̂(i)

z ⟩ = Tr(ÛX ÛϕρÛ
†
ϕÛ

†
X σ̂

(i)
z ), which results in zero due to dephasing and thus contains

no useful information.

Estimating ϕi from Pair Correlations

However, analysis of correlations in the measurement outcomes of ions i and j corresponds to
performing the parity measurementCij ≡ ⟨σ̂(i)

z σ̂
(j)
z ⟩ = 1/2 cos(ϕi−ϕj), in analogy to eq. 6.6.

Here, it is assumed that no other sources of decoherence besides collective dephasing are present
which would lead to an additional decay of the Ramsey contrast. However, later on in sec. 6.1.2,
the influence of additional uncorrelated dephasing on the measurement precision is discussed.
Pair correlations of measurement outcomes can be represented by a correlation matrixC = (Cij),

6More specifically, φm here is defined as the phase difference between the mth and the first experiment.
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a fit of which allows single-qubit phase estimates ϕ̂i to be determined up to an irrelevant global
offset phase. From these estimators the single qubit phase differences ϕ̂i− ϕ̂j can be determined,
providing information about transition frequency or position differences of the ions.

Estimating ϕi and φm fromN -particle correlations viaMLE and Bayesian
techniques

It will be shown in sec. 6.1.2 and 6.1.3 that considering higher order correlations provides a preci-
sion enhancement for the given phase estimation task, compared to only considering pair correla-
tions. Thus, we employ parameter estimation techniques based on MLE and Bayesian techniques
in order to extract the single-qubit phases from N -qubit correlations. Additionally, in this sec-
tion, Bayesian estimation is employed to characterize noise processes giving rise to decoherence,
by tracking the randomly fluctuating phase φm in time.

For estimation of the single-qubit phases ϕ = (ϕ1, ϕ2, . . .) the function P (q|ϕ) is intro-
duced, describing the likelihood of observing the single-shot measurement outcomeq = (q1, . . . , qN ):

P (q|ϕ) = 2−N

2π

∫ 2π

0
dφ

N∏
i=1

(1 + qi sin(ϕi + φ)) (6.12)

In order to simplify this expression, the integral over φ can be replaced by an average over N + 1
evenly distributed phases φm = 2πm/N 7. Evaluation of the log-likelihood function

L(Q|ϕ) = log
M∏

m=1

P (qm|ϕ) (6.13)

for a set of measurements Q = (qim) yields MLE phase estimates ϕ̂i.

The phase estimates ϕ̂i may then be used as a basis for estimating the random phaseφm. Asφm

fluctuates from one experimental realization to the next, single-shot Ramsey interferometry has to
be applied in order to extract it. Here, parameter estimation techniques essentially allow a Ramsey
fringe to be fitted to single-shot measurement outcomes qm ≡ (qim)Ni=1, despite the lack of
sinusoidal data, as shown in fig. 6.3d. The position of the single-shot Ramsey fringe with respect
to the ion crystal represents the phase φm for a given experimental realization. The likelihood
function for this estimation task is given by

P (qm|{ϕ̂i}, φ) = 2−N
N∏
i=1

(1 + qim sin(ϕ̂i + φ)), (6.14)

7This discretization is valid as 2π/N represents the periodicity of the highest Fourier component of the integral
kernel, meaning that essential features of the integral will be preserved.
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of similar form to the previous case in eq. 6.12. However, here φ is the parameter to be estimated,
with previously determined single-qubit phases ϕ̂i applied in the equation. The Bayesian estimate
for the random phase in experimental realization m is given by

φ̂m = arg(

∫ 2π

0
dφeiφP (qm|{ϕ̂i}, φ)), (6.15)

i.e. a weighted average over all possible phases φ with the weight given by the probability of ob-
serving the respective measurement outcome8. Tracking this phase from shot to shot allows the
temporal fluctuations of the local oscillator with respect to the qubit transition frequencies to be
characterized, which are either caused by instabilities of the oscillator or of the qubit energy levels
due to magnetic field noise.

Once estimates φ̂m are available it is also possible to perform BE in order to estimate single-
qubit phases ϕ. Here, the likelihood function is of the form

P (qi|ϕi, {φ̂m}) = 2−N
M∏

m=1

(1 + qim sin(ϕi + φ̂m)), (6.16)

where qi ≡ (qim)Mm=1. The Bayesian estimate for ϕ̂i is given by

ϕ̂i = arg(

∫ 2π

0
dϕeiϕP (qi|{φ̂m}, ϕ)). (6.17)

In sec. 6.1.3 a comparison of the phase uncertainty using MLE vs. BE is provided, showing that
while the Bayesian approach is computationally fast, it is less precise when estimating single-ion
phases ϕ.

Precision Limits in Estimating Phase Differences

This subsection is concerned with the fundamental limits of precision that can be achieved in our
phase estimation task when considering no dephasing, correlated dephasing and uncorrelated de-
phasing. Moreover, the precision limit when considering entangled input states is given.

Noiseless precision bound
In a first step a situation is considered where neither correlated nor uncorrelated dephasing is act-
ing on the qubits. Here, an N -qubit system can be modelled as a pure product state

2−
N
2

N∏
i=1

(|0⟩i + eiϕi |1⟩i), (6.18)

8Here, the prior is the assumed uniform probability distribution of φ over 2π, where all values of φ are considered
equally likely before observing the data.
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where the precision in estimating phase ϕi, given M measurements, is defined by quantum pro-
jection noise

σϕi
=

1√
M

. (6.19)

This expression is derived from the projection noise defined in eq. 2.12, where we model p =
0.5(1 + sin(ϕi)) and consider the condition

σp = |dp/dϕi|σϕi
. (6.20)

As each phase is estimated independently from the M measurements, the minimum uncertainty
when estimating a phase difference ∆ϕ = ϕ2 − ϕ1 is simply given by

σ∆ϕ =
√

σ2
ϕ1

+ σ2
ϕ2

=

√
2

M
, (6.21)

which represents the noiseless precision bound, i.e. the best precision that can be achieved with a
product input state in the absence of dephasing.
Bounds in the Presence of Correlated Dephasing
In the scenario where correlated dephasing is present, the uncertaintiesσϕi

in the individual phases
will not be independent. This has to be considered when applying error propagation of quantum
projection noise in order to find the uncertainty in the phase difference of two qubits

σN=2
∆ϕ =

√
4− cos2(ϕi − ϕj)√
M | sin(ϕi − ϕj)|

. (6.22)

This expression diverges at phase differences approaching values 0 and π, where the parity fringe
reaches an extremum, as illustrated in fig. 6.1, and becomes minimal at ∆ϕ = π/2. At the
minimum, the uncertainty in ∆ϕ is given by

minσN=2
∆ϕ =

2√
M

, (6.23)

larger by a factor of
√
2 than the noiseless precision bound derived in eq. 6.21, due to the reduced

contrast of at most 0.5 in correlation spectroscopy.
In our work we demonstrate that it is possible to beat this threshold by analysing higher-order

correlations in multi-qubit systems, eventually approaching the noiseless precision bound in eq.
6.21 in the limit of N → ∞. The improvement can be understood intuitively by recognizing
that estimating all single-qubit phase differences ∆ϕij = ϕi − ϕj allows for estimation of the
random phases φm for each experimental shot m, with higher precision the more particles are in
the system (see eq. 6.27). While this fluctuating random phase is the reason for necessitating the
use of correlation spectroscopy with reduced parity fringe contrast, its complete reconstruction
in time allows access to the full phase information. Instead of basing the analysis on a parity fringe
with reduced contrast we therefore harness single-shot Ramsey fringes with close to full contrast,
which essentially represents the noiseless limit. In sec. 6.1.3 this intuition is verified experimen-
tally: By analyzing N = 91 particle correlations of measurement outcomes an improvement in
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phase uncertainty is obtained compared to considering only pair correlations, approaching the
noiseless precision bound.

Bound in the Presence of Additional Uncorrelated Dephasing

So far the influence of only correlated dephasing on this phase estimation task was investigated. In
reality, however, there may be additional uncorrelated dephasing present in the experiment. The
aforementioned precision bound can be generalized to include this contribution by introducing
a finite contrast C0. The following derivations are provided in more detail in [38], here just the
most important steps are discussed. As a first step the finite contrast precision bound is defined,
describing a situation where only uncorrelated dephasing and no correlated dephasing is present.
The input state is here no longer the product state in 6.18 but becomes mixed according to

1

2N

∏
i

(
I + C0R̂ϕi

)
(6.24)

where R̂ϕi
= cos(ϕi)σ̂

(i)
x +sin(ϕi)σ̂

(i)
y .Here, in analogy to the previously given derivations, and

assuming that the phase ϕi is drawn from a uniform distribution, the uncertainty of estimating
ϕi is given by

σϕi
=

1√
M(1−

√
1− C2

0 )
(6.25)

which results in an uncertainty in estimating ∆ϕ = ϕi − ϕj of

σ∆ϕ =

√
2

√
M
√
1−

√
1− C2

0

. (6.26)

As a second step correlated dephasing is included in the model. This derivation is based on first
determining the uncertainty in estimating the common random phase φm

σφm =
1√

N(1−
√
1− C2

0 )
, (6.27)

which is dependent on particle number N . This expression is derived analogously as eq. 6.25,
with the exception of replacing M with N . The contrast of the single-shot Ramsey fringes is
limited by this uncertainty to

Cunscr. = C0 exp

(
− 1

2N(1−
√
1− C2

0 )

)
. (6.28)

Here, unscr. represents “unscrambled", referring to the fact that by tracking the random phase
φm the Ramsey fringes that are scrambled by decoherence processes are effectively reconstructed.
The contrast derived in 6.28 contains C0, reduced from full contrast of 1 by uncorrelated dephas-
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ing, as well as a further reduction from the finite precision achievable when estimating φm. The
uncertainty in the phase difference ∆ϕ is given by

σ∆ϕ(N,C0) =

√
2√

M(1−
√
1− C2

unscr.)
, (6.29)

where C0 in eq. 6.26 was simply replaced by the further reduced contrast Cunscr., to arrive at
this simple analytical model incorporating the effect of uncorrelated and correlated dephasing in
correlation spectroscopy. In fig. 6.4b the dark blue theory line represented by eq. 6.29 is compared
to experimental data. Besides this simple model, ref. [38] provides information on how the Fisher
information can be used alternatively, in order to determine precision bounds achievable for pair
correlations as well as N -particle correlations. As the states generated in our experiments do not
contain any entanglement, the classical Fisher information suffices for these analyses.
Precision Bound Using Entangled Input States or Nonlocal Measurements
As discussed in sec. 6.1.1 the quantum Fisher information provides insight into the precision
achievable in entanglement-enhanced phase estimation. While our experiments do not involve
the preparation of entangled states, these bounds are explored theoretically. In the case of two
qubits, phase estimation harnessing a Bell state would provide an advantage compared to the cor-
relation spectroscopy approach, due to the factor of 2 larger contrast of the parity signal and the
corresponding improved signal to noise ratio. This section summarizes how this advantage scales
with increasing particle number, with details to be found in [38] and its appendices. In order to
quantify the superiority in estimating phases offered by entangled states and nonlocal measure-
ments, the theoretical analysis has to be optimized over all possible input states and measurement
strategies. This optimization is achieved by minimizing the variance between any pair of qubits
via minimization of

1(
N
2

)∑
j>k

Var(ϕj − ϕk), (6.30)

yielding

σ∆ϕ =

√
N − 1

N

√
2

M
, (6.31)

with an analysis based on the quantum Fisher information matrix confirming this as the ultimate
precision limit for our estimation task. In fig. 6.4b the expression in eq. 6.31 is plotted as a red line,
illustrating this precision bound as a function of qubit number in comparison to experimental
data and the bound derived in eq. 6.29. The entanglement-enhanced limit can be reached via
several strategies based on initializing entangled input states and employing local measurements
in the x or y basis: One option is to prepare symmetric Dicke states of N particles with N/2
excitations9, which when measured in thexbasis result in the quantum Cramer-Rao bound given
in eq. 6.31. A second option is to probabilistically10 prepare the qubits in products of anti-parallel
Bell states. From eq. 6.31 it becomes evident that the advantage of using entangled states decreases

9Symmetric Dicke states are quantum states of an N qubit system which are symmetric under permutation of any
particles.

10Here, different pairs of qubits are entangled for each experimental realization.
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6 Quantum Correlations in Planar Ion Crystals

with increasing qubit number, with the phase uncertainty eventually approaching the noiseless
precision bound for largeN . The reason for this increase in uncertainty is frustration, prohibiting
the preparation of all pairs of qubits in anti-parallel states.

6.1.3 Experimental Implementation

In this section the implementation of correlation spectroscopy on a 91-ion planar crystal is demon-
strated. In particular, the measurement protocol for N -qubit correlation spectroscopy is pre-
sented along with experimental data from which phase uncertainties are determined.

Measurement Protocol

The N -qubit correlation spectroscopy measurement protocol, used for most measurements car-
ried out within this thesis work, is illustrated in fig. 6.2. Here, the ground state qubit transition
is probed in Ramsey experiments using a magnetic RF signal produced by the antenna described
in sec. 4.5. The first Ramsey π/2 pulse prepares the ions’ Bloch vectors in the equatorial plane.
Subsequently, the qubits’ superposition states undergo free evolution for a duration T , during
which correlated noise imprints a fluctuating collective phase φ onto the ions. Additionally, in-
dividual ions within the crystal acquire ion-specific phase shifts ϕi. After the free evolution time,
the second Ramsey π/2 pulse maps information about these accumulated phases into the mea-
surement basis, where it is read out via projective measurements. In data analysis the single-shot
measurement outcomes are correlated, which can be done in two distinct ways: One option is
to correlate the measurement outcomes of different ions probed at the same time, illustrated in
blue. Alternatively, correlations in the time domain can be investigated, by correlating outcomes
of consecutive measurements of a specific ion, illustrated in orange.

QuantumCorrelations within a 91 Ion Planar Crystal

This subsection presents data on correlation spectroscopy according to the protocol shown in fig.
6.2 performed on a planar Coulomb crystal consisting of 91 ions trapped in a potential character-
ized by the trap frequencies 2π (2196, 680, 343) kHz. In these experiments the Ramsey wait time
was chosen as T = 10ms, which at the time exceeded the coherence time of the qubit11. The
correlations of measurement outcomes of all pairs of ions are visualized as a correlation matrix,
shown in fig. 6.3a. More specifically, this matrix shows if the qubits are measured to be in the
same qubit state (yellow) or different states (green) at the end of the Ramsey sequence. Here, the
ion numbering is chosen to increase from the left to the right side of the crystal. A fringe pattern
can be observed, alternating between positive and negative correlation, with anticorrelations of
-0.5 indicating a phase difference of π between ions. A fit of the correlation matrix allows the
single ion phases ϕi to be reconstructed12. As only relative phases, not absolute phases, can be

11While now the coherence time of the ground state qubit in our apparatus is significantly longer (see sec. 5.5), the
measurements presented in this section were taken before the apparatus was enclosed in a magnetic field shielding.
Thus, when those measurements were carried out, after a Ramsey time of 5 ms already no single-particle coherences
were remaining.

12Note that this reconstruction is based only on pair correlations and can be further improved by harnessingN -particle
correlations.
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Figure 6.2: Measurement protocol of correlation spectroscopy: N qubits are simultaneously probed in
Ramsey experiments. The firstπ/2pulse prepares all qubits in the equatorial plane of the Bloch
sphere. During the free evolution time T of the Ramsey experiment the qubits pick up a col-
lective random phase φ, representing correlated dephasing, as well as ion-specific phase shifts
ϕi. The second π/2 maps the phase information back into the measurement basis. Finally, the
outcomes of projective measurements are correlated, either of different qubits probed at the
same time (column vector qm) or of the same qubit at different times (row vector qn). In this
way phase differences between qubits and the temporal evolution of phases can be character-
ized, respectively.

measured, the phase ϕ1 of qubit 1 is set to zero, with all other qubit phases considered relative to
ϕ1. The phases ϕi for all 91 ions are shown, modulo 2π, in fig. 6.3b. Here, a phase shift between
ϕ91 and ϕ1 of a bit more than 2π is observed, which results from a magnetic field inhomogeneity
across the ion crystal, giving rise to qubit-specific transition frequency shifts, described in detail
in sec. 6.1.4. While it would be possible to reduce this magnetic field gradient to a small value, for
the measurements presented here it was intentionally left larger as phases spanning over at least 2π
facilitates data fitting. From the single ion phasesϕi, phase differencesϕi−ϕjbetween two qubits
are reconstructed, and in fig. 6.3c the correlations between pairs of qubits i and j are plotted as a
function of the phase difference between them. Despite the lack of single particle coherence due
to fluctuating φ, the result is a parity fringe with a contrast of 0.5, which represents full contrast
in the context of this measurement technique.

Besides analyzing correlations of measurement outcomes of different ions probed simultane-
ously, the outcomes can also be studied and correlated in the time domain. In fig. 6.3d the mea-
surement outcomes of all 91 ions from a single experimental shot are plotted as a function of sin-
gle ion phases ϕi (yellow points). This representation allows for the reconstruction of single-shot
Ramsey fringes. Despite the absence of sinusoidal data due to considering only a single experi-
mental repetition and corresponding projective measurement outcomes of 0 or 1, it is possible to
identify the structure of a Ramsey fringe: For some phases the measurement outcomes are mostly
in the upper state, indicating the location of a fringe maximum, while for other phases outcomes
are mostly in the lower state, indicating a minimum. This reflects the concept that different ions
can be considered to occupy different locations within a single Ramsey fringe. The position of
the Ramsey fringe for a certain experimental cycle depends on the random phase φm at that mo-
ment. For example, the green circles in the figure represent a different measurement cycle, where
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6 Quantum Correlations in Planar Ion Crystals

the Ramsey fringe is roughly out of phase by π with respect to the yellow data13. In order to
reconstruct the most likely position of the single-shot Ramsey fringe, given the available data, a
Bayesian estimation is carried out, as described in eq. 6.15. This estimation finds the most likely
value of φm to have produced the observed outcomes of measurement m. Carrying out such an
estimation for each experimental cycle allows φ to be tracked over time, which in turn allows the
noise giving rise to decoherence to be characterized. In fig. 6.3e, two single-qubit Ramsey fringes
with nearly full contrast are displayed. These are obtained by binning the data into sets of similar
phase φm and then plotting the expectation value ⟨σ̂(i)

z ⟩ as a function of this phase.
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Figure 6.3: Correlation spectroscopy of a 91-ion planar crystal withM = 26852 experimental repetitions:
a) Correlation matrix visualizing pair correlations between all N qubits. These correlations are
limited to≤ 1/2 due to the reduced contrast in correlation spectroscopy. b) A fit of the corre-
lation matrix allows the ion-specific phases ϕ̂i to be estimated. c) Correlations between ions are
plotted as a function of the phase difference ϕi − ϕj obtained by analysis of N-qubit correla-
tions. d) The yellow points and green circles represent measurement outcomes of two different
experimental realizations, plotted as a function of the single-qubit phase estimates. The black
curve represents a single-shot Ramsey fringe, fitted to the yellow data points via Bayesian esti-
mation, in order to determine the common random phase φ̂m. e) By binning the data into sets
of similar φ̂m, single-qubit Ramsey fringes with nearly full contrast can be constructed. Here,
two out of the 91 single-qubit fringes are shown. Note that here ⟨Zi⟩ = ⟨σ̂(i)

z ⟩.

13From this example it becomes clear that averaging over multiple measurement outcomes would eliminate any con-
trast in the signal.
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Uncertainty in the Estimated Phases

This subsection investigates experimentally how the uncertainty in measuring phase differences
scales in N qubit correlation spectroscopy, with a comparison of the results made to theory de-
rived in sec. 6.1.214. Here, different types of correlations can be considered for analysis. Besides
solely correlating the measurement outcomes of the two qubits, whose phase difference should
be determined, one can take into account pair correlations of other qubits in the system that
were simultaneously recorded. Moreover, higher-order correlations can be analyzed up to the full
counting statistics of N -qubit correlations. In sec. 6.1.2 it was derived that considering higher-
order correlations in the analysis leads to an improvement in phase estimation for a finite number
of experimental repetitions. In order to demonstrate this experimentally, the data presented in
sec. 6.1.3 is divided into 134 subsets of 200 samples each, representing independent experiments.
For each subset, the single qubit phase difference estimates ϕ̂i − ϕ̂j are reconstructed. This es-
sentially results in 134 realizations of each phase difference, with the phase uncertainty estimated
from the spread of these values, quantified by the standard deviation. The phase uncertainty as a
function of the phase difference is shown in fig. 6.4a. Here, yellow points correspond to the case
where two-qubit correlations are considered. These points do not span the full range of phases as
points with contrast higher than 0.5 are omitted. For these pair correlations the phase uncertainty
becomes lowest at phase difference π/2 as the slope of the parity fringe is steepest here, which is
expected from eq. 6.22. The experimentally observed uncertainty is well described by this ex-
pression, shown as an orange line in fig.6.4a, which represents the limit imposed by quantum
projection noise (under correlated dephasing). Carrying out MLE of the observed N-bit strings
as described in sec. 6.1.2 allows the phase uncertainty when considering N -qubit correlations to
be determined. These uncertainties are represented by the green points in fig. 6.4a, with the white
line illustrating the average over all points, demonstrating a clear improvement compared to the
case of considering only two-particle correlations. The black dashed line in the figure represents
the noiseless precision bound σ∆ϕ =

√
2/M . Notably, our data comes within about 10 percent

of this limit.
Having shown that the analysis of higher-order correlations is advantageous in the context of

measurement precision, the question remains how the uncertainties scale with the number of
qubits in the sensor network. In order to investigate this, the data is split into subsets of specific
qubit number, with each subset containing single-qubit phases approximately evenly distributed
over 2π. As before, in order to estimate the phase uncertainty, the data subsets are split and an-
alyzed in partitions of 200 experimental realizations. While for the previous analysis only MLE
was employed, here both MLE and BE are used for determining the single-ion phases, which al-
lows for a comparison of the two methods. The resulting phase uncertainties are shown in fig.
6.4b. With increasing qubit number, the uncertainty decreases, asymptotically approaching the
black line representing the noiseless precision bound for N → ∞. The theoretical prediction
of the finite contrast precision bound, as derived in eq. 6.29, is shown as a dark blue line. The
experimental results obtained via MLE (dark blue points) agree well with this model, while the
uncertainties obtained via BE approach the ones obtained via MLE only in the limit of large qubit
number. Thus, it can be concluded that BE provides a more imprecise result, compared to MLE,

14Note, that as the measurement results on which the uncertainties are based on are assumed to be normally dis-
tributed, the estimator is considered to be unbiased [167].
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6 Quantum Correlations in Planar Ion Crystals

for this estimation task. Additionally, the dependence of phase uncertainty on data sample size
was investigated for a fixed number of N = 91 qubits, shown in the inset of fig. 6.4b. The phase
uncertainty reduces with increasing sample size, with the data agreeing well with the noiseless pre-
cision bound, illustrated as a black line, which means that the uncertainty is still projection-noise
limited atM = 104 samples. Finally, in order to illustrate how the uncertainties achievable in cor-
relation spectroscopy compare to entangled input states, the bound derived in eq. 6.31 is shown
as a red line in fig. 6.4b. While in the case of few qubits an initial advantage of precision is vis-
ible, it vanishes for large qubit numbers, with the entanglement-based bound also approaching
the noiseless precision limit.
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Figure 6.4: Uncertainty in phases estimated fromN -qubit correlation spectroscopy, based on the data pre-
sented in fig. 6.3: a) The phase uncertainty is calculated for pair correlations (yellow data points)
and 91-qubit correlations (green data points), with the solid white line representing the average
of the green data points. The yellow points do not span the full range of phases as data which
produces correlations exceeding 0.5 is omitted. Grey dashed and solid yellow lines represent the
noiseless precision bound in eq. 6.21 and the two-qubit limit under correlated dephasing in eq.
6.22, respectively. b) The phase uncertainty is investigated in dependence of qubit number and
sample size. The data is analyzed in samples ofM = 200 experimental realizations. Here, phase
estimation is carried out via MLE (dark blue data points) and BE (light blue points), which al-
lows for a comparison of the two methods. The theoretical prediction for phase uncertainty as
a function of qubit number, derived in eq. 6.29, is shown as a solid dark blue line (C0 = 1)
and a dashed blue line (C0 = 0.995), with the finite contrast C0 determined from a fit to the
experimental data. The black line represents the noiseless precision bound. The optimum un-
certainty achievable with entangled input states, given in eq. 6.31, is illustrated as a red line. The
figure inset displays the phase uncertainty achievable when harnessing 91 qubit correlations, as
a function of the sample size, with the black line representing the noiseless precision bound.

6.1.4 Applications

Correlation spectroscopy is a useful and versatile tool which can be applied in different ways, e.g.
for the determination of spatial transition frequency differences, relative ion positions and to char-
acterize noise processes (giving rise to decoherence) in the time domain. In the context of this
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6.1 Correlation Spectroscopy with Multi-Qubit-Enhanced Phase Estimation

thesis this tool is predominantly used on large planar ion crystals in order to characterize and op-
timize our experimental setup in a variety of ways. First, a magnetic field gradient, giving rise to
transition frequency shifts across the ion crystal, is determined and compensated. As a second ap-
plication, the screening performance of our magnetic field shielding in the low frequency domain
is characterized. As a third application, the alignment of our Raman laser beams with respect to
the ion crystal plane is optimized. In this way, coupling to the out-of-plane motional modes is
maximized while undesired coupling to in-plane modes is minimized. Additionally, an overview
of further applications is presented that were realized in experiments with long strings of ions in
a separate experimental apparatus.

Characterizing aMagnetic Field Gradient

In this section the spatial arrangement of reconstructed qubit-specific phasesϕi is used to quantify
transition frequency shifts across a 91-ion crystal, that arise from a magnetic field gradient. A
visual representation of these phases, plotted as a function of position, is shown in the top image
of fig. 6.5. Here, a linear fit function is applied to the data, shown as colored lines that represent
contour lines of constant phase. The fit parameters thus represent the phase gradient that emerges
over the timescale of the Ramsey experiment (T = 5ms), which can be related to the spread in
qubit transition frequencies across the ion crystal. Here, the expression

γµBBgrad =
ℏa
T

(6.32)

can be used, connecting the observed phase gradient, quantified by fit parametera, to the expected
energy splitting due to the Zeeman effect. Here, γ = m1g1 −m2g2 represents the difference of
the product of magnetic quantum number and Landé factor of the ground states, µB is the Bohr
magneton andBgrad is the magnetic field gradient to be determined. From this analysis a magnetic
field gradient of 0.85(1) G/m is extracted, which has an angle of 38.6(4) degrees with respect to
the horizontal direction of the camera image. The transition frequency difference from one side
of the ion crystal to the other corresponds to (ϕmax − ϕmin)/(2πT ) = 218.2(8)Hz. Residu-
als, which remain after subtracting the dominant linear contribution from the phase gradient, are
shown in the central image of fig. 6.5. Here, we observe a small quadratic contribution, indicating
higher order terms in the magnetic field structure. After subtracting a quadratic fit function from
the data only minor residuals on the order of 1 Hz remain, shown in the bottom row of the fig-
ure. This measurement demonstrates that small magnetic field gradients giving rise to transition
frequency differences across an ion crystal can be measured precisely with probe times exceeding
the single-particle coherence. Precise measurement of such a gradient allows it to be minimized:
In our apparatus, correlation measurements were carried out for various configurations of perma-
nent magnets and currents applied to the pair of gradient-compensation coils placed around the
ion trap, until the optimum configuration was found, with the gradient reduced to 10Hz across
the 91-ion crystal (see also sec. 4.3).
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Figure 6.5: Magnetic field gradient across a 91-ion crystal giving rise to transition frequency shifts: Phase
differences were determined via correlation spectroscopy techniques considering 19736 experi-
mental realizations. Here, the ground-state qubit transition was probed in Ramsey experiments
with a probe time of T = 5ms. Top: Single-ion phase estimates are plotted as a function of
position within the 91-ion crystal, with contour lines indicating constant phases. Center: Sub-
tracting the dominant linear gradient determined from a fit uncovers a small quadratic contri-
bution to the field gradient. Bottom: The residuals from a quadratic fit along both axes of the
camera image are shown, with a small contribution of a linear and cubic function in y and no
visible systematic structure along the z direction. Grey rectangles represent a measurement un-
certainty of one standard deviation as expected from quantum projection noise.

Measuring Fluctuations of the Earth’s Magnetic Field

After enclosing our experimental apparatus inside a magnetic field shielding, the coherence time
on the ground state transition increased to about 130 ms (without spin echo). In this section cor-
relation spectroscopy is thus not used to extend the probe time of the ions beyond the coherence
time, but only to temporally track phase changes emerging in a 91 ion crystal. In this way, the
earth’s magnetic field can be used as a tool to determine the screening performance of our mag-
netic shield at low frequencies. In these measurements, the ions were again probed via Ramsey
experiments on the ground state transition, here with a free evolution time of 20ms. From the
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Figure 6.6: Measurement of the earth magnetic field fluctuations on the night of december 1st to 2nd 2023:
a) The magnetic field along three spatial directions is shown, with the data provided by the geo-
physical observatory Fürstenfeldbruck near Munich. b) The data from the observatory is shown
in blue, with the two horizontal directions weighted to represent the magnetic field change
along the quantization axis in our experiment. The orange curve represents the magnetic field
changes seen by our ions, determined via correlation spectroscopy. In order to overlap the two
data curves, the observatory data was divided by a factor of 66, representing the screening per-
formance of the magnetic shield. In the ion signal peaks can be observed towards the end of the
night, resulting from trams going by the building again after the overnight break.

single-shot measurement outcomes, the temporally varying phase φm is extracted, these phase
changes converted to magnetic field variations via the methods described in the previous sub-
section. These measurements were carried out over a timescale of about 8 hours during a geo-
magnetic storm, leading to particularly strong variations of the earth’s magnetic field during that
time. Our results are compared with data taken at the same time in the geophysical observatory
Fürstenfeldbruck near Munich, the closest observatory for magnetic field sensing to our location
in Innsbruck. They provide data of the earth’s magnetic field along three directions as shown in
fig. 6.6a. As the ions in our apparatus are only sensitive to magnetic field variations along the
quantization axis, its orientation with respect to the reference directions of the observatory has to
be determined in order to compare the two data sets. Here, the two (mean subtracted) horizontal
magnetic field components from the observatory, stored in matrix X = (Bx,By) are weighted
to fit the data measured in our apparatus, stored in vector y. Estimation of the weight vector w
is performed via

w = X+y = (XTX)−1XTy (6.33)

where X+ represents the pseudoinverse of X. The norm of the weight vector relates to the at-
tenuation factor of our magnetic field shielding at low frequencies, which was determined to be
about 66. This value is consistent with the measurements of shielding performance carried out by
the manufacturer that were shown in fig. 4.8. The ratio of the weights describes the angle of our
quantization axis with respect to the east-west direction of the observatory viaarctan (w1/w2) =
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38.11 degrees. The two data curves are shown in fig. 6.6b, with the data from our experiment dis-
playing additional structure starting at about 380 min into the measurement, which coincides
with the schedule of trams going by the building in which our laboratory is located.

Further Applications of Correlation Spectroscopy on Linear Ion Crystals

Besides correlation measurements carried out on large planar ion crystals, in our work presented
in [38] additional data was shown where correlation spectroscopy techniques were applied on
long linear ion chains in a different experimental setup (QSIM). Here, ion positions as well as
quadrupole and Zeeman shifts were determined, and laser phase noise characterized. In these
measuremens the optical qubit in 40Ca+ was manipulated with laser light at 729 nm, with the
option of probing ions from two different directions, i.e. along the symmetry axis and perpendic-
ular to it. Instabilities of the magnetic field as well as laser phase noise are no limitations as here
again only correlations in the measurement outcomes are analyzed.

In a first experiment, transition frequency differences were investigated in a linear ion crystal of
51 ions. Here, aside from Zeeman shifts arising from a magnetic field inhomogeneity across the ion
crystal, electric quadrupole shifts cause additional transition frequency variations. Ramsey exper-
iments were carried out with a wait time of T = 40ms with the two laser pulses illuminating the
ions from the same direction. In this way, the phase differences of the qubits are not related to the
position of the ions, but, as in the previous subsections, only arise from transition frequency dif-
ferences. Correlation spectroscopy allows these cumulative transition frequency variations to be
measured precisely. Moreover, a separation of contributions from Zeeman and quadrupole shift is
achieved by probing the two stretch-state transitions 42S1/2(mj = ±1/2)←→ 32D5/2(mj =
±5/2), for which the Zeeman shift has an opposite sign while the quadrupole shift does not.

In order to measure ion-position differences, a linear ion string of 62 ions was probed in Ramsey
experiments with each Ramsey pulse coming from a different direction. Here, the free evolution
time between the Ramsey pulses was chosen as short as possible to prevent the qubits from picking
up a phase due to transition frequency differences. Ion-position differences can be inferred from
the measured phase differences as in this case they stem only from the (k⃗1 − k⃗2)r⃗ term in eq.
6.1. Once the ion-position differences have been determined, anharmonicities in the trapping
potential, giving rise to non-uniform spacing between the ions, can be characterized, their effect
well visible over the macroscopic length of the ion string of 200 μm.

Furthermore, correlations in the time domain were analyzed in order to track the position of an
elevator giving rise to magnetic field changes, to characterize low-frequency noise of the 729 nm
laser and differential path length fluctuations within two optical fibers which guide the laser light
to the ions.

Hybrid-Ramsey Correlation Spectroscopy for Raman-Beam Alignment

In this section another application example of correlation spectroscopy is demonstrated: for align-
ing the Raman laser beams optimally with respect to the ion crystal plane. Theory on Raman
beams coupling off-resonantly to the out-of-plane motional modes of the ion crystal in order to
mediate entangling interactions was presented in sec. 3.3.5. Here, an optimal alignment of the
beams is crucial in order to maximize the coupling between the laser field and ion motion, and in
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turn maximize the spin-spin interaction strength, while avoiding coupling to in-plane motional
modes. Piezo-controlled mirror holders provide the ability to precisely tune the position and an-
gle of the Raman beams with respect to the ion crystal. For the first Raman beam, propagating
perpendicular to the magnetic field axis, alignment is optimized by minimizing Stark shifts that
arise when this beam has undesired overlap with the quantization axis. Correlation spectroscopy
is subsequently applied in order to align the second Raman beam, which propagates along the
quantization axis, with respect to the first beam15. More specifically, phase difference across the
ion crystal arising from the differential k vector not being aligned perpendicularly to the ion crys-
tal plane, are made accessible via correlation spectroscopy techniques.

Differential 

-60 -40 -20 0 20 40 60

z ( m)

-20

-10

0

10

20

y
 (

m
)

0

/2

re
la

ti
v
e

 p
h

a
s
e

-60 -40 -20 0 20 40 60

z ( m)

-20

-10

0

10

20

y
 (

m
)

0

/2

re
la

ti
v
e

 p
h

a
s
e

a) b)

Figure 6.7: Optimizing the alignment of the Raman laser beams by applying correlation spectroscopy to
a 91-ion planar crystal: The top and bottom images relate to imperfect (∆ϕ ̸= 0) and perfect
(∆ϕ = 0) beam alignment, respectively. a) A schematic representation of the Raman beams
with respect to the ion crystal plane (top view) is shown. b) Experimental data showing the
phase distribution across the ion crystal.

Measurement protocol
The correlation spectroscopy protocol for this measurement is slightly modified compared to the
one applied in previous subsections, as here a hybrid-Ramsey experiment is required. The defini-
tion of hybrid-Ramsey in this context is that the first Ramsey pulse is applied via the RF antenna,
whereas the second Ramsey pulse is applied via the Raman laser beams (in counter-propagating
configuration). The first Ramsey pulse imprints the same phase to all ions in the crystal due to the
large wavelength of the RF field. The second Ramsey pulse imprints its spatial phase distribution
on the ions which is directly related to the orientation of the differential k vector with respect to

15Note, that this correlation spectroscopy method is combined in an iterative way with measurements probing the
ions’ micromotion along the out-of-plane direction via the Raman beams. This ensures not only correct alignment
of the Raman beams with respect to the crystal plane but also correct alignment of the crystal plane within the
trapping potential.
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6 Quantum Correlations in Planar Ion Crystals

the crystal plane. Since there is no phase coherence between the first and second Ramsey pulse
due to mechanical drifts of the optical setup leading to shot-to-shot variations of the phase of
the Raman light field, we rely on correlation spectroscopy to extract information about the spa-
tial phase distribution. In order to prevent the ions from picking up any other phase differences,
the free evolution time is set to T = 0. In these experiments, a phase gradient ∆ϕ = 2π∆l/λ
across the ion crystal is dependent on the Raman light wavelength λ as well as the length differ-
ence ∆l = l1− l2, with the lengths l1 and l2 relating to the angles between the respective Raman
beam wave vector and the crystal plane, as shown in 6.7a. The sketches illustrate two scenarios in
which the Raman beams are imperfectly (top) and perfectly (bottom) aligned, respectively. In the
first case of bad alignment a phase gradient across the ion crystal is present as ∆l ̸= 0, while in
the second case, where keff is aligned optimally with respect to the ion crystal plane, ∆ϕ equates
to zero. Figure 6.7b shows examples of the ion-dependent phases across a 91-ion crystal in the
case of imperfect and optimized alignment of the Raman beams. The position-dependent phases
ϕi are extracted from the outcomes of the hybrid-Ramsey experiments analogously to previous
subsections. In the optimized case, l1 − l2 is minimized to 40 nm across the 91-ion crystal.

6.2 Spin Squeezing and Entanglement Generation

While the previous section presented results on harnessing quantum correlations in the form of
discord, the work in this section demonstrates the ability to create stronger quantum correlations,
i.e. entanglement, in our apparatus. While entanglement constitutes a fundamentally interesting
phenomenon to be studied, it can also be used as a tool for enhancing sensitivity in metrological
applications. Indeed, one example of this concept was already demonstrated theoretically in the
previous section, with entanglement providing a benefit in the investigated phase estimation task
for small qubit numbers. More generally, it has been shown that maximally-entangled states allow
for approaching the ultimate Heisenberg limit of precision [160, 168]. While long-range entangling
interactions lead to stronger correlations between distant parts of a quantum system, which in-
tuitively results in enhanced sensitivity in sensing tasks, in our experiments we demonstrate that
the shorter-range interactions available in our experimental apparatus can provide metrological
advantage as well. Here, we investigate spin squeezing, which has recently been implemented in
long strings of 40Ca+ ions, representing up to 51 spin [40]. Our work extends these experiments
to a planar 19-ion crystal, with spins here not encoded in the optical but the ground state qubit
transition. The finite-range interactions employed for spin squeezing are well-approximated by
the one-axis twisting model [39] yielding a highly-squeezed state quantified by a Wineland param-
eter of below -6 dB. This serves as evidence of successfully creating multi-partite entanglement
within a planar ion Coulomb crystal in our apparatus.

6.2.1 Introduction to Spin Squeezing

Squeezing constitutes an important tool in the context of quantum metrology, allowing for mea-
surement precision defined by the SQL to be surpassed. As briefly introduced in sec. 2.4.4, the
key idea of squeezing is to manipulate the variances of a pair of complementary variables, such that
the variance of one of them is reduced while the variance of the other increases. A measurement of
the squeezed variable will thus be more precise than would be possible classically. Here, squeezed
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6.2 Spin Squeezing and Entanglement Generation

Figure 6.8: Spin Squeezing illustrated on a collective Bloch sphere: a) A coherent spin state (CSS), repre-
senting a system of N spins, is aligned with the x axis of the Bloch sphere. b) The action of
the one-axis twisting (OAT) Hamiltonian can be visualized by a sheering effect which results in
the spin-squeezed state (SSS) shown in c. d) Aligning the SSS in this way, where the direction
along which variance is minimized lays within the equatorial plane of the Bloch sphere, allows
the best achievable precision in phase sensing. e) In order to determine the minimum variance
(axis) of the SSS, the angle θ is scanned by performing a rotation around the x axis.

light is a prominent example, e.g. used to enhance the sensitivity of gravitational wave detectors.
In the experiments carried out in this thesis, squeezing is instead employed on a system of spin-1/2
particles, each spin represented by an ion within a planar N = 19 ion Coulomb crystal. Here,
a collective spin vector Ŝ of the system is defined, initially prepared in an uncorrelated coherent
spin state (CSS), with all spins prepared in the equatorial plane of the Bloch sphere, aligned along
the x axis:

|x⟩ = ⊗N
i=1|+⟩i (6.34)

This state is useful for phase sensing, as demonstrated in our work on correlation spectroscopy,
but since it is not an eigenstate of the measurement basis, it exhibits a coherent spread set by the
SQL. The uncertainties of the CSS are isotropic, i.e. equal for both spin components normal
to the spin vector, represented by the circular quasiprobability distribution shown in fig. 6.8a.
This classical noise distribution can be sheared into a spin squeezed state (SSS) by the interactions
described in the subsequent subsection. The SSS has a smaller variance along the squeezed axis of
the spin and, as the Heisenberg uncertainty principle

⟨(∆Ŝi)
2⟩⟨(∆Ŝj)

2⟩ ≥ 1

4
|⟨Ŝk⟩|2 (6.35)

has to hold [39], with i ̸= j ̸= k ∈ (x, y, z), the orthogonal axis to the squeezed axis is anti-
squeezed. This manifests in an elliptical shape of the quasiprobability distribution, as illustrated
in fig. 6.8c. As such, squeezing can increase measurement precision, e.g in phase sensing when the
direction along which variance is minimized lays within the equatorial plane of the Bloch sphere
(as in fig. 6.8d). While for the CSS the phase uncertainty scales as ∆ϕSQL = 1/

√
N it is possible

to achieve a Heisenberg scaling of 1/N in a SSS [56]16. Spin squeezing and thus the sensitivity

16Note, that for the one-axis twisting protocol used in our experiment rather a N−2/3 reduction in uncertainty with
the particle number is expected, as discussed below.
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6 Quantum Correlations in Planar Ion Crystals

enhancement in measurements can be quantified by the Wineland parameter [56, 159]. It can be
expressed in the form

ξ2 = (
∆ϕ

∆ϕSQL
)2 (6.36)

describing the metrological gain in phase sensitivity by comparing the phase uncertainty ∆ϕ of
the SSS with the uncertainty achievable with a CSS. An alternative form in which to express the
Wineland parameter is given by

ξ2 =
N⟨(∆Ŝn⊥)

2⟩
|⟨Ŝ⟩|2

(6.37)

which compares the minimized variance to the collective Bloch vector’s length. Here, n⊥ is the
axis transverse to the collective Bloch vector, along which the variance ⟨(∆Ŝn⊥)

2⟩ = ⟨(Ŝn⊥ −
⟨Ŝn⊥⟩)2⟩ is minimized. These quantities are measured in our experiments via global rotations of
the spin system as described in sec. 6.2.3. In a spin squeezed state the individual spins are more
tightly correlated with each other than would be possible in a classical system. Due to this natural
connection between squeezing and entanglement, the Wineland parameter witnesses entangle-
ment when its value is ξ2 < 1.

6.2.2 Entangling Interactions for the Creation of Spin Squeezing

Establishing the strong correlations required to generate a squeezed state in a system of spins,
necessitates the use of entangling interactions. Here, the one-axis twisting (OAT) model is a well
known example, with dynamics under the Hamiltonian

ĤOAT =
χ

2

N∑
i<j

σ̂(i)
z σ̂(j)

z (6.38)

allowing for the generation of spin squeezed states17 [39]. The action of this Hamiltonian can be
imagined by considering the Bloch sphere to be twisted along the z direction, with the north and
south poles being rotated in opposite directions, as illustrated in fig. 6.8b. This process shears
the isotropic quasiprobability distribution of the CSS into an elliptical one. The Hamiltonian in
eq. 6.38 is of analogous structure to the MS Hamiltonian introduced in sec. 3.2.3. As such, the
OAT model describes an infinite-range interaction which produces all-to-all connectivity within
the spin system. Within this model, the Wineland parameter ideally scales as N−2/3 [39]. It is
thus beneficial to prepare spin squeezed states in large systems in order to produce more strongly
squeezed states. While establishing all-to-all connectivity is difficult or impossible in many ex-
perimental systems, trapped ions in principle offer this possibility, e.g. by mediating long-range
interactions in linear ion chains via a single axial motional mode of the ion crystal. However, as the
system scales up it becomes increasingly challenging to maintain sufficient control for carrying out
such an operation with high fidelity, e.g. due to heating effects. In that sense, the finite-range inter-
actions available in our experimental system, where entanglement is mediated by many motional

17Moreover, such dynamics can also produce other states when the system is oversqueezed during long evolution times,
such as multi-headed cat states.
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6.2 Spin Squeezing and Entanglement Generation

modes of the ion crystal simultaneously, constitute a more scalable type of interaction and in-
deed in [40] it has been demonstrated that these interactions can also reliably create spin-squeezed
states.

As presented in sec. 3.2.3, certain spin Hamiltonians can be realized within an ion crystal by
illuminating the ions with a bichromatic laser field that couples off-resonantly to the out-of-plane
motional modes of the ion crystal, where the interaction strength between particles follows the
power law in eq. 3.63, the interaction range dependent on the parameter α. This parameter re-
lates to the detuning of the laser field from the motional modes. By introducing an additional
centerline detuning, the transverse field Ising Hamiltonian in eq. 3.59 can be implemented. In
the context of spin squeezing the use of the transverse-field Ising Hamiltonian is not ideal because
it does not suppress collective spin flips, meaning that the collective spin vector of the system may
rotate out of the equatorial plane of the Bloch sphere. This, in turn, reduces the sensitivity of the
measurement and should thus be avoided. The XY Hamiltonian, on the other hand, conserves
the number of spin excitations and thus stabilizes collective behavior. As discussed in sec. 3.2.3
this Hamiltonian emerges from the transverse field Ising model in the limit of strong transverse
B field, i.e. operating at large centerline detuning. The resulting power-law XY Hamiltonian

ĤPL−XY =
∑
i<j

Jij

(
σ̂
(i)
+ σ̂

(j)
− + σ̂

(i)
− σ̂

(j)
+

)
(6.39)

is employed for the creation of squeezing in our apparatus. In order for this Hamiltonian to ap-
proximate the scaling of the OAT model, the condition α < 2D/3 must be satisfied [169], where
D is the spatial dimensionality of the spin system, which in our case equals 2.

6.2.3 Spin Squeezing in a 19-Ion Planar Crystal

A planar 19-ion crystal is stored in a potential characterized by the secular frequencies 2π (2223,
697, 360) kHz18, each ion encoding a spin-1/2 particle whose basis states are represented by the
Zeeman states of the 4S1/2 ground state manifold. The experimental sequence for creating and
probing spin squeezed states is described in the following. First, the spins are brought into the
equatorial plane of the Bloch sphere via a resonant globalπ/2Raman pulse, aligning the collective
spin vector with the x axis (see fig. 6.8a). Subsequently, bichromatic Raman laser light is applied
for a certain time τ , which induces dynamics under the Hamiltonian 6.3919. These entangling
Raman beams have a detuning to the highest frequency out-of-plane (COM) mode of 80 kHz
with an additional center line detuning of 15 kHz, resulting in an interaction strength between
spins quantified by J0 ≈ 1000 rad/s20 and α ≈ 1. The Wineland parameter is determined
for different values of τ in order to find the interaction time for which squeezing is maximized.

18The spatial structure of the 19-ion crystal as well as the structure of a few of its motional modes can be seen in fig.
3.2.

19In order to mitigate dephasing during the entangling interaction, a spin echo pulse is applied which splits the in-
teraction into two laser pulses of length τ/2. This spin echo operation constitutes a π rotation along the x axis,
leading to a rephasing during the second half of the interaction while increasing the spin squeezing in the state.

20J0 represents the maximum value of the spin-spin coupling strength Jij , which can be modeled as Jij = J0/|i−
j|α.
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Figure 6.9: Results on squeezing a spin system represented by a 19-ion planar Coulomb crystal: a) The
phase ϕ is scanned in order to determine the collective Bloch vector’s length which is given by
the contrast of the fringe. The duration τ of the entangling interaction pulse was varied from
0 (black data points) to 600 μs (yellow data points). The length of the Bloch vector shrinks as
interaction time increases. b) In order to find the minimum variance (axis), the readout angle θ
is scanned. For a CSS a straight line is observed as the spin vector rotates which transforms into
a fringe as interaction time increases. The minimum of the fringe is used in the calculation of
the Wineland parameter. c) The Wineland parameter is plotted as a function of the interaction
time. A minimum of -6.3(3) dB is observed at about 330 μs. The Wineland parameter subse-
quently rises again due to oversqueezing of the state. The dotted line represents the classical
bound, above which the spin state shows no evidence of entanglement and metrological gain
over classical strategies. d) A histogram of the total magnetization is shown, measured along the
axis of minimal variance for the SSS. Gaussian fits are applied to the data in order to determine
the variance of the distributions.

Measurement of the Wineland parameter according to eq. 6.37 only requires collective rotations21

on the spin states, generally described by

R̂(θ̃, ϕ̃) =
∏
j

e
−i θ̃

2

(
σ̂
(j)
x cos ϕ̃+σ̂

(j)
y sin ϕ̃

)
, (6.40)

21Note that resonant laser pulses are comprised of a composite pulse sequence [144] in order to compensate coupling
strength inhomogeneities arising from the Gaussian intensity profile of the beams.
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6.2 Spin Squeezing and Entanglement Generation

where j denotes the individual spins and θ = θ̃ and ϕ = ϕ̃ + π/2 are the polar and azimuthal
angles of the Bloch vector. While a projective measurement determines the expectation value of
Ŝz , i.e. the collective spin state in the z basis, it is possible to perform measurements in arbitrary
bases

Ŝθ,ϕ = R̂†(θ̃, ϕ̃) Ŝz R̂(θ̃, ϕ̃) (6.41)

by applying global rotations before measurement. Determining the Wineland parameter necessi-
tates measurement of the collective Bloch vector’s length as well as the minimized variance along
the direction n⊥. In a first step, in order to find the Bloch vector length, measurements on the
spin system were carried out in different bases within the equatorial plane of the Bloch sphere,
effectively scanning the parameter ϕ̃. For interaction times between 0 and 600 μs this phase scan
is shown in fig. 6.9a. Here, the presence of a small offset phase ϕ0 of the fringe minimum from 0
indicates the Bloch vector not being perfectly aligned with the x axis of the Bloch sphere, which
may result from Stark shifts and must be taken into account in subsequent measurements. The
contrast of the observed fringes represents the Bloch vector length, which decreases as interaction
time increases. Note, that a shrinking of the Bloch vector is expected in squeezing, with the av-
erage of the spin projection along the measurement axis reducing as the spins spread out across
the Bloch sphere in the antisqueezed direction, and is not necessarily an effect related to decoher-
ence. In a second step, in order to determine the minimum variance of the SSS, the measurement
basis was aligned with ϕ0, and the angle θ is scanned via a resonant Raman pulse, which rotates
the Bloch vector around the measurement axis22. When performing projective measurements,
this effectively allows the variance to be scanned in the plane orthogonal to the spin vector, to
find its minimum. These measurements are illustrated in fig. 6.8e with data presented in fig 6.9b,
again for interaction times between 0 and 600 μs. Here, as expected, a flat line is observed when
probing a CSS with an isotropic probability distribution. In the case of a SSS, however, oscilla-
tions can be observed, as the variance changes when rotating the spin vector. The angle at which
the fringe minimum occurs corresponds to the minimum variance axis with the minimum of the
fringe constituting the lowest achievable uncertainty.

The Wineland parameter is shown in fig. 6.9c, as a function of the entangling interaction time
τ . Here, the lowest point at -6.3(3) dB is observed after only about 330 μs of interaction time
and comes close to the noiseless limit for squeezing under the XY model of about -7 dB. After
reaching the minimum value the Wineland parameter rises for longer interaction times due to
overqueezing. Here, both a reduction in Bloch vector length as well as an increase in variance
occurs as states other than a SSS are created. Oscillations are visible in the data which stem from
that fact that the XY interaction realized in the experiment is imperfect, with off-resonant terms
of the transverse-field Ising model not being negligible23. Figure 6.9d presents another, more
intuitive visualization of the squeezing results. Here, the spin magnetization is plotted for the
CSS (yellow) and the most sensitive SSS (green), respectively, showing that the latter exhibits a
variance lower by more than a factor of 5 compared to the CSS.

The limitations in these measurements which prevent us from reaching the noiseless precision
bound may stem from decoherence processes. Here, it is assumed that spontaneous scattering of

22This Raman pulse has a phase that is offset by π/2 from the first Raman pulse which prepared the spins along x.
23The frequency of the oscillations relates to the centerline detuning. In recent measurements it was shown that it is

indeed possible to remove these oscillations by laser pulse shaping of one Raman beam.
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6 Quantum Correlations in Planar Ion Crystals

the Raman laser light does not impose a restriction to the achievable Wineland parameter. First of
all, scattering represents an uncorrelated decoherence process, which is in general less harmful in
experiments where entangling interactions are harnessed [46]. Secondly, the interaction timescale
is comparatively short, such that scattering as well as heating of the motional modes, which con-
stituted a limit to the coherence in [40], do not become relevant in our experiment. On the other
hand, collective decoherence from magnetic field instabilities, differential changes in optical path
length between the Raman beams, and laser light reflections illuminating the ion crystal may be
dominant sources of decoherence.

6.2.4 Outlook on Variational Optimization of Spin-Squeezing in Large
Planar Crystals

In the aforementioned experiments, the interaction time and readout angle were scanned in order
to find out which system parameters would prepare the spin system in the most sensitive SSS. In a
recent collaboration with theorists an algorithm for optimal parameter search was developed and
implemented in our apparatus in order to automatize this process. Here, a feedback loop is estab-
lished between a classical computer and our experimental system, which performs two-parameter
optimization of τ and θ to minimize the Wineland parameter. These measurements were carried
out with up to 91 ions in a planar crystal, with the results subject to a future publication.
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7 Summary andOutlook

This thesis presented the development of a new ion trap apparatus for control-
ling planar ion Coulomb crystals of up to 105 ions in a RF trap. In ch. 2 and 3
relevant theory background was given on quantum information science, in par-
ticular with respect to the trapped ion platform. In ch. 4 technical details on the
key components comprising the apparatus were discussed. This includes the de-
sign, setup and control of a monolithic linear Paul trap that allows for creation

of the anisotropic potentials required for storing 2D ion crystals while offering excellent optical
access for imaging and laser-addressing of the ions to first order free of micromotion. The chapter
furthermore presented the vacuum setup, magnetic field control, optical setups for ion creation,
laser cooling, coherent quantum state manipulation and entanglement generation, a RF antenna
for ground-state qubit manipulation and experiment control hard- and software. Here, in partic-
ular, our work on an unsupervised learning algorithm for high-fidelity readout of the ions’ quan-
tum states from fluorescence images was reported, constituting a novel feature of the experiment
control software.

Characterization measurements provided in ch. 5 demonstrated the high level of control achiev-
able in our setup. Here, characteristics of the ion trap were investigated: The RF voltage handling
capability of the monolithic trap allows for a trap frequency of more than 2MHz along the out-
of-plane direction of the ion Coulomb crystals, giving rise to a limit in ion number on the order
of 100 particles that can be trapped in a plane. Furthermore, a low heating rate of the trap of 0.56
quanta/s per ion was found, which, considering crystal sizes of 100 ions, does not impose severe
limitations on the planned experiments1. Furthermore, the trapping potential was characterized:
Precise tunability of the potential was confirmed by verifying ions can be confined to a single plane
that is optimally placed (via DC trap electrode control) within the trap center, with the optimum
reflected in low micromotion indices for all ions along the out-of-plane direction. A fluorescence
image of a 91-ion crystal was used to determine trapping potential characteristics such as the trap
anisotropy and frequencies, providing a fast alternative to the use of sideband spectroscopy. Image
analysis also showed that potential anharmonicities, which could lead to unpredictable ion mo-
tion, are dominant along the direction spanned by the RF electrodes of the trap but are in general
small and should not lead to experimental complications. Typical ion crystal lifetimes of several
hours or even days were observed in our apparatus, indicating excellent vacuum conditions in a
room temperature environment. Ion crystal stability was quantified by determining how long the
ions stay crystallized in the absence of laser cooling. Here, it was shown that even large crystals of
91 ions typically remain cold for several seconds, significantly longer than the timescales of our
experimental sequences, which demonstrates that RF heating is not a limiting factor in our exper-

1Limitations would arise e.g. if the heating rate restricts motional or electronic coherence time to below the desired
interaction times.

162



iments. Furthermore, in case a melting event does occur, the ions can be recrystallized in a fast and
automatized way. The chapter also presented strategies for eliminating the influence of structural
phase transitions on experiments, by reducing their occurrence and detecting them in sequence,
which solves a major technical challenge in experiments with large planar ion crystals. Entangling
interactions across the ion crystal are mediated via its out-of-plane motional modes. Here, a re-
quirement is that all of these modes are laser-cooled close to the motional ground state, which was
achieved in a 105-ion crystal via electromagnetically-induced transparency cooling. Furthermore,
characteristics of the Raman laser system for creating entangling interactions were presented, such
as coherence, achievable coupling strengths and scattering rates.

The last thesis chapter 6 presented experiments where quantum correlations, in particular dis-
cord and entanglement, were harnessed for applications in the context of quantum metrology and
sensing. The first part of the chapter described measurements on correlation spectroscopy, a tech-
nique where multiple qubits that are exposed to the same phase noise are probed simultaneously
via Ramsey interferometry. Analyzing correlations in the measurement outcomes allowed phase
differences between qubits to be resolved with high precision, despite employing Ramsey probe
times exceeding the coherence time of the individual qubits. Moreover, correlation spectroscopy
allowed the present phase noise to be characterized in the time domain. While this technique had
been demonstrated previously e.g. to compare two atomic clocks, in our work it was extended to
large planar Coulomb crystals consisting of up to 91 ions, essentially constituting a network of
91 quantum sensors. Several applications of correlation spectroscopy were presented, such as the
determination and minimization of transition frequency differences arising from a magnetic field
gradient across the ion crystal, precise alignment of the Raman laser beams as well as characteriza-
tion of the attenuation performance of the magnetic field shielding enclosing our apparatus. Our
work presented novel features of correlation spectroscopy in the sense that analyzing N -particle
correlations was found to reduce phase uncertainty in comparison to considering only pair corre-
lations. It was also demonstrated that for our estimation task the use of entanglement-enhanced
phase sensing would only provide an advantage in the case of small sensor networks, becoming
negligible for large systems. The last part of the chapter presented results on spin squeezing in a
19-ion planar crystal, where measurement uncertainty was reduced below the classical limit, quan-
tified by a Wineland parameter of ξ2 = −6.3(3) dB. This result represents a factor of 5 improve-
ment compared to the standard quantum limit and comes close to the noiseless limit of the model
of about -7 dB. Besides demonstrating non-classical metrological gain, these results also showcase
the ability of implementing spin Hamiltonians of transverse-field Ising and XY type in our exper-
imental system, the basis for performing quantum simulation of interacting spin 1/2 particles in
2D.

While the spin squeezing measurements presented in this thesis were carried out on a com-
paratively small planar ion crystal, these experiments are already being extended to larger systems
of up to 91 ions and more sophisticated protocols. On one hand, this allows for reaching even
lower Wineland parameters, which, for the interactions employed in our system, follows a scaling
of approximately N−2/3. Additionally, by harnessing a variational optimization algorithm, the
optimum experimental parameters for generating the most sensitive spin squeezed state are de-
termined in an automatized way. All experiments in this thesis framework were carried out only
via global interactions on the ion crystal, with single-ion addressability still missing for the estab-
lishment of full quantum control. This upgrade will allow us to also simulate out-of-equilibrium

163



7 Summary and Outlook

phenomena in 2D in our apparatus. Optics and electronics comprising the individual-ion address-
ing unit have already been installed as this dissertation is finalized. In this addressing unit, which
will be presented in the upcoming PhD thesis of Artem Zhdanov, a laser beam is tightly focused
by the objective, also used for imaging the ions, to a spot size on the order of a micrometer, thus
enabling the manipulation of an individual ion within the Coulomb crystal with low crosstalk
to neighboring ions. The addressing laser beam will be steered within the crystal plane via two
acousto-optic deflectors, producing vertical and horizontal displacement, respectively, to sequen-
tially rotate the quantum state of the addressed qubits via AC Stark shifts. Furthermore, resonant
addressed operations will allow for shelving ions into metastable states that do not couple to the
laser field creating entangling interactions. In this way, the natural triangular lattice of the ion
Coulomb crystals can be artificially structured into different geometries, such as honeycomb or
Kagome. These single-ion operations will be carried out around the optical qubit transition wave-
length of 729 nm. On a longer time-scale, however, we aim to implement far-detuned single-ion
operations at 532 nm for which a 50 W laser system has been purchased. Fully controlled quan-
tum systems of around 100 particles may already allow for demonstrating quantum advantage
in quantum simulation experiments, exceeding the capabilities of classical computation. While
it has been shown in this thesis work that ion crystals of such size can be precisely controlled in
our apparatus, the question arises what the upper limit on the number of ions is, which can be
trapped in a plane. It is likely that a significant increase, compared to the Coulomb crystals con-
trolled in this thesis, will require the development of a new ion trap. Here, a smaller model may
be suitable, which produces stronger confinement at the RF voltages proven safe in this thesis,
or a trap of similar or larger size to which higher RF voltages can be applied. Very recently it was
demonstrated that storing 2D Coulomb crystals of up to 512 ions is indeed feasible in a mono-
lithic linear Paul trap with a similar structure to the one developed and characterized in this thesis
work, but installed in a cryogenic environment. It remains an open question how well control
over structural phase transitions and RF heating can be retained when increasing the system to
even larger size, with these effects possibly becoming limiting factors at some point.
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