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Abstract
Trapped ions are a promising candidate for quantum computation and simulation. Using
surface-electrode ion traps with ions trapped close to the surface allows one to realise a
scalable structure for a quantum computer. However, the small ion-electrode separation
(typically below 100 µm) increases the motional heating of the ions and limits the fidelity
of two-qubit gates. The origin of this motional heating is not well understood in many ion
traps.

The work discussed in this thesis is the start of a project that aims to characterise
Johnson noise and another yet unknown noise source in a single ion trap. The high-
temperature superconductor YBCO is used as a trap electrode material to switch between
the two noise sources by scanning the trap temperature T over the critical temperature
Tc. It is the first report of using a high-temperature superconductor as the trap electrode
material. For T < Tc we expect motional heating to be dominated by a local source on the
trap surface. On the other hand, for T > Tc, we designed the trap so that motional heating
should be dominated by Johnson noise. In this way, the theoretical prediction for motional
heating caused by Johnson noise can be tested. We aim to measure the characteristic
dependence on the frequency and on the ion’s position for both noise sources in order to
compare them.

In this thesis we present two different designs of YBCO traps simulated with the
infinite plane and the gapless approximation. A new trap mount for an existing cryostat
setup was built and enables us to precisely adjust the trap temperature while keeping the
surrounding electronics thermally decoupled from the heated trap. The measured heating
rates on a YBCO trap were around one phonon per second for trapping frequencies around
1 MHz at a trap temperature of 10 K. These low heating rates are comparable to the
heating rates measured recently in the same setup using silicon substrate traps with the
same ion-electrode distance of 226 µm. Additionally, trapping frequencies were measured
for different voltage settings in order to test the accuracy of the simulations. The measured
trapping frequencies were in agreement with the simulations to within a few percent.
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Chapter 1

Introduction

Computer chips are nowadays the base for a wide variety of applications like laptops,
mobile phones, smart watches and self-driving cars. All the applications are possible,
because the performance of computer chips got better and better. This was achieved
by reducing the size of the most important chip component, the transistor. For the past
five decades technological research enabled the semiconductor industry to double the
amount of transistors per microprocessor every two years. This exponential rate, known
as Moore’s law [1], has enabled not only applications concerning everyday’s life, but also
the performance increase of supercomputers. However, according to a recent review [2], it
is very likely, that within the next decade the cost will impede this progress even before it
is limited by the physics. This would limit the achievable performance of supercomputers.

In many research fields numerical simulations with the help of supercomputers im-
prove the understanding of physics. Despite the massive computing power achieved with
the current supercomputers, certain problems remain intractable, e.g. problems in quan-
tum chemistry or material science. Solving these problems, may e.g. simplify the devel-
opment of a catalyst for carbon sequestration or enable the development of new artificial
nanotechnologies [3, 4]. 1982, R. P. Feynmann proposed to solve quantum mechanical
problems with a new computer that is based on the laws of quantum mechanics, a quan-
tum computer [5]. It has already been shown that a quantum computer could outperform
a classical computer in such quantum simulations [6].

Different physical systems are currently investigated for a possible implementation
of a quantum computer [4]. Ions trapped in a radio-frequency (RF) trap seem to be a
promising candidate. In several proof-of-principle experiments it was shown that they
fulfil all the requirements for quantum computing [7]. The ion’s electronic ground state
and a metastable excited state can serve as the basic unit of an ion trap quantum computer,
the so-called quantum bit (qubit). The motional state of a string of ions is used as a bus
and allows the implementation of multi-qubit gates (usually two-qubit-gates) [8, 9]. One
major challenge for realising an ion trap quantum computer is scaling up the system to
provide control over tens or hundreds of qubits. One approach uses a two dimensional
array of single trapped ions [10, 11], while another approach uses several small traps
that contain strings of a few ions where ions can be shuttled between the different strings
[12]. Both strategies require control over many trap electrodes. Furthermore, in these
trap architectures ions have to be confined close to the surface of the traps (with an ion-
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2 Chapter 1. Introduction

electrode distance of less than 100 µm) in order to increase the coupling between the ions
[13], allow a tight confinement of the ions and fast shuttling [14].

The required complex trap structures can be realised in ion traps with all electrodes
in one plane, so-called surface-electrode ion traps [12, 15, 16]. Surface-electrode traps
are produced with microfabrication technology. Similar technology is used for semicon-
ductor manufacturing, the fabrication of microelectromechanical systems (MEMS) and
the production of solar cells. These techniques got well developed in the semiconductor
industry during the last decades. Therefore a wide variety of fabrication techniques are
available and can be applied for building surface-electrode traps.

A still unresolved issue in ion traps is motional heating of the ions caused by elec-
tric field noise. While motional heating has been studied now for more than two decades
and several sources of electric field noise have been investigated, its origin is still unclear
in many ion traps [17]. Therefore the heating resulting from the noise is often called
anomalous heating [18]. As the motional state is used to perform two-qubit-gates, heat-
ing the motional state decreases the fidelity of gate operations reducing the accuracy of
computations [9].

One source of electric field noise is Johnson noise generated by thermal motion of
charge carriers in a resistor. It is well studied as a voltage noise in electronic circuits and
was suspected to be the dominant source of motional heating in some ion traps [19, 20].
While the characteristics of Johnson noise from a resistor are well known [21, 22], its ef-
fect on motional heating in ion traps is more complex. Not only the resistance, but also the
whole electronic circuit influences the characteristics of motional heating from Johnson
noise. The trap design described in this thesis provides a possibility to study the effects of
Johnson noise on a trapped ion with minimised influences from surrounding electronics.
In order to minimise these influences, our design includes the resistance R directly on the
trap chip. In order to provide external control over the resistance, a superconducting trap
electrode material is used. The resistance of a superconductor vanishes below its critical
temperature Tc and increases by several orders of magnitude within a temperature range
of a few kelvins above Tc [23]. For T < Tc we expect motional heating to be dominated
by a local source on the trap surface. Heating up the trap by a few kelvins to be above Tc

will not affect this noise source. On the other hand, for T > Tc, the design of the trap is
such that motional heating should be dominated by Johnson noise. We aim to characterise
both noise sources by measuring their frequency dependence and their dependence on the
ion’s position, the spatial dependence.

We haven chosen YBCO, a superconductor with a high critical temperature Tc, a so-
called high-temperature superconductor as the material for the trap electrodes. YBCO
is used in applications like Josephson junctions and SQUIDs (superconducting quantum
interference devices) [24]. Therefore microfabrication techniques for YBCO are well
developed making it a promising material for our project and for surface-electrode traps in
general. Furthermore, our YBCO traps are the first ion traps made of a high-temperature
superconducting material.

This thesis is organized as follows. At the beginning of this thesis, chapter 2 provides
an introduction into the theory for ion trap quantum information processing and corre-
sponding experimental techniques . Chapter 3 explains the theoretical model for Johnson
noise in ion traps and presents examples in the literature for electric field noise mea-
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surements in ion traps. Furthermore, in this chapter we explain a sideband spectroscopy
method to probe electric field noise with an ion. The development of the trap design is
described in chapter 4. Details on the chip fabrication and an introduction to supercon-
ductivity are also included in this chapter. The experimental setup is presented in chapter
5, with a focus on a variable-temperature trap mount. Finally, chapter 6 presents the
experimental results. The observation of the superconducting transition is described in
section 6.1. Section 6.3 presents a comparison between the simulation of trap potential
and the experiment and section 6.4 contains the results of heating rate measurements in
the YBCO traps.



Chapter 2

Basic concepts of ion trap experiments
for quantum information processing

The experiments in this thesis were carried out with 40Ca+ ions trapped in radio-frequency
(RF) ion traps. This chapter provides the theoretical background and an introduction to
important experimental techniques required to trap ions and manipulate their electronic
state. The operation of RF traps is described in section 2.1. The laser-ion interaction is
explained in section 2.2. The relevant electronic states of 40Ca+ are discussed in section
2.3. Finally, several basic experimental techniques used for trapping ions are presented in
section 2.4.

2.1 Ion trap generics

2.1.1 Fundamentals of ion trapping in a Paul trap
RF ion traps or Paul traps are named after their inventor Wolfgang Paul [25, 26]. In these
traps ions are confined by a combination of time-dependent (AC) and static (DC) electric
fields.

The original Paul trap consists of symmetric hyperbolically shaped electrodes. Figure
2.1 shows an example of a Paul trap, where four electrodes have a hyperbolic shape in
the x-y-plane. If a voltage V (t) = VRF cos(ΩRFt)/2 is applied to two opposite electrodes
and V (t) = −VRF cos(ΩRFt)/2 is applied to the other two opposite electrodes, then the
electric quadrupole potential

Φ(x, y, t) =
VRF

2d2
(x2 − y2) cos(ΩRFt) (2.1)

is obtained, where 2d is the closest separation between two opposite electrodes. In the
resulting AC electric field, an ion with charge Q and mass m follows the equations of
motion

ẍ = −VRFQ

d2m
x cos(ΩRFt) (2.2)

ÿ =
VRFQ

d2m
y cos(ΩRFt), (2.3)

4



2.1. Ion trap generics 5

which are special cases of the Mathieu equation [27]. For

q =
2QVRF

md2Ω2
RF

< 0.908 (2.4)

an ion can be trapped stably and its motion is a combination of two distinct oscillations in
the x-y-plane [28].

The first oscillation is called micromotion. Its frequency is ΩRF and its amplitude
increases with the distance of the ion from the RF minimum. Such a displacement of
the ion can occur due to electric stray fields. This creates unwanted effects and should
therefore be minimized. These effects and the experimental methods to compensate the
micromotion are explained in section 2.4.5.

The second oscillation is called secular motion and has the frequency [30]

ωsec =
QVRF√

2md2ΩRF

. (2.5)

The secular frequency ωsec is smaller compared to the micromotion frequency ΩRF by a
factor q/

√
8. If the ion is trapped in the RF minimum the micromotion can be neglected

in the so-called secular approximation. In this case, the secular motion can also be in-
terpreted as an undriven motion in a pseudopotential which is created by the RF electric
field. The pseudopotential is given by

Upseudo(x, y) =
1

2
mω2

sec(x
2 + y2). (2.6)

If d is small compared to the length of the electrodes along the z-direction, the RF-field
produces a pseudopotential tube along the z-axis and the trap is called a linear trap. In this
case the secular frequency ωsec in the x- and y-direction are called radial trap frequencies.

The confinement along the z-axis is then achieved by applying a DC voltage to addi-
tional electrodes called endcaps. In the centre of the trap the resulting potential U(x, y, z)
can be approximated by the quadrupole potential:

U(x, y, z) ≈ 1

4
mω2

z (2z2 − x2 − y2), (2.7)

with the axial frequency ωz. The DC field produces anti-trapping in the x- and y-direction.
Hence a simulation of the trapping potential must always contain the combination of
the DC potential and the RF pseudopotential to ensure confinement in all 3 dimensions.
Additionally, the stability of the trap has to be analysed [28].

The hyperbolic electrodes of the Paul trap shown in figure 2.1 provide only limited
access for lasers and for collecting the fluorescence light of the ion. Therefore other
designs are used for ion traps for quantum information processing, e.g. the Innsbruck trap
consists of four blades replacing the four hyperbolic electrodes [7]. In those traps the
potential at the trap minimum can still be approximated to be harmonic. Other examples
of a modified trap structure are surface-electrode traps presented in the next section.
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Figure 2.1: Schematic of a linear Paul trap [29]. A sinusoidal RF-voltage applied to the four
hyperbolically shaped electrodes creates an harmonic confinement of the ion in the x-y-plane.
The elongated form of the electrodes in the z-direction results in a pseudopotential tube along the
z-axis. This confines the ion in the x-y-plane. Additional DC voltages on the endcaps result in a
confinement along the z-axis. The combination enables one to trap an ion in the centre of the trap.
Figure courtesy of Michael Niedermayr.

Figure 2.2: Schematic of a linear surface-electrode ion trap. The ion (positive charge, blue point
in the schematic) is confined in the x-y-plane by the RF-field created by the RF electrodes (red).
Additional DC-electrodes (blue) enable the confinement along the z-axis.
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2.1.2 Trapping in a surface-electrode Paul trap
The electrodes of the Paul trap in figure 2.1 can be replaced by electrodes in one plane
as shown in figure 2.2. An ion trap with all electrodes in one plane is called surface-
electrode ion trap. Comparing the two traps shows the following analogies: Two opposite
hyperbolic RF-electrodes are replaced by rectangular surface electrodes. The rest of the
surface is RF-grounded and therefore represents the two remaining hyperbolic electrodes.
This results in a pseudopotential tube situated above the surface between the two RF-
electrodes. The endcaps are now realised by additional DC-electrodes next to the RF-
electrodes and confine the ion along the z-axis.

The electrodes on the surface do not produce the ideal quadrupole potential described
in the previous section. However, in the vicinity of the trap minimum it is sufficient to
consider the leading terms of the multipole expansion. Therefore a combination of DC-
and RF-voltages can lead to a harmonic confinement of the ion.

In contrast to the hyperbolic Paul trap, surface-electrode ion traps provide sufficient
laser access parallel to the surface in the x-z-plane. The fluorescence of the ion can be
collected orthogonal to the surface.

The experiments described in this thesis were performed in a surface-electrode ion
trap and its detailed simulation is given in section 4.3.3.

2.2 Laser-ion interaction
Manipulating the electronic state of the ion is a central part for quantum information
experiments with ions. It enables one to cool ions in the trap. Furthermore, it is required
for spectroscopy of the electronic states of the ion and additionally it forms the base for
heating rate measurements. These manipulations are achieved by the interaction of laser
light with the ion, which is described in the following.

2.2.1 The laser-ion Hamiltonian in the Schrödinger picture
For two discrete energy levels of an ion with the energy difference ~ωa the system is
described by the Hamiltonian

Ha =
~
2
ωaσ3, (2.8)

where σ3 is the third Pauli spin matrix. The eigenvectors have the eigenvalues ±~ωa/2
and are the ground state of the ion |S〉 and an excited D-state |D〉.

As the ion is trapped in a harmonic potential, the motional states |n〉 (with n ∈ N0)
are given by the Hamiltonian

Ht = ~ω(a†a+
1

2
), (2.9)

with the trap frequency ω corresponding to one of the radial frequencies ωx, ωy or to
the axial frequency ωz, the creation operator a and the annihilation operator a†. The
eigenvalues are En = ~ω(n + 1/2), where n is also called phonon number. For the
description of the system only energy differences are relevant and hence the +1/2 can be
omitted.
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The interaction of a travelling wave laser beam with the ion can be described by [30,
chapter 3]

Hl = ~Ω(σ+ + σ−) cos(kx̂− ωlt). (2.10)

ωl is the frequency and k the wave number of the laser field. Ω is called Rabi frequency
and is a measure of the interaction strength between the ion and the laser field. It is derived
from a semiclassical treatment of the interaction [31, chapter 7].

The complete Hamiltonian is then given by

H = Ha +Ht +Hl. (2.11)

In order to analyse the system further the Hamiltonian is transformed into the interaction
picture given by H0 = Ha +Ht. In this case the operator HL results from the transforma-
tion of Hl to the interaction picture and is given by

HL = eiH0tHle
−iH0t. (2.12)

As the ion is in a harmonic potential, the position operator x̂ can be expressed by the
creation and annihilation operators

kx̂ = η(a+ a†). (2.13)

This leads to the definition of the Lamb-Dicke parameter

η = k

√
~

2mω
. (2.14)

η is a measure of the relation between the width of the wave packet describing the ion
in the ground state

√
~/(2mω) and the wavelength of the laser λ = 2π/k. Equation

(2.12) can be simplified in several steps. First the fastest oscillating terms are neglected.
This step is called rotating wave approximation. Afterwards a further simplification can
be done by assuming that the wavelength of the laser is much bigger than the width of
the wave packet describing the ion motion. This is called the Lamb-Dicke approximation
[30]: η2(2n̄+ 1)� 1, where n̄ is the mean phonon number.

Depending on the laser detuning ∆ = ωl − ωa further simplifications can be done.
The important cases are ∆ = 0 and ∆ = ±ω, where an additional rotating wave approx-
imation is possible. The calculations are carried out in [30, chapter 3]. The results are
presented in the next section.

2.2.2 Special cases of the Hamiltonian in the interaction picture

An overview of the energy level scheme and the three different transitions for ∆ = 0 and
∆ = ±ω is given in figure 2.3. The three transitions discussed in the following differ by
their coupling strength and their effect on the motional state of the ion.
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Figure 2.3: Energy level scheme of a two level atomic system with energy difference ωa in a
harmonic trapping potential with trapping frequency ω. The transitions are driven by laser light.
The red sideband transition decreases the phonon number n, the carrier transition in the middle
does not affect n and the blue sideband transition increases n. The transitions are labelled with
their respective coupling strengths.

Carrier transition: For ∆ = 0 the above described approximations for (2.12) lead to

HC = ~
Ω

2
(σ+ + σ−). (2.15)

The time evolution of the ion’s electronic ground state |S〉 is given by

|S〉 → cos

(
Ωt

2

)
|S〉 − i sin

(
Ωt

2

)
|D〉 . (2.16)

Consequently, the resonant laser light produces an oscillation of the population between
|S〉 and |D〉. It only affects the electronic state of the ion and not the motional state.

Red sideband transition: For ∆ = −ω the Hamiltonian is given by

HRSB = i~η
Ω

2
(σ+a− σ−a†). (2.17)

In this case the only transitions that are driven change the motional state and the electronic
state. These transitions are crucial for the heating rate measurements described in section
3.3 and therefore the time evolution resulting from HRSB is analysed in more detail.

The coupling strength Ωn,n−1 between |S, n〉 and |D,n− 1〉 depends on the motional
state n and is given by

Ωn,n−1 = ηΩ
√
n. (2.18)

Shining the laser light onto an ion in the state |S〉 |n〉 leads to the following time evolution:

|S〉 |n〉 → cos

(
Ωn,n−1t

2

)
|S〉 |n〉+ sin

(
Ωn,n−1t

2

)
|D〉 |n− 1〉 . (2.19)
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As shown in figure 2.3, this time evolution enables one to reduce the motional state by one
when the ion is transferred to its excited electronic state. The probability of measuring
the ion in the excited state |D〉 is

pD(t, n) = sin2

(
Ωn,n−1t

2

)
. (2.20)

Blue sideband transitions: In this case ∆ = ω and the Hamiltonian is

HBSB = i~η
Ω

2
(σ+a

† − σ−a). (2.21)

Similarly to the red sideband transitions the coupling strength Ωn,n+1 depends on n and is
given by

Ωn,n+1 = ηΩ
√
n+ 1 = Ωn+1,n. (2.22)

Analogously to (2.19) the time evolution is described by

|S〉 |n〉 → cos

(
Ωn,n+1t

2

)
|S〉 |n〉+ sin

(
Ωn,n+1t

2

)
|D〉 |n+ 1〉 . (2.23)

As shown in figure 2.3, this time evolution enables one to increase the motional state by
one when the ion is transferred to its excited electronic state. The probability of measuring
the ion in |D〉 is

pD(t, n) = sin2

(
Ωn,n+1t

2

)
. (2.24)

2.3 Ca+ level scheme
In the experiments in this thesis 40Ca+ was used as the trapped ion. This section is based
on the description in [29] and sums up the important information about the electronic
energy level scheme shown in figure 2.4.

42S1/2 is the ground state of the ion. It has a 397 nm dipole transition to the 42P1/2,
which is used for Doppler cooling (see section 2.4.2) and state detection (see section
2.4.4). As the 42P1/2 state has a 7.5 % probability to decay to the 32D3/2 state, a 866 nm
laser is used for repumping the electron to 42P1/2.

The 729 nm transition from the ground state to the 32D5/2 state is a quadrupole tran-
sition and therefore the upper state is metastable with a lifetime τ = 1.17 s. The effective
lifetime of the 32D5/2 state can be reduced by coupling it to the 42P3/2 state with a 854 nm
laser. Due to the Zeeman splitting the 729 nm transition splits up into the 10 different tran-
sitions shown in figure 2.5. The mJ = −1/2 to −1/2 transition is used for the heating
rate measurements (section 3.3). Additionally, the two levels can serve as the qubit for
quantum information processing. ThemJ = −1/2 to−5/2 transition is used for sideband
cooling as described in section 2.4.3.

The ion can be initialised in the mJ = −1/2 state by driving the mJ = 1/2 to −3/2
transition. Thereby any population in the mJ = 1/2 state is first transferred to the excited
state with mJ = −3/2. 854 nm laser light drives the dipole transition to the 42P3/2 state.
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From there it decays into the ground state with either mJ = 1/2 or mJ = −1/2. This
cycle is repeated several times. As soon as the ion decays into the mJ = −1/2 state, it
stays there, because the 729 nm laser is not resonant with any transition. This technique
is called optical pumping.

Since only the described states are relevant for the experimental techniques and they
can be distinguished without the principal quantum number and the multiplicity, these
two numbers are omitted in the following. For example, 42P3/2 is written as P3/2.

Figure 2.4: Relevant energy levels of 40Ca+ together with the Zeeman sublevels. Additionally the
lifetime τ and the wavelength of the transitions in nm are given. The 397 nm dipole transition is
used for Doppler cooling and state detection. The 866 nm dipole transition serves as a repumper
from the 32D3/2 state. The 729 nm quadrupole transition can be used as a qubit transition and
together with the 854 nm dipole transition it serves for sideband cooling and optical pumping. The
original figure from [29] was modified and uses the information from [32–34]. Figure courtesy of
Michael Niedermayr.

2.4 Experimental techniques

The experimental techniques described in this section are used for realizing the trap ex-
periments of this thesis. They are well established techniques in ion trapping experiments
[30] and are presented here only briefly.
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Figure 2.5: Zeeman splitting of the 32D5/2 and the 42S1/2 state in an external magnetic field. The
highlighted transitions are used in the following way: Spectroscopy is done on the mJ = −1/2 to
−1/2 transition. These two levels can be used as the qubit. Sideband cooling is performed on the
mJ = −1/2 to −5/2 transition. The mJ = 1/2 to −3/2 transition is used for optical pumping.
Figure courtesy of Michael Niedermayr [29].

2.4.1 Photoionisation of neutral Ca-atoms

In order to trap 40Ca+ ions, neutral 40Ca-atoms have to be ionised at the trapping location
of the ion trap. In the ground state electron configuration the 40Ca-atom has two electrons
in the outermost shell. The ionisation process is performed in two steps. First a 422 nm
laser excites one of the electrons from the ground state 41S0 to the 41P1 state and then
an additional laser at 377 nm wavelength excites the electron into the continuum [35]. A
beam of neutral Ca-atoms from an oven is crossed with the two overlapped laser beams
to perform this ionisation process at the trapping location.

2.4.2 Doppler cooling

In the weak binding regime Γ� ω, where Γ = 2π/τ is the natural linewidth of the cool-
ing transition, the fundamentals of Doppler cooling can be described using a semiclassical
picture [28]: The ion is treated as two-level atomic system with an energy difference ~ωa

that undergoes classical motion. Laser light with frequency ωl shone onto the ion induces
an excitation of the electronic state of the ion and increases its momentum by ~kl = ~ωl/c
in the direction of the laser (c is the speed of light). After a spontaneous decay the ion
loses the momentum ~ka = ~ωa/c in a random direction. If the laser is red-detuned
(∆ = ωl − ωa < 0), the ion absorbs predominantly photons that travel in the opposite
direction of the ion. Therefore on average the absorption and emission process reduces
the momentum of the ion. This reduces the ion’s motional energy described by its mean
phonon number. On the other hand, the finite momentum transfer in the spontaneous
decay produces a random walk of the ion in momentum space. Overall this leads to a
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minimal residual phonon number

nmin ≈
Γ

2ω
, (2.25)

given by the Doppler limit [36]

ED =
~Γ

2
, (2.26)

with the minimum energy ED achieved for ∆ = −Γ/2.
In 40Ca+ the 397 nm transition is used for Doppler cooling. The natural linewidth

Γ of this transition is Γ = 2π · 22.4 MHz (see figure 2.4). For a trapping frequency
ω = 2π · 1 MHz, the Doppler limit is nmin ≈ 11. For the heating rate measurements, the
mean phonon number n̄ needs to be close to the ground state n̄ < 1. Consequently, an
additional cooling method has to be applied.

2.4.3 Sideband cooling

Figure 2.6: Sideband cooling cycle for 40Ca+ ions. The red transition lines indicate applied laser
light with 854 nm and 729 nm transferring the electron to the P3/2 state. The blue dotted line
shows the spontaneous decay back into the ground state S1/2. Due to the detuning ∆ = −ω of the
729 nm laser the phonon number n is reduced by one quantum in each cycle.

For sideband cooling it is necessary that the linewidth Γ of the used transition is
smaller than the trap frequency ω. If this condition holds the system is in the so-called
resolved sideband regime. The 729 nm transition in 40Ca+ fulfils this criterion for the
D5/2 state with Γ ≈ 0.9 Hz (see figure 2.4).

In this case a reduction of the motional energy can be achieved by applying the 729 nm
laser resonant with the red sideband (∆ = −ω). This drives mainly transitions that excite
the ion and reduce the motional state. The ion can then decay spontaneously back to the
ground state. Therefore the phonon number is reduced by one quantum in each excitation
cycle.

As the D5/2 state has a lifetime of τ = 1.17 s, the decay rate back to the ground state
can be enhanced significantly by applying the 854 nm laser to couple the D5/2 state to
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the fast decaying P3/2 state. The combined cycle is illustrated in figure 2.6 and greatly
enhances the sideband cooling efficiency. It was shown that in this way it is possible to
reach a ground state occupation of up to 99.9 % [37]. The smallest mean phonon number
that can be achieved is limited by the cooling efficiency and the heating mechanisms in
the trap (see chapter 3). Reaching the motional ground state is essential for the heating
rate measurement technique described in section 3.3. A more detailed description can be
found in [30].

2.4.4 State detection by electron shelving

For performing the heating rate measurements it is required to read out the electronic state
of the ion. That means a measurement has to project the ion into the ground state S1/2

or the excited state D5/2. Shining the 397 nm laser on the ion drives the transition to the
P1/2 state, if the ion is in S1/2. The fluorescence of this dipole transition is collected by
a CCD-camera or a photomultiplier tube (PMT). This fluorescence signal is absent if the
ion is initially in the D5/2 state.

Consequently, measuring fluorescence light from the ion is equivalent to detecting the
ion state to be S1/2. It should be noted that additionally 866 nm laser light has to be used
to repump the ion from the D3/2 state. This technique is called electron shelving and
makes it possible to achieve detection efficiencies of nearly 100 % [38].

2.4.5 Micromotion compensation

As described in section 2.1.1, micromotion is an oscillation of the ion at the RF-frequency
ΩRF caused by a displacement of the ion away from the RF-minimum. This motion is
undesirable, because it affects the lineshape due to a Doppler effect on the ion’s transition
frequencies. This negatively affects some of the above described essential experimental
methods:

On the S1/2-P1/2 transition the Doppler effect is observed in a Doppler broadening of
the transition linewidth and therefore it reduces the Doppler cooling efficiency.

For transitions in the resolved sideband regime, micromotion decreases the coupling
strength of resonant laser light due to micromotion sidebands [39]. Accordingly, the
sideband cooling efficiency is decreased.

It is therefore very important to minimise the micromotion. In order to move the ion
into the RF-minimum additional DC-electrodes are commonly integrated in the trap de-
sign. Several methods exist for using these electrodes to compensate the micromotion.
Detailed information about them can be found in [30, 39]. In the following, a brief de-
scription of the methods applied during this thesis is provided.

Varying the RF-confinement: The detected fluorescence light of the ion makes it pos-
sible to observe its position on a CCD-camera. If the ion is displaced from the RF-
minimum by stray fields, a reduction of the RF-voltage moves the ion further away from
the RF-minimum. This position change is visible on the CCD-camera and the micromo-
tion is reduced in the following iterative scheme:
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The ion position at the normal RF-voltage is marked on the camera image. After
lowering the RF-voltage the ion displacement is compensated by applying corresponding
changes on the DC-voltages. The procedure is repeated until the ion does not move when
the RF-voltage is decreased.

This method is usually applied at the beginning of the trap operation, because it al-
lows one to roughly reduce the micromotion in a fast way. However, it has a significant
drawback in the current trap setup: movements of the ion perpendicular to the trap surface
cannot be seen on the CCD-camera. Accordingly, additional methods have to be applied.

Doppler broadening of the S1/2-P1/2 transition: The linewidth of the transition can be
obtained by scanning the 397 nm laser over the resonance frequency and simultaneously
measuring the fluorescence light of the ion. Repeating this measurement for different
voltages on the compensation electrodes enables one to reduce the Doppler broadening of
the S1/2-P1/2 transition and hence decreases the micromotion. The Doppler broadening
is only observed if the movement of the ion has a component parallel to the laser beam.
Therefore only the micromotion along the laser beam can be detected. We used this
method for a rough compensation of the micromotion and it was always followed by an
additional method using resolved sideband measurements.

Resolved sideband measurements: The small linewidth of the S1/2-D5/2 transition al-
lows one to resolve micromotion sidebands at ∆ = ±ΩRF. The Rabi frequency Ωms on
the micromotion sideband depends on the micromotion amplitude of the ion along the
laser beam direction. Thus a reduction of this micromotion by changes in the compensa-
tion voltages is observable in a reduction of Ωms. When the compensation voltages are
changed, one has to ensure that the reduction of Ωms does not result from moving the ion
out of the focus of the laser beam. This can be achieved by additionally measuring the
Rabi frequency on the carrier (∆ = 0) and keeping it at a comparable level by following
the movement of the ion with the laser focus.

2.4.6 Sideband spectroscopy on the S1/2-D5/2 transition
In order to perform sideband cooling and optical pumping, it is necessary to identify the
different transitions in the S1/2-D5/2 spectrum. Additionally, the sidebands have to be
determined to calculate the trapping frequencies. To find these transitions the following
pulse sequence was used for spectroscopy during this thesis:

1. Doppler cooling: The 397 nm laser together with the 866 nm repumper is used to
cool the ion. At the end of this cooling step, the ion decays back to the ground state
S1/2.

2. Driving the S1/2-D5/2 transition: A pulse of 729 nm laser-light at a fixed fre-
quency is applied to the ion to transfer part of the population from the S1/2 state to
the metastable D5/2 state.

3. State detection: The electron shelving technique is used to determine the electronic
state of the ion.
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Figure 2.7: Allowed transitions of the S1/2-D5/2 transition in the following specific experimental
setup: The angle between the 729 nm laser beam and the magnetic field is 45 ◦ and the angle
between the polarization of the laser and the magnetic field vector projected into the plane of
incidence is 0 ◦. The height of the peaks corresponds to their squared Clebsch-Gordan factors
[30]. Figure courtesy of Christian Roos.

The pulse sequence is repeated typically 50 times to determine the D5/2 state population.
By scanning the frequency of the 729 nm laser the different transitions between the

Zeeman sublevels of the S1/2 state and the D5/2 state can be found. In general the S1/2-
D5/2 transition splits into 10 components in a non-zero magnetic field, the so-called carrier
transitions.

In our experiment the angle between the 729 nm laser beam and the magnetic field
is 45 ◦ and the angle between the polarization of the laser and the magnetic field vector
projected into the plane of incidence is 0 ◦. This configuration leads to a reduction of the
allowed transitions to the 6 transitions shown in figure 2.7 [30].

If the spectroscopy is performed in the resolved sideband regime, the red- and blue-
sideband transitions can be observed. These are shifted from the carrier transitions by
the trapping frequencies. The reduced coupling strengths of the sideband transitions (see
section 2.2.2) lead to a narrower peak in the observed spectrum. It should be noted that the
only sidebands that can be observed are those where the trap mode of the corresponding
frequencies has a component along the laser beam direction. An example of a sideband
spectrum is shown in figure 6.8.



Chapter 3

Motional heating in ion traps

With the methods presented in the previous chapter it is possible to trap and cool ions,
manipulate their electronic state and read out this state. The ion’s electronic ground state
and a metastable excited state can be used as a qubit for quantum computations and sim-
ulations. The ion’s motional state does not have to be manipulated to perform single
qubit gates and high fidelities exceeding 0.99 can be reached [7]. However, computations
require also two qubit gates using the common motional state of the ion string [8, 9].
Therefore two qubit gates are affected by motional heating. Electric field noise heats the
common motional mode. The energy of this mode is quantified by its thermal average
phonon number n̄ and the motional heating is given by the heating rate Γh. The heating
leads to decoherence of the motional state and therefore limits the fidelity of the two qubit
gates. The relation between the spectral electric field noise density SE and Γh for a single
ion with trap frequency ω, mass m and charge e is given by [17]

Γh =
e2

4m~ω
SE(ω). (3.1)

There are different known sources for SE. The most relevant one in this thesis is Johnson
noise described in detail in section 3.1.

In an ion trap setup, it is often difficult to identify the main source of RF electric field
noise to which the ion is subjected. Additionally, in several ion traps the heating rate
was measured to be higher than its prediction by all known sources. In these cases the
phenomenon of motional heating is often called "anomalous" heating [18, 17].

In this project it is planned to characterise Γh by measuring the frequency scaling of
Γh by varying the trap frequency. Another characteristic is the spatial dependence of Γh

which can be obtained by measuring Γh for several positions of the ion in the trap. These
characteristics provide information about the dominant source of noise in an ion trap. A
few examples of recent experimental measurements are presented in section 3.2.

In this thesis Γh is measured by resolved sideband spectroscopy. This technique is
explained in section 3.3.

17
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Figure 3.1: Three equivalent electronic circuits modelling Johnon noise. a) A resistor R at tem-
perature T . b) A noiseless resistor with a current noise source in parallel with power spectral
density SJN

I . c) A noiseless resistor with a voltage noise source in series with power spectral
density SJN

V .

3.1 Johnson noise and technical noise
The theoretical description in this section is based on [17, 11]. Johnson noise (or Johnson-
Nyquist noise or thermal noise) is a source of electrical noise generated by thermal motion
of charge carriers in a resistor. The power spectral density of this voltage noise at the
frequency ω is given by

SJN
V = 4kBTR(ω, T ), (3.2)

with the Boltzmann constant kB and the resistance R(ω, T ) depending on the temperature
T . In an electronic circuit it can be modelled as a current noise source connected in
parallel or as a voltage noise source connected in series to the resistor, as shown in figure
3.1. If this voltage noise is present on a trap electrode it creates the electric field noise
density

S
(JN)
E =

SJN
V

D2
=

4kBTR(ω, T )

D2
, (3.3)

where D is the characteristic distance between the ion and the electrode defined later
in this section. The resistance of the trap electrode is not the only source of Johnson
noise that has to be considered. In order to calculate S(JN)

E , the effective real resistance
Reff(ω, T ) between the trap electrode and electrical ground has to be used in equation 3.3.
This includes losses in dielectrics of the capacitors integrated on the filterboard and the
real resistance of inductors. To analyse the expected Johnson noise S(JN)

E the circuit of
each trap electrode has to be considered individually.

Additionally, one has to calculate the characteristic distance D for each electrode.
Therefore the i-th component of the electric field Ei,j at the ion’s position resulting from
the voltage Vj applied to the j-th electrode has to be calculated. This can be done by
first computing the electrical potential Φ everywhere in space using the Laplace equation
4Φ = 0 and the voltages on the electrodes as boundary conditions. The electric field is
then given by E = −∇Φ, from which D can be calculated using

Di,j =
Vj
Ei,j

. (3.4)
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To calculate the corresponding heating rate Γh in each trap mode ĩ at frequency ωĩ, the
electric field components Ei have to be transformed to the Cartesian coordinate system
given by the trap modes.

Two other voltage noise sources SV can be linked to the electric field noise density
by the characteristic distance of the electrode in the same way as Johnson noise. First,
noisy voltage sources caused by the imperfect nature of the power supplies in laboratory
equipment or produced by digital-to-analog cards can result in voltage fluctuations on the
trap electrodes if they are not properly filtered. These sources are referred to as technical
noise. Second, fluctuating electromagnetic fields in the laboratory can be picked up by
wires from the power supplies to the trap electrodes due to their inductance. This creates
the so-called electromagnetic pickup noise.

In [17] it is stated that in some literature technical noise and electromagnetic pickup
is lumped together with the above considered Johnson noise. It is emphasized that for the
calculations in this thesis only noise produced directly by the electronic circuit leading to
the trap electrodes is considered as Johnson noise.

Frequency scaling:

In general, resistors are considered to produce white noise, i.e. noise that does not depend
on the frequency. This is valid for many resistors over a wide range of frequencies and
implies that Johnson noise should not depend on the trap frequency. However, the fact
that the effective real resistance Reff(ω, T ) has to be taken into account can lead to a to-
tally different frequency behaviour. Therefore the electronic circuit has to be modelled in
details to predict the observable frequency dependence. An example is given in equation
(4.7) in section 4.6.1 where the effect of a bypass capacitor on Reff(ω, T ) is calculated.

Spatial dependence:

As the Johnson noise seen by the ion depends on the characteristic distance of the ion to
the trap electrodes, its dependence on the ion position (the spatial dependence1) has to
be calculated with equation 3.4. Consequently, no general remarks can be made on the
spatial dependence and it has to be analysed individually for each trap design. Concerning
our trap design presented in section 4.5 the following information can be given. If it is
assumed that the voltage fluctuations on each electrode caused by Johnson noise have
a similar magnitude, then the noise does not vary significantly while the ion is scanned
along the trap axes. However, if the noise from one electrode exceeds the noise from the
other electrodes by far, then the motional heating of the ion can change by more than an
order of magnitude along the trap axes (see e.g. figure 4.12).

1In the literature, the name spatial dependence is also often used for the scaling of Γh with the distance
d of the ion from the surface. In this case Johnson noise, electromagnetic pickup and technical noise scales
as 1/d2 [17].
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3.2 Anomalous heating
As the causes of motional heating are not fully understood yet, the phenomenon is often
called anomalous heating. In this section several examples of heating rate measurements
in ion traps are presented to show that anomalous heating has to be further investigated to
better understand the phenomenon. Further information about this issue is published in
[17].

3.2.1 Frequency scaling
In many ion traps, the frequency dependence of the electric field noise is considered to
locally (within the range of the trapping frequencies) follow a power-law leading to the
ansatz

SE ∝ ν−α. (3.5)

Three examples of measured frequency scaling in an ion trap are given in the following:
Daniilidis et al. [19] measured heating rates in a surface trap with 40Ca+ ions 100 µm

above the surface before and after Ar+ ion beam bombardment. The noise level was
reduced by two orders of magnitude after the treatment implying that surface contami-
nations have a significant effect on Γh. Before the treatment the frequency scaling was
determined to be α = 1.27 ± 0.23 in the frequency range from 200 kHz to 1 MHz. After
the treatment α = 0.95±0.28 is obtained in the frequency range from 200 kHz to 580 kHz
with noise levels between 2.05(7)× 10−13 V2/(m2Hz) and 2.61(3)× 10−14 V2/(m2Hz).
Since they are able to give a lower bound on Johnson noise, which is close to the reported
noise level, they expect to be limited by Johnson and technical noise. In the same setup
an increased heating rate around 800 kHz is observed and attributed by the authors to a
resonance on the filter board. This exemplifies the importance of analysing the electronic
circuit connected to the trap to interpret the frequency scaling.

Hite et al. [40] investigated a surface trap with ion-electrode distance of 40 µm with
9Be+ ions. They also measured the heating rate before and after Ar+ ion beam bombard-
ment. The treatment reduced the noise level by 2 orders of magnitude down to values from
10−14 V2/(m2Hz) to 10−12 V2/(m2Hz) in the frequency range of 1.7 MHz to 4.7 MHz. It
is expected that the reduction of Γh after the treatment is due to reduced surface contam-
inations. Before and after cleaning α was 2.53(7) and 2.57(4). They claimed that this
scaling is consistent with surface-diffusion-noise models and certain parameter ranges of
other models.

Turchette et al. [41] reported on measurements with 9Be+ ions in several traps. Among
them were two circular ring traps with an ion-electrode distance of 123 µm and 277 µm.
When the trap frequency was varied from 1.2 MHz to 8 MHz, SE was measured to be
between 10−15 V2/(m2Hz) and 10−13 V2/(m2Hz) in the large trap and in the small trap
it was between 10−13 V2/(m2Hz) and 10−10 V2/(m2Hz). From the data plots in [41], the
frequency scaling was extracted by Brownnutt et al. [17]. The scaling was determined
to be α = 6.0(2) and 4.0(8) differing significantly from the above reported values. The
origin of the noise in these traps remains unclear.

These examples show that different values are reported for α. As concluded in [17],
these results reported in the literature show that the heating rates in many ion traps can
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not be linked to one specific origin.

3.2.2 Spatial dependence

To our knowledge the spatial dependence of motional heating in an ion trap was examined
and reported only in the following two experiments:

Daniilidis et al. [42] measured the motional heating of 40Ca+ ions in a linear ion
surface trap with an ion-electrode separation of 240 µm. In these measurements the ax-
ial position of the ion was scanned by approximately 1.5 mm, measuring Γh in steps of
0.2 mm. After several months of trap operations, Γh increased in the loading zone of
the trap. There Γh was 20 times higher than in the beginning of the trap operation and
20 times higher than in a region 0.8 mm away from the loading zone. They concluded
that this increase is due to surface contaminations at the loading zone produced in the
following ways: First, the trap electrodes can be bombarded by electrons created during
photoionization of Ca-atoms outside of the trapping volume. Furthermore, 40Ca+ ions
that hit the electrodes with energies of a few eV can form chemical compounds on the
surface. 40Ca+ ions with higher energies can sputter material from the surface of the
electrodes.

Allcock et al. [43] reported on cleaning the trap surface with ns pulses from a tripled
Nd:YAG laser at 355 nm. They measured the motional heating with 40Ca+ ions trapped
about 98 µm away from the closest electrode. The heating rate measurements were per-
formed at two positions along the trap axis separated by 320 µm. One of the two trapping
sites on the surface was cleaned with ns pulses from the tripled Nd:YAG laser. Above the
cleaned surface Γh was reduced by≈ 50 % compared to the untreated area. The reduction
of surface contaminations could be a possible explanation.

In summary, both experiments were able to further characterise the origin of Γh in their
trap by measuring its spatial dependence. In these traps surface contaminations seemed
to have a significant effect on Γh. In general other noise sources can have a characteristic
spatial dependence as well. For example Γh from technical noise or Johnson noise on a
trap electrode depends on the characteristic distance (see equation (3.3)). This can lead
to a difference of more than an order of magnitude in the induced Γh at different ion
positions. Examples of such a spatial dependence are shown in figure 4.8 and figure 4.12
in the next chapter.

In conclusion, measuring the spatial dependence of Γh in ion traps can be a promising
method to determine the origin of anomalous heating.

3.3 Measuring heating rates via resolved sideband spec-
troscopy

The heating rate in an ion trap can be measured with different techniques [17]. In the
experiments described in this thesis a resolved sideband spectroscopy method was used
and accordingly it is explained in detail in this section (based on [17, 41]). In this thesis,
we refer to this method as ratio method.
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The ratio method enables the measurement of the heating rate for all three trap fre-
quencies separately. In the following theoretical treatment, the method is described for a
given trap frequency ν.

It is assumed that the ion’s motional state has a thermal distribution with an average
phonon number n̄. The probability Pn of the nth level being occupied is given by

Pn =
n̄n

(1 + n̄)n+1
. (3.6)

The ratio method enables the measurement of n̄, if n̄ . 10. Consequently, Doppler and
sideband cooling have to be applied to cool the ion close to its motional ground state.
After that 729 nm laser light with ∆ = −ν (resonant with the red sideband) is applied for
a time t. Following equation (2.20), the probability of the ion to be in the excited state
|D〉 is

PD,RSB(t) =
∞∑
n=1

Pn sin2

(
Ωn,n−1t

2

)
. (3.7)

Similarly, applying laser light resonant to the blue sideband for the same time t after
ground state cooling results in

PD,BSB(t) =
∞∑
n=0

Pn sin2

(
Ωn,n+1t

2

)
(3.8)

=
∞∑
n=0

n̄n

(1 + n̄)n+1
sin2

(
Ωn+1,nt

2

)
(3.9)

=
1 + n̄

n̄

∞∑
m=1

n̄m

(1 + n̄)m+1
sin2

(
Ωm,m−1t

2

)
(3.10)

=
1 + n̄

n̄
PD,RSB(t). (3.11)

From these two probabilities, the mean phonon number can be calculated as

n̄ =
PD,RSB(t)

PD,BSB(t)− PD,RSB(t)
. (3.12)

To choose an optimal pulse length topt the following two points should be considered:
First, if the decoherence time τ < t, the time evolution does not result in the expected

sinusodial Rabi oscillations as predicted by equation (2.23). Instead the oscillations con-
verge to a steady state [44]. As equation (3.12) is based on a coherent time evolution,
t < τ must hold to be able to use it.

Second, in the denominator of equation (3.12) the difference between the excitation on
the blue sideband and the one on the red sideband is taken. This produces large errors for
PD,BSB(t) ≈ PD,RSB(t). Therefore t should be chosen in a way to maximize PD,BSB(t)−
PD,RSB(t). Assuming a ground state cooled ion with n̄� 1, PD,RSB(t) ≈ 0 and therefore
PD,BSB(t)−PD,RSB(t) ≈ PD,BSB(t). Consequently, the optimal time topt should be chosen
at the first maximum of PD,BSB(t). This conclusion is still valid for small phonon numbers
n̄ . 10.
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In order to measure the heating rate with the help of the above described method, a
waiting time twt has to be included in the measurement sequence:

1. The ion is ground state cooled via Doppler and sideband cooling and initialised in
the ground state of the electronic qubit by optical pumping.

2. During a waiting time twt all lasers are turned of.

3. A blue sideband (red sideband) pulse with constant intensity and excitation time
topt is applied.

4. The ion’s electronic state is detected by electron shelving.

Repeating this sequence enough times to reduce statistical errors (typically around 1000
repetitions), allows one to determine PD,BSB(twt) and PD,RSB(twt). This enables one to
calculate the mean phonon number for different waiting times. The heating rate Γh is then
given by the slope of a linear fit of the obtained data.



Chapter 4

Design of high-temperature
superconducting traps

In the previous chapter it was described that the origin of anomalous heating is not well
understood and the magnitude of motional heating is higher than expected from theo-
retical models in many ion traps. Too large motional heating can reduce the fidelity of
two-qubit-gates and therefore reduce the accuracy of computations with an ion trap quan-
tum computer [9]. It is especially an issue for surface-electrode ion traps, because the
heating rates are higher when ions are trapped closer to surfaces [17]. The fact that the
origin of anomalous heating is not well understood, complicates the search for means to
reduce it.

The aim of this project is to gain further knowledge about the underlying effects of
motional heating by investigating two different sources of noise. In electronic circuits
Johnson noise is well characterised, but its effect on motional heating in an ion trap has not
been verified yet. Our designs presented in this chapter should enable us to characterise
the effects of Johnson noise produced by a resistor. To minimise the influence of wires and
the electronic circuit, a resistor is directly integrated on the trap chip. Besides Johnson
noise other noise sources presumably caused by the trap surface will be present in our
system. To compare the characteristics of these other noise sources with Johnson noise,
the trap is designed in a way such that the magnitude of Johnson noise can be varied by
several orders of magnitude without affecting the other noise sources. This control over
the magnitude of Johnson noise can be achieved by using a superconductor as the trap
electrode material. As the resistance vanishes below the critical temperature Tc, Johnson
noise is negligible at these temperatures and the other noise sources can be characterised.
Increasing the temperature by only a few Kelvin above Tc, increases the resistance by
several orders of magnitude and allows us to design the trap in a way that Johnson noise
should be the dominant source of motional heating above Tc.

As Johnson noise is proportional to T , using a high-temperature superconductor sim-
plifies reaching a high enough magnitude of Johnson noise to make it dominant above Tc.
Additionally, this project is the first report of a high-temperature superconductor used as a
material for ion traps. The high-temperature superconducting material YBCO is already
used for many applications like Josephson-junctions or SQUIDS and therefore reliable
microfabrication techniques are existing [24]. This is the reason why it is a promising

24
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trap electrode material for our project.
At the beginning of this chapter a short introduction to the general properties of super-

conductors and in particular to the trap electrode material YBCO is presented in section
4.1. Informations about the trap chip production are given in section 4.2. The trap design
is based on the silicon traps in [45]. It is presented and simulated in section 4.3 and serves
as a starting point for the calculations on how to make Johnson noise dominant in section
4.4. These calculations show the need of a high resistance causing the issue of a not RF-
grounded DC-electrode addressed in section 4.4.3. As this issue cannot be solved without
modifying the design, it motivates the final optimised designs for this project. With the
focus on the applied modifications, they are presented in section 4.5. Finally, additional
means to reduce the effects of a not RF-grounded DC-electrode are given in section 4.6.

4.1 High-temperature superconductor YBCO

4.1.1 Introduction to superconductivity
The absence of resistivity below a critical temperature Tc was discovered by H.K. Onnes
in 1911 [46]. He measured a sudden drop of the resistivity to zero at 4.2 K in pure mer-
cury. In 1933 Meissner and Ochsenfeld discovered that perfect diamagnetism is another
property of the superconducting state [47]. At closer observation, a superconductor has
the following properties [23]:

1. The resistivity ρ = 0 for all T < Tc as long the current does not exceed a material-
dependent critical current density jc.

2. The magnetic field B = 0 inside the superconductor as long as the magnitude of
the external magnetic field is below a material-dependent critical field strength.

An example of the temperature dependence of the resistivity of a superconducting ma-
terial is depicted in figure 4.1. The sharp increase of the resistivity above Tc is character-
istic for a superconductor. At higher temperatures it shows a metal-like linear temperature
dependence.

Superconducting materials are sorted into two groups [23]:

1. For Tc < 77 K, the boiling point of nitrogen, they are typically called conventional
superconductors.

2. For Tc > 77 K they are called high-Tc or high-temperature superconductors.

It should be noted that this is not a strict definition. For example, LaBaCuO (Tc = 30 K)
is usually considered a high-Tc superconductor [49].

4.1.2 High-temperature superconductors
The superconductivity in La2−xBaxCuO4 was first measured by Georg Bednorz and Klaus
Alex Müller in 1986 and their publication "Possible High-Tc Superconductivity in the Ba-
La-Cu-O System" [49] can be seen as the discovery of high-temperature superconductors.
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Figure 4.1: The plot from [48] shows the temperature dependence of ρ in a YBCO-film. Be-
low Tc ≈ 91 K the resistivity is zero. Around Tc the resistivity increases strongly in a small
temperature range of around 2 K. For higher temperatures the resistivity depends linearly on the
temperature like it is typical for metals. Figure courtesy of German Hammerl.

A year later Maw-Kuen Wu and Paul Chu discovered the superconductivity in YBCO
ceramics with Tc ≈ 92 K [23]. The fact that the transition temperature is above the tem-
perature of liquid nitrogen made these superconductors attractive for many applications,
because cooling with liquid nitrogen is much cheaper than with liquid helium. An exam-
ple are SQUIDs (superconducting quantum interference devices), which are very sensitive
magnetometers with applications in medicine among other things [24]. Another example
would be low loss power lines. Until now the copper oxide with the highest critical tem-
perature at ambient pressure is HgBa2Ca2Cu3O8+δ with Tc ≈ 135 K [50]. Higher critical
temperatures can be reached under a high pressure. For example, HgBa2Ca2Cu3O8+δ was
measured to be superconducting up to 164 K at 31 GPa [51]. In 2015 an even higher
critical temperature of 203 K was discovered in H3S at 150 GPa [52].

For this project a high-Tc superconductor has the following advantage: At T = Tc

Johnson noise is higher for a high-Tc superconductor than for a conventional supercon-
ductor, because it is proportional to the temperature T . As for this project, it should be the
dominant source of motional heating above Tc, the required resistance to produce enough
Johnson noise is smaller for a high-Tc superconductor than for a conventional supercon-
ductor (details on the calculation of the required resistance are given in section 4.4.2).
YBCO was chosen for this project and its properties are described in the next section.

4.1.3 The properties of YBCO

The abbreviation YBCO stands for YBa2Cu3O6+x. The partial oxygen content x is crucial
for the properties of the material. For x < 0.4 it is an insulator, whereas for 0.4 < x < 1
it is a superconductor [23]. Different oxygen contents lead to a spread of the critical



4.2. Trap chip production 27

temperature around 90 K. Like many superconductors, the resistivity ρ shows a linear
temperature dependence above the sharp increase at Tc. Compared to metals ρ is rather
high. Additionally, ρ is highly anisotropic. In the plane of the YBCO structure where
the material exhibits superconductivity, ρ ≈ 102 µΩ cm for T ≈ 100 K [23]. This is
approximately 500 times higher than the resistivity of copper [53].

YBCO is a type-II superconductor, i.e. it has two critical magnetic fields Bc1 and Bc2

with Bc1 < Bc2. For B < Bc1 the magnetic field is completely expelled from the material
(similar to type-I superconductors). For Bc2 > B > Bc1, type-II superconductors are in
a mixed state, where the magnetic field partly penetrates the material and the resistivity is
still zero. For B > Bc2 they become normal. This behaviour leads to high critical fields
Bc2 up to several Tesla and critical current densities jc up to 107 A/cm2 [23].

4.2 Trap chip production

The chips were produced by two companies. The YBCO film was produced by Ceraco1

in Munich. Afterwards the chips were patterned by STAR Cryoelectronics2 in Santa Fe.
All available information about the production is given in this section.

4.2.1 Thin layer deposition

The layer of YBCO was deposited on a 3-inch wafer made of a 0.5 mm thick sapphire
substrate. Ceraco offers 8 different substrates [54]. We chose sapphire, because it has
low RF losses and a very high thermal conductivity of 103 W/(mK) − 105 W/(mK) in
the range of 10 K − 100 K. This is comparable to the thermal conductivity of copper at
these temperatures [53]. Additionally, the small dielectric constant εr ≈ 10 reduces the
coupling between the RF- and the DC-electrodes. The magnitude of this coupling affects
the RF-grounding of DC-electrodes as described in section 4.4.3.

Between the 50 nm thick YBCO layer and the sapphire substrate, a 40 nm thick buffer
layer of CeO2 is added. Ceraco offers three different types of YBCO layers, which differ
in the amount of partial oxygen content and therefore in the characteristic specifications
for Tc and jc. One of these types is called S-type and it is most suitable for our project,
because structures down to a few microns can be patterned and it has a rather high Tc and
jc. A scanning electron microscope (SEM) picture taken from a test structure in the same
fabrication run shows the typical surface of the film (see figure 4.2).

The YBCO layer was covered by an in situ evaporated 200 nm gold layer. In general,
the gold layer is used to protect the YBCO from influences due to direct contact with air.
In particular, high humidity can lead to a degradation of the superconducting properties.
In addition, the gold layer is needed to contact the chip electrodes with gold wire bonds.

Ceraco measured the properties of the YBCO film right after the fabrication process
and found a critical temperature Tc = 85.6(5) K and a critical current jc = 3.3 MA/cm2

at 77 K.

1Ceraco ceramic coating GmbH http://www.ceraco.de
2http://www.starcryo.com

http://www.ceraco.de
http://www.starcryo.com
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Figure 4.2: Scanning electron microscope (SEM) picture of the YBCO-film right after its depo-
sition done by Ceraco. The surface topography is typical for S-type YBCO-films, one of three
possible types produced by Ceraco. Picture courtesy of Robert Semerad.

Figure 4.3: Overview over the involved steps during the chip fabrication process. In the first step
on some parts of the chip the Au layer is removed, because parts of the chip should have the high
resistance of YBCO above Tc. During the next step the electrode structure is patterned into the
chip. This is indicated by the gaps in the 3rd and 4th schematic. Finally, the chips are covered by
a photoresist to protect them from damage during dicing and transport.



4.3. Simulation of the linear trap design 29

4.2.2 Chip patterning
The patterning and the dicing was done by STAR Cryoelectronics. The steps are described
in the following and are shown in a schematic overview in figure 4.3.

As a first step, on some parts of the chip the gold layer was removed by a wet etch
process [55]. This is necessary, because parts of the chip should have a high resistance
above Tc. This is only possible if the gold layer, which has a much smaller resistance
compared to the YBCO layer is removed from these parts. Additionally, on some traps
the gold layer is removed completely around the trapping area in order to investigate
the surface noise properties of YBCO. Afterwards the wafer was patterned by argon ion
milling [55]. Before dicing the chips were covered by a photoresist in order to protect the
surface.

4.3 Simulation of the linear trap design
The trap design of this project is based on the Yedikule-3 design [29]. Due to some slight
modifications it is named ’HTCYK1’ in this thesis. The layout of HTCYK1 is depicted in
figure 4.4. It consists of an 8 mm long RF-electrode with one central DC-electrode and 3
DC-electrodes on each side. The trap in [29] was simulated with COMSOL Multiphysics
3.4 in combination with MATLAB, whereas the "electrode package" [56] was used for
the simulations in this thesis. Therefore a short introduction about the basic assumptions
behind this simulation and a description how these simulations are done will be given in
this section.

4.3.1 The gapless approximation for surface traps
To calculate the electric fields and potentials in an arbitrary setup of given electrodes,
one in general has to solve differential equations with an appropriate software like for
example COMSOL Multiphysics. However, as shown in [57], above a surface trap they
can be calculated analytically under the following assumptions:

• The gapless approximation: No gaps are present in between the electrodes.

• Infinite plane approximation: The electrodes are assumed to cover an infinite
plane.

This approach results in a much shorter computation time. Due to the above given as-
sumptions the effects of the electrode thickness and the dielectric properties of the under-
lying substrate are also neglected in the simulations. However, Roman Schmied demon-
strates that these influences are small in realistic situations, the errors are usually exceeded
by those due to stray fields and microfabrication tolerances [58]. He implemented this
calculations in a Mathematica code (available at [59]). Based on that Robert Jördens pro-
grammed the electrode package in Python [56]. The latter one is used for the simulations
in this master thesis and therefore in the following section we present how to use the elec-
trode package for simulating ion traps with a given electrode structure. Despite the fact
that they were not used in this thesis, it should be noted, that the software also includes
trap geometry optimization functions based on [60].
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Figure 4.4: Layout of the basic linear trap design (HTCYK1). The red colored electrodes are
connected to an RF-resonator, the blue ones are DC-electrodes and the yellow parts are electrically
grounded. The DC-electrodes are labelled according to their position (TL = top left, TM = top
middle, ... , C = center). The x in the center marks the position of the ion and the origin of the
coordinate system for the simulations. The gap size between the electrodes is 10 µm.
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4.3.2 Simulating ion traps with the electrode package
This section is an introduction to surface trap simulations using the electrode package.
It is partly based on the tutorial by Robert Jördens [56]. In the following, the software
functions are written in italic and the classes are written in bold. An example code is
given in appendix C.

The first step to simulate a given electrode structure in the electrode package is defin-
ing the electrode layout using the classes System and PolygonPixelElectrode, where
each electrode is represented by a polygon. To define the electrode layout the following
points have to be considered:

• It is not possible to implement gaps in the electrode structure. Therefore we in-
creased the size of the two electrodes next to a gap such that each of them fills up
half of the gap space.

• The polygon points should be given in a counterclockwise order. Otherwise the
voltage assigned to the electrodes will have a reversed sign in the simulations.

• The dimension of the electrodes affect the dimension of the simulations. This means
if the size of the electrodes is given in µm, then the electric fields will be given in
V/µm.

To visually control the implemented electrode layout, it can be plotted using System.plot.
After that the RF-voltage is assigned to the RF-electrode. As shown in section 2.1.1

the RF-field creates a pseudopotential that traps the ion. If one scales the RF-voltage
by a factor Q2/(4mΩ2

RF), the value of the simulated potential is identical to the pseu-
dopotential seen by the ion. The minimum of the pseudopotential can be found with Sys-
tem.minimum. In the case of a linear trap, the RF-field confines the ion in only two dimen-
sions. One must apply DC-voltages to the DC-electrodes in order to trap the ion in all 3
dimensions. An appropriate set of DC-voltages can be calculated with System.shims. This
function calculates voltage sets according to constraints, which are given to the function
as arguments. By constraining the DC electric field to be zero at the desired trapping posi-
tion, a voltage set for axial confinement can be calculated. After assigning the voltages to
the DC-electrodes the secular frequencies are calculated with the help of System.modes.

System.shims additionally enables one to calculate shim voltage sets, i.e. voltage sets
that produce an electric field with only an x-,y- or z-component at the position of the
ion. These can be used to move the ion in order to compensate for micromotion without
affecting the curvature of the electric field and consequently without affecting the trapping
frequencies.

The trap-depth is obtained in the following way: First the position of the lowest sad-
dle point around the trap minima can be approximated by looking at a plot of the total
effective potential (an example is shown in figure 4.5). Then this approximation is used to
calculate the exact position with System.saddle. It calculates also the potential Φsp of this
saddle point. Finally, the trap depth is given by Φsp − Φm, where Φm is the potential at
the trap minimum. The results of the simulations for HTCYK1 are presented in the next
section.
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Figure 4.5: Total effective potential (with applied DC- and RF-voltages) of HTCYK1 for the cross
sections through the trap minimum at x = 0 µm, y = 226 µm and z = 0 µm. The main escape
channel for the ion is through the saddle point at (−79 µm, 299 µm, 0 µm). The spacing between
contour lines is 50 meV.

RF TL TM TR BL BM BR C

RF-amplitude
Vpeak (V)

Drive frequency
ΩRF/2π (MHz) DC-voltage (V)

176 18.97 29.38 -29.38 29.38 6.48 -29.38 6.48 1.10

Table 4.1: RF- and DC-voltages, used for the simulations of HTCYK1 in this section. The chosen
RF-frequency is the resonance frequency of the RF-circuit used for the measurements in section
6.3.

4.3.3 Simulation results

The simulation of HTCYK1 is obtained with the program code given in appendix C.
The voltages which are used for the simulations are given in table 4.1. As described
in the previous section, the first step to analyse the trap is to find the minimum of the
pseudopotential resulting from the applied RF-voltage. A plot of the pseudopotential is
shown in figure 4.6; the trap minimum is 226 µm above the surface (at x = 0 µm, y =
226 µm and z = 0 µm). One can clearly see the pseudopotential tube along the z-axis,
which is characteristic for linear traps. As expected for a surface trap the escape channel
for an ion is nearly orthogonal to the trap surface. In a linear trap it is assumed that the RF-
field produces only a negligible small curvature along the z-axis. This assumption holds
for HTCYK1, because ωRF,z/ωRF,r = 6× 10−5, where ωRF,z is the secular frequency in
the z-direction and ωRF,r the secular frequency in the radial direction.

Adding the DC-voltages confines the ion along the z-axis. The DC-voltage set for
this simulation is given in table 4.1 and results in an axial secular frequency ωz = 2π ·
1.05 MHz. The resulting total effective potential is depicted in figure 4.5. The main
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Figure 4.6: Pseudopotential resulting from an applied RF-voltage on the RF-electrode of HT-
CYK1. Cross sections are taken through the trap minimum at x = 0 µm, y = 226 µm and
z = 0 µm. Along the z-axis one can see a pseudopotential tube which is characteristic for lin-
ear traps. The spacing between contour lines is 50 meV.

Trap depth (meV)
Secular frequencies

ωz/2π (MHz) ωr1/2π (MHz) ωr2/2π (MHz)
72 1.05 1.70 2.47

Table 4.2: Trap parameters obtained from the RF- and DC-voltages listed in table 4.1.
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escape channel for the ion is now through the saddle point at (−79 µm, 299 µm, 0 µm).
The potential that goes through the trap minimum and the saddle point is shown in figure
4.7. The trap depth is Φsp − Φm = 72 meV. The fact that the radial modes are tilted out
of the plane parallel to the trap surface is important as it allows us to cool all modes with
a laser that is parallel to the trap surface. The secular frequencies are calculated from the
potential at the ion position. They are given in table 4.2.
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Figure 4.7: Total effective potential along the line going through the trap minimum Φm and the
saddle point Φsd. The trap depth is given by Φsp − Φm = 72 meV.

4.4 How to make Johnson noise dominant above Tc and
the resulting problems

In section 3.1 it was explained that the motional heating resulting from Johnson noise can
be calculated in the following way: The characteristic distance from the electrode to the
ion and the effective real resistance between the trap electrode and electrical ground have
to be determined. Due to the fact that the effective resistance is always finite, Johnson
noise is present in all ion traps. However, as long as the resistance is low enough, Johnson
noise is negligible compared to other heating mechanisms. To produce on purpose a level
of Johnson noise exceeding the level of the other noise sources, a high resistance has to
be connected to one of the electrodes.

In this project the resistance is formed by a structure made of YBCO integrated on
the trap chip. Above the critical temperature of YBCO Tc ≈ 86 K, the resistance of this
structure increases strongly and produces Johnson noise.

In the experiment we want to be able to identify two regimes: Below Tc we will be
limited by an yet unknown noise source with the electric field noise density STc . Above
Tc we want Johnson noise to be the dominant noise source. In order to clearly identify
the two regimes, the electric field noise density of Johnson noise SJN has to be at least
an order of magnitude higher than the other noise sources STc . In order to determine
the resistance required to make Johnson noise dominant, we first estimate STc in section
4.4.1. Afterwards in section 4.4.2, the Johnson noise per resistance SJN/R is calculated.
To ensure that Johnson noise is dominant above Tc, we chose R so that SJN = 10STc .
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4.4.1 Expected electric field noise around Tc ≈ 86 K

The heating rate Γh in ion traps depends on many different parameters, e.g. the trap fre-
quency, the ion-electrode separation, the trap temperature and the experimental setup
around the trap [17]. In addition, surface contaminations on the trap seem to affect the
heating rate [17].

These complex dependencies make it impossible to precisely predict the heating rate
in the YBCO-traps. Nevertheless, it is estimated in the following. The traps in [29] serve
as a starting point, because they have the same ion-electrode separation and were used in
the same experimental setup as the YBCO traps. Two types of traps were tested in [29].
In one of them silica is used as the substrate material, in the other one the substrate is
silicon. Both of them use gold as a top electrode layer. The silica trap shows on average
Γh = 41(5) phonons/s for an axial frequency ν ≈ 1 MHz. At the same trap frequency
most of the investigated silicon traps have a heating rate of approximately 1 phonon/s.
All these traps were operated at temperatures around 10 K and therefore the heating rates
have to be extrapolated to T ≈ 86 K.

The overview of motional heating rate measurements in ion traps given in [17] clearly
shows a reduction of the heating rate with decreasing temperature. A rough estima-
tion shows that it is reduced by two orders of magnitude between room temperature
and T ≈ 6 K. Until now only two experiments investigated the temperature scaling of
traps within one setup [61, 62]. While these two experiments observe a different tem-
perature scaling, both measure an increase of Γh by approximately one order of mag-
nitude from 10 K to 86 K. Consequently, we expect Γh(86 K) / 4× 102 phonons/s,
which according to equation (3.1) corresponds to an electric field noise spectral density
STc / 3× 10−12 V2/(m2Hz).

4.4.2 Calculation of the required resistance

We need to choose an appropriate resistance based on the estimations above. This is
done by first calculating the Johnson noise per resistance SJN/R and then choosing R,
so that SJN = 10STc ≈ 3× 10−11 V2/(m2Hz). R is a YBCO-structure connected to the
TM-electrode (the DC-electrode in the middle on the top side; see layout in figure 4.4).
The heating rate measurement will be done in the axial mode z with frequency ωz. With
equation (3.3) the Johnson noise is then given by

SJN
z,TM

R(ωz, T )
=

4kBT

D2
z,TM

, (4.1)

with the characteristic distance Dz,TM = VTM/Ez,TM. The induced electric field in the
z-direction Ez,TM resulting from the voltage VTM on the TM-electrode is calculated with
the electrode package by using System.individual_potential. Figure 4.8 shows the re-
sulting Johnson noise as a function of the ion position along the z-axis. The maxi-
mum noise SE,max is reached at zm = ±285 µm. For T = 100 K and R = 1 Ω it is
SE,max = 2.5× 10−17 V2/(m2Hz) .Therefore SJN ≈ 3× 10−11 V2/(m2Hz) is reached
when a resistance R ≈ 1 MΩ is connected to the TM-electrode.
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Figure 4.8: Johnson noise from the TM-electrode for T = 100 K and R = 1 Ω as a function of
the ion position along the z-axis of the trap. The Johnson noise is obtained with equation 4.1,
where the characteristic distance was calculated using the electrode package.

To include such a large resistance on the trap chip, a long and thin trace of YBCO
is needed. For a 10 µm trace width and a 50 nm thick YBCO layer the trace would have
to be 0.3 m long. A practical way to include such a trace on the trap chip is to form a
meander shape (examples can be seen in figure 4.10).

However, connecting Rmeander ≈ 1 MΩ to a DC-electrode (the meander-electrode)
hinders the RF-grounding of this electrode. This issue is explained in detail in the follow-
ing section.

4.4.3 Proper RF-grounding of DC-electrodes

In a trap design it is usually assumed that all DC-electrodes are RF-grounded. If this is
not ensured in the experimental setup, an RF-pickup is present on the DC-electrodes. De-
pending on the phase and the amplitude of the RF-pickup, it can lead to non compensable
micromotion [63], it can reduce the trap depth or even prevent from trapping an ion.

To understand how an RF-pickup can arise on a DC electrode we consider the circuit
in figure 4.9. It shows the complete electronic circuit between the RF-electrode and the
DC-voltage source including the capacitive coupling CC between the RF- and the DC-
electrode and filters. The capacitive coupling CC can create an RF-pickup V12,RF on the
DC-electrode. An electrode is considered RF-grounded, if no RF-voltage V12,RF is present
on the DC-electrode. Proper RF-grounding of the DC-electrodes can be achieved in the
following way: A capacitance CF to electrical ground is installed along the connection to
the DC-electrode. It is shown later in this section that the rest of the filter components
apart from CF do not influence the RF-grounding of the DC-electrode. The RF-pickup
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Figure 4.9: Schematic electronic circuit of the RF-grounding of a DC-electrode. On the left side
is the RF-voltage VRF applied to the RF-electrode. CC is the capacitive coupling between the
RF-electrode and the DC-electrode (point 1), CF is a capacitance to ground (point 2) and Zcon

is the impedance of the wiring between them. V12,RF is the RF-voltage between point 1 and 2
and is also called RF-pickup. The DC-electrode at point 1 is RF-grounded, if V12,RF ≈ 0. The
components outside of the red box are the rest of the DC-filter components and the DC power
supply VDC. RF and CF form a RC-filter. The two other capacitors C and the inductance L build
up a PI-filter. It will be verified in the main text, that only the components inside the red box affect
the RF-grounding.

V12,RF is negligible for
ZCC
� ZCF

+ Zcon, (4.2)

where the impedance of the capacitances are ZCF
= 1/(iωCF) and ZCC

= 1/(iωCC), ω
is the radio-frequency and Zcon is the impedance of the connection between CC and CF.
In this case the whole RF-voltage VRF between the RF-electrode and electrical ground
drops at CC and V12,RF is negligibly small. The following calculation shows that if a high
resistance like a YBCO meander structure is connected to the DC-electrode, than the DC-
electrode is RF-grounded below Tc. However, above Tc a significant RF-pickup is present
on the DC-electrode.

In our setup, for the TM-electrode it can be approximated that 0.03 pF < CC < 0.5 pF
(see appendix A). CF = 330 nF is given by the last capacitor of the filterboard. The next
filter component is a resistor RF = 100 Ω. For a radio frequency ωRF = 2π · 19 MHz,
the impedance |ZCF

| = 1/(ωCF) ≈ 0.03 Ω � RF. Therefore all the filter components
besides CF and the DC-power source do not affect the RF-grounding.

The YBCO meander with the resistance Rmeander is directly on the trap chip and it
is part of Zcon. For T < Tc, Rmeander = 0. Zcon is usually at maximum a few Ω.
For CC = 0.1 pF and ωRF = 2π · 19 MHz, ZCC

≈ 8 kΩ. Therefore the requirement
ZCC
� ZCF

+ Zcon is fulfilled and the DC-electrode is properly RF-grounded.
For T > Tc, Zcon is dominated by Rmeander and V12,RF is given by

V12,RF =
Rmeander + ZCF

Rmeander + ZCF
+ ZCC

· VRF. (4.3)

As CF � CC, ZCF
� ZCC

and Rmeander � ZCF
, equation (4.3) can be simplified to

V12,RF ≈
Rmeander

Rmeander + ZCC

· VRF. (4.4)
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Taking the same values as above (CC = 0.1 pF and ωRF = 2π · 19 MHz, ZCC
≈ 8 kΩ)

and Rmeander = 1 MΩ leads to V12,RF ≈ VRF and the DC-electrode is not properly RF-
grounded.

In summary, for T < Tc the DC-electrode with the attached meander is well RF-
grounded, whereas for T > Tc the meander resistance causes an RF-pickup V12,RF on
the DC-electrode that has the same magnitude as the RF-voltage VRF. This pickup could
prevent from trapping or at least produce not compensable micromotion. Consequently,
the trap design was modified in a way to minimize V12,RF. The optimised designs are
presented in the following section. Additional means to reduce V12,RF are presented in
section 4.6.

4.5 Final trap designs
To overcome the problems described in the last section, two new trap designs were de-
veloped: the one-meander and the two-meander design. Both of them have in common
that the central DC-electrode is split into three electrodes. In the one-meander design one
of these is used as the meander-electrode. In the two-meander design two are used as the
meander-electrodes. In both designs the meander-electrodes have a smaller characteristic
distance than the TM-electrode and the Johnson noise per resistance is increased. There-
fore, a smaller resistance can be used to produce the magnitude of Johnson noise required
to exceed the other noise sources.

4.5.1 One-meander design

The one-meander design is optimised in a way to minimize the characteristic distance D
of the meander-electrode while the capacitive couplingCC between the meander-electrode
and the RF-electrode is not increased significantly. The empirical optimisation was per-
formed by simulating different electrode sizes and shapes. The final design is shown in
figure 4.10.

The general layout is similar to HTCYK1. It consists of a 7 mm long RF-electrode
and 5 DC-electrodes on each side. The main difference is that the central DC-electrode
is split into three parts. One of them is situated in the centre of the trap right under the
trapping site. This so-called CC-electrode is 400 µm long in the z-direction, on the upper
side it is separated from the RF-electrode by a 10 µm gap and on the lower side it ends
next to a 30 µm trace of the other central electrode (a zoom in on the CC-electrode is
provided in figure 4.11). The CC-electrode is used as the meander-electrode. It can be
connected to the meanders on the lower side of the chip via a trace that goes from the CC-
electrode to the left end of the RF-electrode and then downwards. This trace introduces
an asymmetry, which is reduced by a second trace from the CC-electrode to the right. The
other two remaining parts of the central electrode can be connected together by bonding
wires and they are used together as one DC-electrode.

The spatial dependence of Johnson noise from the CC-electrode is depicted in figure
4.12. It was calculated for T = 100 K and R = 1 Ω. The Johnson noise has two max-
ima along the z-axis. The highest is SE1 = 1.04× 10−15 V2/(m2Hz) , and is located
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Figure 4.10: a) Layout of the one-meander design. The CC-electrode is used as the meander-
electrode. The CC-electrode and the different meanders are shown in green. The red colored
electrodes are connected to an RF-resonator, the blue ones are DC-electrodes and the yellow parts
are electrically grounded. The lower part of the interdigitated finger electrodes is black. A zoom in
on the CC-electrode is provided in figure 4.11. b) Zoom in on two meanders with their respective
bonding pads. c) Zoom in on a part of the interdigitated finger electrode. The trace width of the
meander and the width of each finger is 10 µm. All electrode gaps in b and c are 10 µm.



40 Chapter 4. Design of high-temperature superconducting traps

Figure 4.11: Zoom in on the CC-electrode (shown in green). The CC-electrode is connected
to the meanders via the trace to the left side. The trace to the right side serves to reduce the
asymmetry introduced by the trace on the left side. The red colored electrodes are connected to an
RF-resonator, the blue ones are DC-electrodes and the yellow parts are electrically grounded. The
gap size between the electrodes is 10 µm.

Figure 4.12: Johnson noise from the CC-electrode of the one-meander design for T = 100 K
and R = 1 Ω as a function of the ion position along the z-axis of the trap. The Johnson noise is
obtained with equation 4.1, where the characteristic distance was calculated using the electrode
package.
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l (µm) R at 100 K (kΩ) SEmax (V2/(m2Hz)) SE/STc Γh (phonons/s)
26840 70 7.3× 10−11 24 1.07× 104

11670 30.5 3.18× 10−11 10 4.64× 103

3990 10.4 1.09× 10−11 3.6 1.59× 103

1790 1.69 4.88× 10−12 1.6 7.1× 102

Table 4.3: Length l of the meanders integrated on the one-meander design, the correspond-
ing resistance R, the electric field spectral noise density S resulting from Johnson noise and
the corresponding heating rate Γh. Additionally, the relation between SE/STc is shown, where
STc ≈ 3× 10−12 V2/(m2Hz) is the upper bound for the expected electric field noise at T = Tc

calculated in section 4.4.1. The resistances are calculated by R = ρl/wd, with the resistivity
ρ = 131(2) µΩ m, the meander trace width w = 10 µm and the thickness of the YBCO film
d = 50 nm. The resistivity was determined by averaging over measurements of the resistance
of three different meander structure at T = 100 K. An example of a resistance measurement is
presented in section 6.1.1.

at zm1 = 217 µm. The second maximum of the Johnson noise at zm2 = −217 µm has
a slightly smaller magnitude SE2 = 0.98SE1 due to the asymmetric CC-electrode (see
figure 4.12). Compared to the TM-electrode of the HTCYK1 design the characteristic
distance is reduced by a factor of 6.5. Therefore, the maximum noise is increased by a
factor of 42 independent from R and T .

The calculations in the previous section show that the RF-grounding of the meander-
electrode depends on the meander-resistance Rmeander; it is improving with decreasing
Rmeander. Consequently, Rmeander should be as low as possible. The required Rmeander

to make Johnson noise dominant depends on the unknown heating rate of the other noise
sources. Therefore several different meander lengths are placed on the trap chip. The
different meanders have bonding pads in order to connect them to the trace of the CC-
electrode by bonding wires. The different meander lengths together with the expected
resistances and the expected heating rates are listed in table 4.3. These meanders are
replicated on the upper part of the design to allow one to measure the resistance of the
meander during the trap operation. At T = 100 K the different meander sizes produce
Johnson noise ranging from 1.6STc to 24STc , where STc ≈ 3× 10−12 V2/(m2Hz) is the
upper bound for the expected electric field noise at T = Tc calculated in section 4.4.1.

The one-meander design makes it possible to reduce the required resistance signif-
icantly. Nevertheless, a RF-pickup V12,RF might be present on the CC-electrode. Ad-
ditional means may be used to reduce V12,RF (see section 4.6). One of these means is
to inject an additional RF signal via a capacitive coupling. The interdigitated electrodes
at the bottom of the chip serve as a capacitor to inject this RF signal. The capacitance
C = 2.7 pF between the electrodes is calculated by [64]

C = pq
4

πa
εrε0

∞∑
n=1

1

2n− 1
J2

0

(
(2n− 1)πs

2a

)
, (4.5)

where p = 180 µm is the length of the overlapping fingers, q = 3330 µm is the width of
the whole structure, a = w + s = 20 µm is the sum of the width w = 10 µm of one finger
and the spacing between two fingers s = 10 µm and J0 is the zeroth Bessel function of
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the first kind.

4.5.2 Two-meander design
The two-meander design uses meander-electrodes with reduced characteristic distance
compared to the HTCYK1 design (like the one-meander design). Additionally, this sec-
ond design takes the effects of the RF-pickup into account. The meander-electrodes de-
scribed in the following are designed in a way to overlap the minimum of the electric field
resulting from the RF-pickup with the trapping position of the ion.

As shown in figure 4.13, the central electrode is split into three parts. The C1- and the
C2-electrode are symmetric to each other with respect to the ion position. Both electrodes
have long traces going to meanders on the bottom part of the trap chip. The meanders on
the left and on the right side are identical. In this way the symmetry of the C1- and the
C2-electrode is not broken if a meander is connected to each electrode. The meander is
connected to the electrode by a bonding wire from the bonding pad of the meander to the
bonding pad of the trace to the electrode.

The RF-pickup on the C1- and the C2-electrode are expected to be identical, both
in phase and in amplitude, because of the symmetry between the C1-, the C2- and the
RF-electrode. Consequently, there exists a point between the two electrodes where the
electric field resulting from the RF-pickup, vanishes. The size and the position of the
electrodes are chosen in order to overlap this point with the trapping position of the ion.
In this way the RF-pickup does not prevent from compensating the micromotion.

The Johnson noise from the two electrodes is totally uncorrelated, because it is pro-
duced by two different meanders. Therefore, the spectral electric field noise density adds
up linearly [17]. In sum it is SE = 4.25× 10−16 V2/m2Hz for T = 100 K and R = 1 Ω,
which is about a half of the value in the one-meander design. The different meander
lengths and the resulting expected heating rates are shown in table 4.4. At T = 100 K
the different meander sizes produce Johnson noise ranging from 1.9STc to 13STc , where
STc ≈ 3× 10−12 V2/(m2Hz) is the upper bound for the expected electric field noise at
T = Tc calculated in section 4.4.1.

First heating rate measurements in a two-meander design trap were already performed
and the results are discussed in section 6.4.2.
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Figure 4.13: Layout of the two-meander design. The meander-electrodes C1 and C2-elctrode
and the different meanders are shown in green. The red colored electrodes are connected to an
RF-resonator, the blue ones are DC-electrodes and the yellow parts are electrically grounded. The
black electrode on the bottom provides a possiblity to connect the C1- and the C2-electrode. The
gaps between the electrodes are 10 µm. The meanders have the same width as in the one-meander
design (10 µm). Only their length differs from the one-meander design.
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l (µm) R at 100 K (kΩ) SE (V2/(m2Hz)) SE/STc Γh (phonons/s)
35840 94 3.99× 10−11 13 5.82× 103

14960 39.2 1.67× 10−11 5.6 2.43× 103

5190 13.6 5.78× 10−12 1.9 8.4× 102

Table 4.4: Length l of the meanders integrated on the two-meander design, the correspond-
ing resistance R, the electric field spectral noise density SE resulting from Johnson noise and
the corresponding heating rate Γh. Additionally, the relation between SE/STc is shown, where
STc ≈ 3× 10−12 V2/(m2Hz) is the upper bound for the expected electric field noise at T = Tc

calculated in section 4.4.1. The resistances are calculated by R = ρl/wd, with the resistivity
ρ = 131(2) µΩ m, the meander trace width w = 10 µm and the thickness of the YBCO film
d = 50 nm. S and Γh are the sum of the noise from 2 identical meanders, one connected to the
C1-electrode and one to the C2-electrode.

Figure 4.14: Schematic electronic circuit of the improved RF-grounding of the meander-electrode
by a bypass capacitor CB. On the left side is the RF-voltage VRF applied to the RF-electrode. CC

is the capacitive coupling between the RF-electrode and the DC-electrode (point 1), CF is the last
capacitance to ground (point 2) of the filter components and Rmeander is the resistance between
them. As explained in section 4.4.3 the other filter components between CF and the DC-source
VDC do not affect the RF-grounding of the DC-electrode and therefore they are not shown.
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4.6 Additional means to reduce the RF-pickup voltage

4.6.1 Bypass capacitor

The first possible means is to connect a bypass capacitor CB to ground to the connection
between the meander-electrode and the meander. The resulting electric circuit can be seen
in figure 4.14. As CB is parallel to Rmeander the overall impedance from point 1 to ground
(point 2) is reduced. This reduces the RF-pickup V12,RF:

V12,RF ≈
Rmeander

Rmeander(1 + CB

CC
) + ZCC

· VRF, (4.6)

where the impedance of CF was neglected as in equation (4.4). Compared to that equa-
tion it is apparent that the reduction of V12,RF depends on the ratio between CB and CC.
Consequently, CB should be chosen as high as possible.

The drawback of this method is that CB reduces the effective real resistance Reff con-
nected to the electrode. This reduces the Johnson noise as SJN ∝ Reff (see section 3.1).
Reff is given by

Reff =
Rmeander

1 + (RmeanderωCB)2
. (4.7)

It has to be noted that in this equation ω is the frequency at which the Johnson noise
is measured, i.e. the axial secular frequency ωz of the ion in the trap. In contrast, in
equation (4.6) the drive radio-frequency ωRF has to be used to calculate ZCC

. This makes
a significant difference as typically ωRF ≈ 20ωz.

An optimised value of CB cannot be given before the first measurements with a trap.
It depends on the unknown value of CC (it can only be approximated like in appendix A),
the required Reff and the maximum reasonable pickup voltage V12,RF.

How different values of CB affect the Johnson noise and the RF-grounding is shown
in the plots of figure 4.15. For them the following values are taken: ωsec = 2π · 1 MHz,
ωRF = 2π · 19 MHz and CC = 0.1 pF. The plotted range of Rmeander covers the values of
the smallest meander on the two-meander design within the relevant temperature for the
experiment (up to T ≈ 110 K).

Plot a) of figure 4.15 results from equation (4.6) and shows that the relative RF-pickup
V12,RF/VRF decreases with increasing CB. In plot b) it can be seen that CB = 50 pF
results in an Reff that decreases with increasing Rmeander. As it is planned to measure
the temperature dependence of the heating rate, the latter case must be avoided. The
increase of Rmeander for increasing temperature would lead to a reduction of Reff and the
resulting Johnson noise would decrease with increasing temperature. This would make it
complicated to verify that the heating rate is dominated by Johnson-noise above Tc.

The two plots show that CB = 10 pF could be a reasonable value, because V12,RF/VRF

is reduced significantly while Reff does not decrease within the range of Rmeander.
Finally, it should be mentioned that the meander electrode has already a capacitive

coupling to ground on the trap chip. For geometric reasons, this coupling is smaller than
the coupling between the interdigitated fingers on the one-meander design (see figure
4.10) and larger than the coupling between the TM-electrode and the RF-electrode which
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is approximated in appendix A. Therefore a bypass capacitor with 0.03 pF < CB <
2.7 pF is always present in the system.

Figure 4.15: Simulations of the effect of different bypass capacitors CB: in blue 1 pF, in green
10 pF, in magenta 50 pF. For comparison red shows the calculation without CB. In both plots
Rmeander is given on the horizontal axis. The range of the resistance covers the values of the
smallest meander on the two-meander design within the relevant temperature for the experiment
(up to 110 K). a) The relative RF-pickup V12,RF/VRF as a function of Rmeander. It decreases for
higher values of CB. Additionally, it can be seen that for CB = 10 pF and for 50 pF it saturates
after a certain resistance. b) The effective real resistance Reff depending on Rmeander. The blue
curve shows that for low values of CB the effect on Reff is negligible. From the magenta curve it
can be seen that a too high value of CB results in an Reff that decreases with increasing meander
resistance.

4.6.2 Compensating the RF-pickup using a second RF signal
Compensating the RF-pickup by an external RF-source was already demonstrated in [63].
In our setup, the RF signal has to be injected between the meander and the meander-
electrode as depicted in figure 4.16. The injection can be realised by a capacitive coupling.
The capacitive coupling CRF acts additionally as a bypass capacitor. Consequently, the
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Figure 4.16: Schematic electronic circuit of the capacitive coupling from the RF-electrode to the
meander-electrode with a second RF signal inserted via CRF to compensate the pickup-voltage on
the meander-electrode (point 1).

reduction of Reff has to be considered when one chooses CRF. The amplitude of the
additional RF signal has to match the one of the RF-pickup and the phase difference has
to be -180◦ in order to fully compensate the RF-pickup. The appropriate amplitude and
phase have to be determined by minimizing the micromotion of the ion.
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Experimental setup

The experiments described in this thesis are carried out using a cryogenic setup, which
was mainly built by Michael Niedermayr and is described in his PhD thesis [29]. After
briefly motivating the use of cryogenic ion trap setups, the existing setup is described in
section 5.1. The operation temperature of the cryostat is T ≈ 10 K. For this project, the
YBCO traps have to be operated in the temperature range (10-120) K. To achieve these
temperatures in the existing cryostat setup, a variable-temperature trap mount was built
and integrated into the setup. As the filterboard and the RF-resonator are permanently
fixed to the trap mount, they had to be rebuilt for the new mount and they are described in
section 5.2. The design of the variable-temperature trap mount and its measured charac-
teristics are presented in section 5.3. Additionally, a 4-wire resistance measurement was
integrated in the setup in order to measure the meander resistance R(T ) during the trap
operation. It is shown in section 5.4.

5.1 Cryogenic environment

The following section provides information about the experimental setup and is based on
a more detailed description in [29].

5.1.1 Advantages of operating ion traps at cryogenic temperatures

Ion traps for quantum information processing have to be operated in ultra high vacuum
with a pressure p around 10−11 mbar to prevent collisions of background molecules with
the ion. Such collisions can lead to ion loss or chemical reactions, both necessitating
reloading of ions. Cryogenic temperatures make it possible to reach extremely high vac-
uum (p < 10−12 mbar), because of the cryopumping effect. At T = 10 K, all molecules
apart from noble gases and hydrogen have a saturation pressure below 10−12 mbar [65].
If a vacuum pump is used for evacuating the system to a medium vacuum (< 10−5 mbar)
before the cryostat is turned on, then the amount of hydrogen and helium in the cham-
ber is sufficiently low that most of these residual molecules stick to the cold surface due
to physical adsorption [65]. This allows turnaround times of 2 days, i.e. changing from
one operated trap to another by heating up the system to room temperature, breaking the

48
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vacuum, changing the trap, pumping the system and cooling it down. In contrast, room
temperature setups usually have to be baked for at least a week to reach sufficiently low
pressures.

Another advantage of operating ion traps at cryogenic temperatures is that the electric
field noise is reduced significantly compared to room-temperature setups [17]. Besides
that, cryogenic temperatures allow the usage of materials that have too high outgassing
rates at room temperature. At room temperature these prevent reaching ultra high vacuum.

Finally, the high conductivity of copper at cryogenic temperatures offers the possibil-
ity to build up a strong electromagnetic shield around the trap [66].

5.1.2 Existing setup

For cooling down the ion trap setup a closed-cycle Gifford-McMahon cryostat is con-
nected to the vacuum chamber. It is anchored to the ceiling of the room and the vacuum
chamber is mounted on an optical table. The cryostat consists of two cooling stages, a
50 K and a 10 K stage, and reaches temperatures below 10 K. A drawback of this type of
cryostat is that it produces large vibrations (≈ 10 µm amplitude). This can cause oscilla-
tions of the ion with respect to the laser beams, which leads to intensity fluctuations at the
ion and reduces the fidelity of quantum gates [30]. To provide vibration isolation of the
vacuum chamber from the cryostat and at the same time maintain high thermal contact,
helium is used as a buffer gas. A GMX-201 adapter, which has a diameter 10 mm larger
than the cold head of the cryostat, is connected to the cryostat by a rubber bellow. The
closed volume between the GMX-20 adapter and the cold head is filled with helium. In
this way the residual vibrations of the vacuum chamber caused by the cryostat are reduced
to (200− 300) nm [29].

The GMX-20 adapter is connected to a CF160 full nipple and together they form the
vacuum chamber. A cross section of the whole vacuum chamber is shown in figure 5.1. In
order to thermally isolate the ion trap from thermal radiation of the vacuum chamber, it is
surrounded by 50 K and 10 K copper shields. The two shields are thermally anchored to
the 50 K and 10 K cooling stages of the cryostat. The vacuum pump station is connected to
the chamber by a valve and electrical connections are integrated by two BNC feedthroughs
and a D-sub feedthrough. The cables from the feedthroughs to the trap are thermally
anchored to the cold stages to minimize the heat conduction to the trap.

The trap itself is installed on a trap mount described in section 5.3. It is situated in
the octagon at the bottom of the vacuum chamber and screwed to two copper rods, which
ensure good thermal conductivity to the 10 K stage. The electronic connections to the
mount are provided by pogo-pins2. This allows the trap mount to be removed easily. To
access the trap mount, the whole cryostat is tilted and the vacuum chamber is opened
using the bottom flange of the octagon.

As depicted in figure 5.2, a ALVASOURCE 3-Ca-150-C oven is connected to one of
the ports of the octagon. It is used to produce a beam of neutral Ca-atoms at the trapping
location. The other BK7 viewports provide optical access for the required lasers, which

1Advanced Research Systems, GMX-20
2Mill-Max, 0929-0-15-20-75-14-11-0.
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Figure 5.1: Schematic cross section of the croystat and vacuum setup, taken from [29]. The vac-
uum chamber consists of a CF160 full nipple, a CF160 octagon at the bottom and the GMX20
adapter which surrounds the two cooling stages of the cryostat. The two cooling stages are con-
nected to 50 K and 10 K copper shields providing the thermal isolation and electromagnetic shield-
ing of the ion trap. Two BNC feedthroughs and a D-sub feedthrough provide the electrical con-
nections for the trap and the temperature sensors. A vacuum pump station is connected to the
chamber via the valve. Figure courtesy of Michael Niedermayr.

Figure 5.2: Schematic cross section of the octagon. Laser access is provided by the viewports
(1),(3) and (5) and BK7 windows integrated in the 50 K and 10 K shields. An ALVASOURCE
3-Ca-150-C oven is attached to port (2) in order to produce a beam of neutral Ca-atoms at the
trapping location. Additional optical access is provided by the remaining viewports, which are not
used at the moment. Magnetic coils are attached to the viewports (1),(3),(5) and (7) to produce a
homogeneous magnetic field at the trapping location.
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have to be overlapped at the trapping position. For more information about the laser setup
it is referred to [29, chapter 4.3].

The bottom flange of the octagon consists of another BK7 viewport, which together
with an objective allows one to collect the fluorescence of the ion. The fluorescence light
is then split up by a 50/50 beamsplitter. One part is sent to a CCD camera3 and the other
to a photomultiplier tube4.

Finally, two pairs of magnetic coils are attached to four viewports and provide a ho-
mogeneous magnetic field of several gauss at the ion trap. This splits up the Zeeman
sublevels in order to resolve the transitions for optical pumping, sideband cooling, and
qubit addressing as described in section 2.4.

5.2 Filterboard and RF-resonator
Technical noise and electromagnetic pickup can lead to voltage noise on the electrodes
(see section 3.1). This results in motional heating of the ion. In order to minimize this
noise, appropriate filters have to be integrated in the electronic circuits. For that reason
low-pass filters are implemented in the DC lines installed on printed circuit boards (PCBs)
close to the trap. The PCBs are part of the trap mount described in the next section and
shown in figure 5.4.

For the DC-electrodes RC low-pass filters with a cut-off frequency of 17 kHz are
installed on these PCBs. Moreover, pi filters with a cut-off frequency of 4.8 kHz are
added outside of the vacuum chamber. A schematic is shown in figure 4.9 and detailed
informations about the used components can be found in [29, section 4.2.3].

An RF-resonator is used to amplify the RF-voltage provided by a function genera-
tor. The resonator makes it possible to operate the trap with an RF input power below
100 mW. Beside that, it serves as a filter for all frequencies outside a small range around
the resonance frequency. The resonator used in this thesis is built similarly to the one de-
scribed in [29, 67]. A schematic of the electronic circuit is shown in figure 5.3. The RLC
resonator consists of several elements. A homebuilt copper coil provides the inductance
L. The capacitance C is mainly given by the capacitance between the RF-electrodes of
the trap and electrical ground. A matching network is used to minimize the reflections
of the incoming signal. In order to measure a fraction of the RF-voltage on the trap, a
capacitive divider is part of the circuit. These components are all installed on a PCB close
to the trap inside the cryostat. Their disposition can be seen on the photo in figure 5.4.

The resonator has two important properties: the intrinsic quality factor Qint and the
resonance frequency f0. f0 is given by

f0 =
1

2π
√
LC

(5.1)

and Qint is defined by

Qint =
1

R

√
L

C
. (5.2)

3Andor, iXon+ A-DU897-DCS-BBB
4Hamamatsu, H7360-02
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Figure 5.3: Schematic of the RF-resonator circuit used to drive the trap. The signal of the function
generator (1) is stepped up by the RLC resonator (3), where the trap itself is part of the capacitance
C. The inductance L is provided by a homebuilt copper coil. The resistance R is mainly produced
by the resistance of the coil. In order to minimize the reflection of the incoming signal, a matching
network (2) is installed before the resonator. It consists of a variable capacitor M2 and an addi-
tional copper coil M1. The two capacitors C1 and C2 are used as a voltage divider (4) and are
called capacitive divider. They allow to measure a fraction of the RF-voltage on the trap using e.g.
an oscilloscope (5) or an RF spectrum analyser. The function generator and the oscilloscope are
outside of the vacuum chamber (T = 300 K). The other parts are installed on the trap mount and
are thermally anchored to the 10K-stage of the cryostat. Figure courtesy of Michael Niedermayr
[29].

f0 (MHz) Qint L(µH) C(pF) M1(pF) M2(µH) C1(pF) C2(pF) R(Ω)
17.505(1) 1514(10) 6.5(1) 13(2) 12-100 0.17(1) 2.5 1000 0.47(5)

Table 5.1: Component list of the RLC resonator including the matching network and the capacitive
divider at T ≈ 10 K. f0 is the resonance frequency of the newly built resonator together with a
mounted YBCO trap. The capacitance of C1,C2 and M2 are taken from their datasheets. The
inductances of the coils were measured with a Q-Meter5 before their installation to the PCB. f0

and ∆f are measured with a frequency analyser6. The capacitance of the resonator C is then
calculated using equation (5.1) and Qint is given by equation (5.3). Finally, R is obtained with
equation (5.2).

Qint can be obtained by measuring the resonance frequency f0 and the −3 dB full-width
voltage gain bandwidth of the resonance ∆f . In a measurement, the full electronic circuit
has to be taken into account, i.e. the matching network influences the measured value
Qmeas. It was shown by [67] that

Qint = 2Qmeas,

with Qmeas =
f0

∆f
.

(5.3)

The values of the different components of the resonator are given in table 5.1. The
measured resonance frequency is f0 = 17.505(1) MHz. The quality factor is Qint =
1514(10). It is higher than the Q = 1200 reported in [29], which is most likely due to the
fact that the trap electrodes have no resistance in the superconducting state (in [29] the
trap electrodes are made of gold).

5HP 4342A Q-Meter
6 VIA BRAVO II
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Figure 5.4: Trap installed in the cryostat. The trap is glued onto the copper plate forming the trap
stage in the center of the picture. The trap stage is part of the trap mount described in section 5.3
and is surrounded by PCBs. The trap is electrically connected to the RF-resonator on the PCB
at the bottom and to the DC lines on the PCBs on the left and on the right side of the trap with
bonding wires. On the PCBs containing the DC lines, half of the capacitors of the DC filters are
visible. The other half together with the resistors are on the back side of the PCB. On the PCB
holding the matching network, a variable capacitor and a small homebuilt copper coil are installed.
The large coil for the RF-resonator is soldered to the back side of the matching network PCB. The
capacitive divider is also soldered on the back side. The trap stage temperature sensor is connected
by phosphor bronze wires with a plug. Another temperature sensor is screwed to the copper carrier
that forms the rigid mount for the PCBs and the trap stage. The two copper cylinders with optical
windows around the trap mount are the 50 K and 10 K shields.
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Figure 5.5: Schematic of the variable-temperature trap mount. The trap is glued to a 0.6 mm thin
copper piece called trap stage. The trap stage is thermally decoupled from the copper carrier by
two U-formed 3 mm thick PEEK carriers. To heat up the trap locally 6 resistors are glued to the
back side of the trap stage (see figure 5.6). In addition a temperature sensor (T-sensor 1) is glue
to measure its temperature.d to the trap stage to control the trap temperature. A second sensor
(T-sensor 2) is screwed to the copper carrier.

To characterise the resonator further, the temperature dependence of Q was measured
and the result is shown in figure 6.2. Q is decreasing with increasing temperature, dom-
inated by the resistance increase of the copper coil. The temperature dependence has
consequences for the design of the variable-temperature trap mount and is discussed in
the next section.

5.3 Variable-temperature trap mount
For this thesis, we need to be able to adjust the temperature of the trap, so that the ion
can be used to probe the superconducting transition. The new trap mount has to fulfil
several criteria: First, the trap has to be thermally decoupled from the cold stage. Second,
a local heater and a temperature sensor have to be installed close to the trap. Thirdly, the
temperature of the filterboard and the resonator should be affected as little as possible by
the local heater in order to minimise possible effects on the electric field noise. The DC-
filter characteristics can vary with temperature, because they depend on the capacitance
and the resistance of the installed components on the filterboard.

The temperature of the resonator coil is even more critical. If it is heated up from 10 K
to 100 K, the Q of the resonator is reduced by a factor of 3 (see figure 6.2). As the gain
of the resonator is proportional to

√
Q this would cause the need for a higher input power

to drive the trap. The higher input power may increase the technical noise level, which is
also less filtered in a resonator with reduced Q.

The new trap mount fulfils these criteria and it is presented in this section.

5.3.1 Modifications to the existing setup

A schematic of the new trap mount is shown in figure 5.5. The trap is glued on a 0.6 mm
thin copper piece forming the trap stage. On the backside of the trap stage six R = 470 Ω
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Figure 5.6: a) R = 470 Ω resistors (Yageo Europe RC1206) glued to the trap stage with Epotek
H74. b) Electronic connection of the resistors leading to an overall resistance of 705 Ω connected
to a power supply to apply a voltage V for heating the trap stage.

resistors7 are glued with Epotek H74 epoxy8. They are connected with solder to form 3
pairs of two parallel resistors each (see figure 5.6). These pairs are connected in series
resulting in a total resistance of 705 Ω. They are connected to the PCB by phosphor bronze
wires9 in order to minimise the thermal conductivity between the PCB and the trap stage.
According to the specifications, the wires have a thermal conductivity which is 100 times
smaller compared to common copper wires of the same diameter.

Two U-formed 3 mm thick polyether ether ketone (PEEK) carriers are used to ther-
mally decouple the trap stage from the copper carrier and provide rigid mounting of the
trap stage. They are glued with H74 to the trap stage and the copper carrier. In the
first tests, the adhesion did not withstand the cooling cycle inside the cryostat due to the
mismatch of the temperature expansion coefficients of copper and PEEK10. A solution
for that is obtained in the following way: PEEK stripes of approximately 1 mm width
and 0.125 mm thickness are positioned between the copper and the PEEK before H74 is
added. This enables one to apply a thicker layer of H74 in a controlled way. The larger
thickness of adhesive leads to a reduced stress at low temperatures.

A temperature sensor11 is glued to the trap stage with H74. In order to be able to
take the whole mount out of the cryostat, the electrical connections of the temperatures
sensor must be removable. A self-made plug is thus added and connected to the sensor
by phosphor-bronze wires. The plug consists of a pair of Millmax connectors12 that are
fixed in a 4 mm x 4 mm x 6 mm big piece of PEEK that is glued to the bottom side of
the cap-divider PCB. The plug and the wire connections can be seen in figure 5.4. It is
impossible to avoid that the sensor and its electronic connection are placed very close to
the electrical lines carrying the RF-signal. Consequently, a typical trap drive RF-voltage
of 170 V causes a pickup on the sensor’s connection line leading to an RF current through
the temperature sensor diode. The temperature is determined by measuring the resistance
of the diode. As the resistance depends on the current through the diode, the RF-pickup
can perturb the temperature measurement. The wires are twisted to minimize the pickup.

7Yageo Europe RC1206
8EPO-TEK H74 cured at 150 ◦ C for approx. 10 min
91 cm Lakeshore Phosphor Bronze 36 AWG

10in the range of 50-300 K: αCu ≈ (13− 17) · 10−6 K−1 and αPEEK ≈ (25− 50) · 10−6 K−1 [68, 69]
11Lakeshore DT-670C-SD: Silicon Diode with 32 mK precision and 1 K tolerance band for T < 305 K
12Millmax 0672
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Figure 5.7: Temperature of the copper carrier versus the temperature of the trap stage during local
heating of the trap stage. The trap stage was heated from 10 K to 238 K, while the copper carrier
temperature change only from 5.9 K to 10.3 K.

However, an error of up to 20 K was observed in the measured temperature. For that
reason a 1.5 µF capacitor13 is soldered to the temperature sensor plug to provide a short
circuit for RF-signals between the two connections. In this way the RF induced error of
the temperature measurement is reduced to less than 0.3 K.

The second temperature sensor14 is screwed onto the copper carrier. As the PCB
boards with the filters and the resonator have a good thermal connection to the copper
carrier, the sensor gives an estimate of their temperature.

5.3.2 Performance of the thermal decoupling
After cooling down the cryostat, the local heater is used to increase the temperature of the
trap stage. To measure the insulation between the copper carrier and the trap stage, the
trap stage was heated up to 238 K. At the same time the temperature of the copper carrier
was increased by less than 5 K (see figure 5.7). A measurement of the resonator Q versus
the temperature of the trap stage is discussed in section 6.1.2 and shows that the Q of the
resonator is hardly affected by the local heating of the trap stage.

In figure 5.8, it can be seen that less than 160 mW are needed to reach 120 K, which
is the maximum temperature considered in this project.

These two results show that the trap stage is well thermally decoupled from the rest of
the setup including the copper carrier and the PCBs. Therefore influences on the heating
rate of the trap from the surrounding setup can be excluded while the temperature of the
trap can be adjusted.

13KEMET T350A
14Lakeshore DT-670B-Cu: Silicon Diode with 32 mK precision and 0.5 K tolerance band for T < 305 K
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Figure 5.8: Temperature of the trap stage versus the power P dissipated in the local heater. The
power P = IV was obtained by measuring the current I and the voltage V outside of the vacuum
chamber. The resistance of the wires connecting the power source with the local heater is around
30 Ω which is much smaller than the resistance R ≈ 0.7 kΩ of the local heater. Consequently, the
actually dissipated power at the trap stage is a few percent smaller than the measured values.

5.3.3 Trap installation

The process described here was fully carried out in our cleanroom15. Humidity can de-
grade the superconducting properties of YBCO. In order to protect the chips from humid-
ity, they are stored in a desiccator, which is constantly evacuated by a membrane pump
and kept dry by silica gel. Before the installation of a trap chip in the experiment, the
protective photoresist covering the trap chip (see section 4.2.2) is removed by 5 minutes
ultrasonic bath of acetone and additional 5 minutes in a ultrasonic bath of methanol. It
is then glued to the trap stage with varnish VGE 703116. We have chosen varnish as the
adhesive, because it can be removed by an ultrasonic bath of acetone and an additional
ultrasonic bath of methanol. This enables removing the trap without damage and to reuse
it later. However, according to the specifications it consists of (30-60) % ethyl alcohol
that evaporates while it is cured. Consequently, the adhesive looses a lot of weight lead-
ing to a bad thermal contact between the trap stage and the trap that is further discussed
in section 6.2.1. Additionally, the mismatch of the thermal expansion coefficients of sap-
phire (the trap substrate) and copper causes a degradation of the adhesion during cooling
cycles. Until now the adhesion of 2 out of 5 installed traps did not withstand several cool-
ing cycles. Therefore the adhesive has to be considered as too fragile for a reliable trap
installation. It is currently investigated if the adhesion can be improved in the same way
like for the adhesion of the PEEK carriers: PEEK stripes of approximately 1 mm width
and 0.125 mm thickness are positioned between the trap stage and the trap before varnish

15Viktor-Franz-Hess building, 4th floor, room 4/17; cleanroom class ISO 4 (ISO 14644-1 cleanroom
standards)

16Varnish cured at 100 ◦C for approx. 1 h
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Figure 5.9: 4-wire resistance measurement setup. A Keithley 2010 multimeter is connected twice
to each end of the meander R. One pair of connections is used to send a constant current I and
the other connection is used to measure the voltage drop V on the meander. The multimeter is
controlled by a LabVIEW program on the PC. The thermal gradient between the multimeter and
the meander resistance (Ttrap = 10 K − 120 K) can produce thermal offset voltages. They are
compensated using a method described in the main text.

is added. This enables one to use a thicker layer of varnish in a controlled way. Thus the
stress on the varnish is distributed over this layer and should make the bond more reliable
during thermal cycling.

After curing the adhesive, the trap electrodes are connected to the PCBs by gold wire
bonds with 25 µm diameter (the wire bonds are shown on the photo in figure 6.5).

5.4 4-wire resistance measurement
On both meander designs there are additional meanders which are identical to the mean-
ders connected to the meander-electrode (see figure 4.10 and figure 4.13). In this way the
meander resistance R(T ) can be measured during the trap operation. Knowing R(T ) and
T allows us to calculate the Johnson noise from the meander.

In order to determine R(T ) with a 4-wire measurement, the meander is connected
twice at each end. We used a digital multimeter17 to perform the measurement via remote
control from the PC. A schematic is shown in figure 5.9. One of the two connections
is used to send a constant current I through the meander and the other connection is
used to measure the voltage drop V on the meander. Temperature gradients along the
cables between the multimeter (T = 295 K) and the meander inside the cryostat (T =
10 K − 120 K) can produce thermal offset voltages VT due to the Seebeck-effect [70].
These are compensated automatically by the multimeter in the following way [71]: It
measures two voltages (Vm1 and Vm2) per measurement cycle. First

Vm1 = RIrs + VT, (5.4)
17Keithley 2010 multimeter with 7.5 digit resolution
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with a reduced source current Irs = 10 µA and then

Vm2 = RIfss + VT, (5.5)

with a full-scale source current Ifss, which depends on the resistance range. A table of the
Ifss value vs resistance range is given in the datasheet of the multimeter. Subtracting (5.5)
from (5.4) gives

Vm1 − Vm2 = R(Irs − Ifss) (5.6)

and therefore
R =

Vm1 − Vm2

Irs − Ifss

. (5.7)

This resistance measurement is logged using a LabVIEW program, together with the
temperature and the pressure. Results for R(T ) are presented in section 6.1.1.



Chapter 6

Experimental Results

The aim of this project is to measure heating rates in the specially designed YBCO-traps
at different temperatures. The superconducting properties of YBCO should allow us to
compare the effects of Johnson noise with an yet unknown noise source within a tempera-
ture difference of a few kelvins. In order to perform these measurements two requirements
must be fulfilled.

First, YBCO must be in the superconducting state below Tc. This was verified by
4-wire resistance measurements of an on-chip YBCO-meander structure. The results are
shown in section 6.1.1 and allowed us to determine Tc. Additionally, the superconducting
transition was observed in the resonator Q measurements presented in section 6.1.2.

Second, the temperature of the trap Ttrap must be known precisely in order to measure
the temperature dependence of the heating rate Γh in the YBCO-traps. Temperature gra-
dients between the sensor and the trap must be taken into account. The characterisation
of these gradients and the resulting corrections are discussed in section 6.2.

Furthermore, a comparison between simulation and experiment was performed in or-
der to test the accuracy of the simulations. A HTCYK1-trap was used to measure the
secular frequencies of a trapped ion for different voltage settings. The measurements
were compared with the secular frequencies obtained in the simulation. The results are
analysed in section 6.3.

Finally, heating rate measurements were performed in the superconducting state (with
Ttrap < Tc) both for a HTCYK1-trap (section 6.4.1) and a two-meander trap (section
6.4.2). We were not able to measure Γh for Ttrap > Tc so far, as is discussed in section
6.4.2.

6.1 Observation of the superconducting transition

6.1.1 4-wire resistance measurements of a YBCO-meander structure

One of the requirements for the project is that YBCO must be in the superconducting state
below Tc. Furthermore, knowing the temperature dependence of the meander resistance
R(T ) and T allows us to calculate the Johnson noise from the meander. In this way it will
be possible to compare the expected noise level with the heating rate measurements.

60
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Figure 6.1: 4-wire resistance measurement of a YBCO meander structure during the cool down
of the cryostat. The temperature was measured with the sensor on the trap stage. The inset shows
the absence of measurable resistance (R < 5× 10−5 Ω) below Tc = 85.7(2) K.

The superconducting state was confirmed by measuring the resistance of a YBCO-
meander structure on the trap chip with a 4-wire measurement scheme. The meander is
connected twice at each end to a multimeter1 and a current is sent through one pair of
the connections while the other pair is used to measure the voltage. In addition with the
compensation of thermal offset voltages (see section 5.4), this allowed us to measure the
resistance with a high precision (down to around 10−5 Ω).

The 4-wire resistance measurement was performed on three different trap chips during
several cool down and warm up cycles of the cryostat. It should be noted that a warm up
process means that the cryostat is turned off and it slowly warms up until it reaches room
temperature, no additional heating is applied to speed up this process. During the thermal
cycling, the temperature of the trap chip changes with a rate of approximately 1 K/min.
The slow rate minimises the temperature gradients between the trap chip and the sensor
on the trap stage (the position of the sensor is described in section 5.3.1). The temperature
of the trap Ttrap was measured with this sensor 2 and a Cryo-con3 temperature controller.
An example of a measurement curve during a cool down cycle is presented in figure 6.1
showing the typical temperature dependence of YBCO: For Ttrap > 100 K, the resistance
R depends linearly on Ttrap. Cooling the chip further down leads to a sharp decrease of
R until it drops to zero below Tc. All measurements of R(Ttrap) reproduced this expected
behaviour.

1Keithley 2010 multimeter with 7.5 digit resolution
2Lakeshore DT-670C-SD: Silicon Diode with 32 mK precision and 1 K tolerance band for T < 305 K
3Cryo-con Model 24 from Cryogenic Control Systems, Inc
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Cycling process cool down 1 cool down 2 cool down 3 warm up
Tc 85.8(1) 84.9(2) 85.7(2) 85.1(2)

Table 6.1: Critical temperature Tc for four different thermal cycling processes. In the supercon-
ducting state, the measured resistance fluctuates with σ due to imperfect compensation of thermal
voltages and the limited resolution of the multimeter. We obtained Tc by finding the temperature
at which the mean value of R ≈ 2σ. The given error results from the accuracy of determining Tc

in the described way. The difference between the measured values of Tc can result from varying
temperature gradients in the setup caused a by different cooling rate of the cryostat in each cycle.

Below Tc, we were able to show that the resistance is below R < 5× 10−5 Ω by using
the compensation method minimising the influence of thermal offset voltages presented
in section 5.4 and a probing current of Ifss = 10 mA. In the superconducting state, the
measured resistance fluctuates with σ due to imperfect compensation of thermal voltages
and the limited resolution of the multimeter. The resolution of the multimeter and there-
fore also σ depend on the probing current Ifss. For Ifss = 10 mA, it was measured that
σ ≈ 5× 10−5 Ω. We obtained Tc by finding the temperature at which the mean value of
R ≈ 2σ.

To measure Tc precisely the influence of the probing current on the resistance has to
be considered: If Ifss exceeds the critical current Ic, YBCO leaves the superconducting
state leading to a lower temperature at which the resistance exceeds 2σ. Ceraco measured
a critical current density of jc = 3.3 MA/cm2 at T = 77 K. For the meander with a
thickness of 50 nm and a width of 10 µm, this leads to Ic = 17 mA at T = 77 K. Ic

decreases with increasing temperature T so that Ic can be exceeded close to Tc [23]. This
shifts the observed Tc to lower temperatures. Comparing the probing current Ifss = 10 mA
with Ifss = 10 µA, we observed that Tc is shifted by approximately 0.5 K. Therefore the
lowest probing current Ifss = 10 µA was used to determine Tc.

Although the thermal cycling happens at a slow rate of about 1 K/min, small temper-
ature gradients remain. These vary slightly between the thermal cycling processes leading
to a spread of the observed Tc in a range of 0.9 K. This spread can be caused a by different
cooling rate of the cryostat in each cycle. The obtained critical temperatures during three
cool down and one warm up process are given in table 6.1. Taking the average, the phase
transition was observed at

Tc = 85.4 K± 0.2 K(sys1)± 1 K(sys2), (6.1)

where the first error (sys1) is the systematic error from small residual temperature gradi-
ents during the measurements. It is calculated from averaging over the measurements in
table 6.1. The second error (sys2) is the systematic error resulting from the limited accu-
racy of the temperature sensor. The fact that the measurement of Tc during a warm up lies
within the spread of the measurements during the cool down cycles shows that there are
no large temperature gradients between the sensor on the trap stage and the trap. Addi-
tionally, the result for Tc agrees with the measurement made by Ceraco Tc = 85.6(5) K.
This confirms that during a cool down (or warm up) of the cryostat the temperature sensor
on the trap stage provides an accurate value for the trap temperature. This assumption is
not valid when the local heater (see section 5.3.1) is used to change the trap temperature.
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Figure 6.2: Intrinsic resonator quality factor Qint as a function of the resonator temperature T .
The data was taken during a cool down of the cryostat. The red line shows the temperature Tc

at which a sharp increase of Qint, caused by the phase transition of YBCO, is observed. As Tc

is defined as the temperature at which the resistance starts to increase, the red line shows the
beginning of the jump in the Q-measurement. The difference between the maximal quality factor
in the plot (Qint ≈ 1450) and the value 1514(10) given in table 5.1 is explained by the fact that f0

is shifted by 0.2 MHz during the measurement. As f0 had to stay within the measurement width
of the spectrum analyser, the spectrum analyser was not set to its maximum resolution.

In this case the temperature gradients between the trap stage and the trap are not negli-
gible and the temperature of the sensor has to be corrected. The correction and a 4-wire
measurement where the local heater was used are both presented in section 6.2.2.

6.1.2 The superconducting transition in the resonator-Q measure-
ment

Measuring the intrinsic quality factor Qint of the resonator provides another possibility to
show that the trap is in the superconducting state below Tc. To determine Qint, a spectrum
analyser4 is used to measure the gain of the resonator as a function of the frequency. The
output power of the spectrum analyser is 5 dBm and does not affect the temperature of
the resonator. The data was analysed by a MATLAB-script that determines the resonance
frequency f0 and the−3 dB full-width voltage gain bandwidth of the resonance ∆f . From
this measurement Qint is calculated as described in detail in section 5.2. The temperature

4VIA Bravo 2 from AEA Technology Inc.
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of the trap Ttrap was measured with the trap stage sensor 5 and a Cryo-con6 temperature
controller.

A measurement of the quality factor Qint during a cool down of the cryostat is shown
in figure 6.2. While the temperature is decreased from 300 K to 83(2) K, Qint increases
smoothly, without jump. This increase is due to the reduction of the resistance of the
resonator copper coil. At 83(2) K, Qint jumps by about 18 %. Cooling down further until
13 K leads to a smooth increase of Qint, again caused by the reduction of the resonator
coil. Apart from the jump, the curve is similar to the one reported in [67], where a similar
resonator together with a silicon trap was used. Therefore the jump at T = 83(2) K is
expected to be caused by the superconducting transition of the trap chip. The fact that
the jump is a rather small feature compared to the overall decrease of Qint over the whole
temperature range leads to a reduced accuracy in determining the position of the jump.
Therefore the measurement of Tc from this curve is significantly less accurate than in
resistance measurements of the meander structure. This can be the reason of the slight
deviation between these measurements.

The change in the resonator-Q due to the phase transition of YBCO at T = Tc can
be observed in a more pronounced way if the trap stage is heated with the local heater
while the rest of the resonant circuit stays at cold temperatures. The result of this mea-
surement can be seen in figure 6.3. Qint is reduced by only about 2 % from T ≈ 10 K to
T = 90.5(5) K. At T = 90.5(5) K, Qint jumps by around 23 % due to the phase transition
of YBCO. The measured temperature at which the phase transition occurs is significantly
different from Tc = 85.4(1.2) K obtained by the 4-wire-measurements during cool downs
and warm ups of the cryostat. A correction for the temperature sensor is presented in sec-
tion 6.2.2. Using this correction the critical temperature derived from the Q-measurement
of the resonator is shifted from 90.5(5) K to 86.7(1.5) K, showing good agreement with
the value obtained by the 4-wire-measurements.

As the spectrum analyser has a fixed output power of 5 dBm, the measurements were
performed with that power. One could object that the conclusion is not valid during
trapping, where an input power of around 17 dBm is used. It is shown in the following
calculation that the higher input power has no significant effect on the observable Tc.
Therefore the resonator-Q measurements confirm the result of the 4-wire measurements
that the trap chip is in the superconducting state for T < Tc.

Ceraco measured a critical current density of jc = 3.3 MA/cm2 at T = 77 K. For
the smaller RF-electrode with a thickness of 50 nm and a width of 200 µm, this leads to
Ic = 330 mA at T = 77 K. The current I running through this electrode is given by

I =
1

3
ΩRFVRFC = 83 mA, (6.2)

where ΩRF = 2π · 17.5 MHz is the radio-frequency, VRF = 175 V is a typical RF-voltage
for trapping, C ≈ 13 pF is the capacitance of the resonator and the factor 1/3 results from
the two parallel RF-electrodes. At 77 K the relation between the current and the critical
current is about I/Ic ≈ 4. In the 4-wire measurement with a current of I = 10 mA,
this relation was I/Ic ≈ 2 and shifted the observable critical temperature by only 0.5 K

5Lakeshore DT-670C-SD: Silicon Diode with 32 mK precision and 1 K tolerance band for T < 305 K
6Cryo-con Model 24 from Cryogenic Control Systems, Inc
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Figure 6.3: Quality factor Qint of the resonator as a function of the temperature of the trap stage
Tsens. Qint was determined from the measurements with a spectrum analyser. The trap stage was
only heated by the local heater. Qint(T ) shows a step-like behaviour, where the red line shows the
temperature Tc at which a sudden change of Q is observed due to the phase transition of YBCO.
As Tc is defined as the temperature at which the resistance starts to increase, the red line shows
the beginning of the jump in the Q-measruement. For T < 90 K, Qint stays constant within 2 %,
then it drops. For Tsens > 93 K it does not drop further, because the resistance is then given by the
gold layer on top of the YBCO-film. Between 90 K and 93 K Qint first drops below 950 before it
goes up again to 1150. We have not observed a similar drop in the resonator gain monitored by
the voltage on the capacitive divider while the temperature was increased above Tc. Therefore we
suspect that drop to be an artificial result of our measurement scheme. Scanning the frequency
to calculate one data point for Qint takes the time tm which is a few seconds. During that time
the resistance of the trap chip is not constant, because around Tc it increases sharply within a
temperature difference of a few kelvins. As we scan the temperature by manually changing the
voltage on a power supply, a relevant temperature change happens within the measurement time
tm. Additionally, within the same time-scale the resonance frequency is changing. In total it
jumps by about 10 kHz. This influences the measurement and leads to the artificial drop in Qint.
This effect was repeatedly observed but not further investigated, because it does not alter the
conclusions from this figure.
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(see section 6.1.1). Consequently, the effect of a typical RF-voltage for trapping on the
observable Tc is even smaller than 0.5 K and can be neglected.

Two other important conclusions can be drawn from the measurements presented in
this section:

First, the fact that above Tc the resonator-Q drops by 23 % lead to a drop of the RF-
voltage in the experiment by only about 12 %. This enabled us to keep an ion in the trap
while we heat the trap stage from cold temperatures to temperatures above Tc without a
stabilisation of the RF-voltage on the trap.

Second, the measurement where only the trap stage is heated up (figure 6.3), shows
that Qint is reduced by only about 2 % from T ≈ 10 K to T = 86.7(1.5)K. Consequently,
the temperature of the resonator coil is not much affected by the local heater on the trap
stage showing a good thermal decoupling of the coil from the local heater. This confirms
the good thermal insulation presented in section 5.3.2.

6.2 Measurement of the actual trap temperature
As mentioned in the last section, the temperature measured by the trap stage sensor can
deviate from the actual trap temperature by several kelvins when the trap stage is heated
with the local heater. Therefore the temperature needs to be corrected. Due to the high
thermal conductivity of copper it is assumed that the temperature gradients on the trap
stage are negligible. As the trap and the temperature sensor are directly glued to the trap
stage, one could expect that the sensor provides an accurate temperature of the trap itself.
The measurement of Tc in section 6.1.1 confirms that this assumptions holds during a
cool down or a warm up of the cryostat. However, if the trap stage is heated by the local
heater, the bonding wires cause a non-negligible heat flow Wbonds between the heated
trap and the cold PCBs. The actual temperature of the trap Ttrap is therefore smaller
than the measured temperature Tsens. The difference is discussed in section 6.2.1. The
4-wire-resistance measurements allow us to correct the temperature measured with the
stage sensor so that it matches the actual trap temperature within 1 K. The correction is
presented in section 6.2.2.

6.2.1 Temperature difference between the trap stage and the trap

In order to discuss the origin of the temperature difference between the trap stage and the
trap, the heat transfer between the different parts of the setup is discussed in this section.
A schematic of the relevant thermal connections and temperatures is shown in figure 6.4.
The local heater heats up the trap stage. The thermal conductivity from the trap stage to
the trap is given by the heat flow through the varnish Wvarnish. As discussed later in this
section, in the final setup this thermal conductivity is increased by bonding wires from the
trap stage to the trap creating the heat flow Wbonds,2. The trap electrodes are connected
with the PCBs by bonding wires creating a heat flow Wbonds,1 from the trap to the cold
PCBs. It can be calculated that the radiative heat transfer Wrad between the trap and the
surrounding setup is Wrad � 10−7 W (see appendix B). The required power to heat up
the trap stage to 100 K is around 100 mW (see section 5.3.2). Therefore the radiative heat
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Figure 6.4: Thermal connections around the trap. WPEEK is the heat flow from the copper carrier
to the trap stage through the PEEK-carriers. Wvarnish is the heat flow from the trap stage to the
trap through the varnish. The heat flow from the trap stage to the trap is increased by 90 additional
bonding wires (Wbonds,2). Wbonds,1 is the heat flow from the trap to the PCBs through the bonding
wires. The local heater is attached to the trap stage and therefore the temperature measured with
the sensor attached to the trap stage Tsens > Ttrap, TPCB. Important for the temperature correction
is the difference Ttrap − Tsens.

transfer can be neglected.
The heat flow Wbonds,1 causes a temperature difference between the sensor on the trap

stage (Tsens) and the trap (Ttrap). This temperature difference Tsens − Ttrap depends on
the exact values of Wbonds,1, the heat flow through the varnish Wvarnish and the heat flow
through the additional bonding wires Wbonds,2.

From the measurements made by Ceraco and our 4-wire resistance measurements,
the critical temperature is known to be 85.6(5) K. While heating up the trap, we can
determine the time when it reaches the critical temperature by measuring the resistance
of the YBCO-meander structure (see section 6.1.1). Measuring the trap stage temperature
with the sensor allows us to estimate the temperature difference between the trap stage
and the trap Tsens − Ttrap.

Our preliminary measurements were done without bonding wires between the trap
stage and the trap. At the time when the resistance measured by the 4-wire measurement
started to increase, we measured Tsens ≈ 135 K leading to Tsens − Ttrap ≈ 50 K This big
difference was caused by a bad conductivityWvarnish resulting from the small contact area
between the trap and the trap stage. Before the varnish is cured, the contact area is about
0.5 cm2. However, while it is cured, it looses a significant amount of weight as described
in section 5.3.3. This reduces the contact area and leads to the bad conductivity Wvarnish.

To improve the thermal conductivity between the trap and the trap stage, 90 bonding
wires are placed from the gold surface of the electrical ground plane on the trap to the trap
stage (see figure 6.5). They are placed in the middle of the four sides of the trap and lead
to Tsens ≈ 89 K at Ttrap = Tc and thus Tsens − Ttrap ≈ 3 K. This temperature difference
still limits the accuracy of the trap temperature measurement. A correction of the sensor
is discussed in the next section.
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Figure 6.5: Two-meander YBCO-trap installed on the trap stage. Bonding wires connect the trap
electrodes with the PCBs that surround the trap stage. The thermal conductivity between the trap
stage and the trap is increased by making 90 bonding wire connections between the trap and the
trap stage (indicated by the blue rectangles). No bonding wires are placed in the corners of the trap
to minimise stray lights from the lasers that are shone diagonal over the trap. The four transparent
rectangular parts of the trap chip are the meander-structures where the gold layer was removed.
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Figure 6.6: Resistance measurement of a meander structure on the trap chip. The black data points
were taken during a cool down of the cryostat. In this case the temperature sensor gives an accurate
measurement of the temperature of the trap. For the red data points only the trap stage was heated
while the cryostat was cooled down to approximately 10 K leading to a temperature difference
between the trap stage, where the sensor is placed, and the trap. This reduces the accuracy of the
temperature measurement.

6.2.2 Correction of the trap stage temperature sensor

During a cool down or a warm up, the temperature difference between the temperature
sensor and the trap are small as discussed in section 6.1.1. In the previous section it
was shown that this temperature difference is significantly higher when the local heater
is used. In both cases the resistance of a YBCO-meander structure on the trap can be
measured with a 4-wire measurement. In the following it is shown how the 4-wire resis-
tance measurement in the first situation can be used as a reference for the second situation
and a correction of the trap stage temperature sensor is determined. Figure 6.6 shows the
resistance measurement in both situations and the data is used for the correction.

First it is discussed that a single resistance measurement during a cool down can be
taken for the correction. The agreement between our measurements of Tc with the 4-wire
resistance measurements and the measurements made by Ceraco confirms that during
a cool down (or a warm up) process of the cryostat the trap stage temperature sensor
measures accurately the temperature of the trap. The temperature difference between
a cool down and a warm up process can be determined by measuring the temperature
at a specific resistance R. In the first few kelvins above Tc the resistance has a sharp
increase and therefore the measurement is very sensitive to small temperature gradients.
At T = 90 K the temperature difference was approximately 0.6 K. It decreases to< 0.3 K
above 100 K. If one compares two cool down cycles the difference at T = 90 K is smaller
than 0.2 K and it is negligible (< 0.03 K) above 100 K. These small differences allow us
to use a single cool down (or warm up) measurement for the calibration.

The measurement of the resistance during a cool down is indicated by Rtrap(Ttrap). If
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Figure 6.7: Calibration curve of the trap temperature Ttrap depending on the temperature of the
sensor Tsens when only the trap stage is heated. The black points are the data obtained with the
correction method described in the main text. The red line is a linear fit of the data given by
Ttrap = 0.95542(1) · Tsens + 0.1889(3) K.

the trap stage is heated up with the local heater, the resistance measurement is indicated
by Rsens(Tsens). This leads to the following correction of the sensor temperature:

Ttrap(Tsens) = R−1
trap(Rsens), (6.3)

withR−1
trap defined as the inverse function ofRtrap(Ttrap). An example of such a correction

is given in the following.
Rtrap(Ttrap) contains about 1500 data points in the range T = (86− 143) K. The data

can be interpolated linearly. For technical convinience, we used MATLAB functions that
interpolate the data with piecewise cubic hermite polynomials. Choosing hermite poly-
nomials instead of a linear interpolation does not alter the result. The same interpolation
was done on a measured Rsens(Tsens) curve. Equation 6.3 is used to obtain the correction
curve plotted in figure 6.7. It shows that Ttrap depends linearly on Tsens. A linear fit of the
data is given by

Ttrap = 0.95542(1) · Tsens + 0.1889(3) K, (6.4)

where only the errors from the linear fit are given in the brackets. Assuming that the
dependence stays linear below 86 K, equation (6.4) provides a correction for the whole
relevant temperature range down to 10 K.

The accuracy of this correction can be estimated with two known temperature values.
The first one is at the phase transition of the superconductor. Using the correction, the trap
temperature at the phase transition for the measured value Tsens = 89.1(1) K is calculated
to be 85.3(1) K and agrees with the reference from Ceraco Tc = 85.6(5) K. The second
point is at the coldest reachable temperature (in this case it was at 13 K7). The local heater

7The temperature is higher than the coldest temperature in figure 5.7, because the performance of the
cryostat was slowly degrading during the time measurements have been taken in this thesis.
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Figure 6.8: Spectroscopy on the S1/2-D5/2 transition with 729 nm laser-light. The origin of the
horizontal axis is set to the carrier transition. Due to the higher coupling strength of the carrier
transition compared to the sidebands, the carrier peak is broader than the sideband peaks. The
length of the 729 nm laser pulse was 1 ms and therefore much longer than the typical time for
one carrier rabiflop (about 14 µs), which is the time for transferring the whole population from
the S1/2-state to the D5/2-state. Due to this pulse length one would expect a D-state population
of approximately 0.5 on resonance [31]. The maximum population at the peaks is only around
0.25, because optical pumping was not applied during the pulse sequence. This causes that ap-
proximately half of the population is in the m = 1/2 Zeeman sublevel of the S1/2-state and is not
affected by the 729 nm laser pulse.

is not used at this temperature and therefore the difference between Ttrap and Tsens should
be negligible. Taking the correction from equation (6.4), Ttrap − Tsens = −0.4 K.

This difference shows that the accuracy of the correction lies within 1 K. This accu-
racy is sufficient for characterising the temperature dependence of the heating rates.

6.3 Comparison of trap simulation with measured trap
frequencies

The electrode package is an efficient tool for simulating surface traps as described in
section 4.3 [56]. In ion trap quantum-information techniques like rearranging ion strings
or single-ion addressing, the potential along the trapping sites must be known with an
accuracy better than a few percent [72, 73]. Therefore it is of great interest to know if the
trap simulations predict accurately the observed trap potential.

Differences between simulations and experiment can have four different origins:

• Stray fields from surfaces close to the trap chip: Charges on electrically isolated
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materials or potential differences between metallic surfaces can cause stray electric
fields.

• Stray fields from the trap surface: Surface contaminations can cause stray electric
fields.

• Fabrication tolerances: Finite resolution in the chip patterning leads to differences
between the nominal and the real size of the electrodes.

• The limited accuracy of the numerical simulation: The electrode package uses
the 2D gapless and the infinite plane approximations (see section 4.3.1).

The electric stray field from the experimental setup ~Es can be compensated by shim
voltages and if necessary it can be reduced by shielding the trapping area with a metallic
cage. However, stray fields from the trap cannot be reduced by shielding or other changes
in the setup and can limit the usability of surface-electrode traps [72]. Consequently,
errors from stray fields of the surrounding setup are less critical than stray fields form the
chip. It is shown in the following that measuring the trapping frequencies enables us to
exclude stray fields from the surrounding setup from the possible origins for differences
between simulation and experiment.

The distance d between the ion’s position and the parts in the experimental setup
surrounding the trap is much higher than the ion-electrode separation (d ' 1 cm �
226 µm). The electric stray field from these parts decreases with the distance d. As the
curvature of the potential is the derivative of the electric field, it decreases faster than the
electric field with the distance d. For example, a stray charge will create a mirror charge
on a near metallic surface resulting in a dipole. The strength of the electric field of a dipole
decreases as | ~Es| ∝ d−3. The curvature κ of its potential decreases as |κ| = |∇ ~Es| ∝ d−4.
Therefore at the ion’s position it can be assumed that the curvature κ resulting from stray
fields of the surrounding setup is negligibly small compared to the curvature resulting
from stray fields coming from the trap surface or from the RF- and DC-voltages.

The trapping frequencies ωi are proportional to the curvature of the potential at the
ion’s position. The discussion above shows that this curvature is dominantly produced by
stray fields from the trap surface and by the RF- and DC-voltages. Consequently, measur-
ing ωi enables one to detect differences between the simulations and the experiment that
result mainly from stray fields from the trap and the limited accuracy of the numerical
simulations. We can measure the trapping frequencies with a high precision as the low
linewidth 729 nm laser allows us to do sideband spectroscopy [30]. The used pulse se-
quence for the spectroscopy is explained in section 2.4.6. An example of a spectroscopy
measurement is shown in figure 6.8.

The measurements of ωi were performed with an ion trapped in a HTCYK1-trap in-
stalled on the existing trap mount (see [29]). In order to compare the simulations with the
measurements, the voltages on the trap electrodes must be known. The DC-voltages can
be measured directly with a multimeter, and the RF-voltage with the capacitive divider in
the resonant circuit (see section 5.2). However, the relation c = VRF/Vcd between the volt-
age on the capacitive divider Vcd and the RF-voltage on the trap VRF has to be determined
first. In section 6.3.1, we present the measurement of the radial trapping frequencies for
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five different RF-voltages and a simulation of radial frequencies versus RF-voltage. c is
then obtained by finding the optimal agreement between simulation and measurements.

Comparing the simulated with the measured secular frequencies for the five different
RF-voltages is not sufficient to test the agreement between simulation and experiment,
because determining cminimised possible deviations between simulation and experiment.
Therefore in section 6.3.2, we present the measurements of the trapping frequencies for
three different sets of DC-voltages with the same RF-voltage and discuss the deviation
between simulation and experiment for these measurements.

6.3.1 Determining the applied RF-voltage
The capacitive divider in the RF resonator circuit consists of two capacitors C1 and C2

(see section 5.2). Nominally the RF-voltage VRF on the trap is given by

VRF =
C2

C1 + C2

· Vcd = c · Vcd,

with c ≈ 401

(6.5)

where Vcd is the voltage measured on the capacitive divider and the values C1 = 2.5 pF
and C2 = 1 nF are the nominal values of the capacitors used in the setup. At cryogenic
temperatures the values of C1 and C2 can differ from the nominal values. Furthermore,
as C1 is quite small (2.5 pF), the actual capacitance can be higher due to additional ca-
pacitance from the wires and the rest of the circuit. Therefore equation (6.5) gives only a
rough estimate of the ratio VRF/Vcd.

This ratio was determined more precisely by the following procedure: The radial trap
frequencies were calculated as a function of the RF-voltage with a simulation of the trap in
the electrode package. For 5 different RF-voltages the radial frequencies of a trapped ion
were measured by sideband spectroscopy with the 729 nm laser. The measured data and
the simulations are plotted together in figure 6.9 and are discussed later in this section.
To compare the simulation with the measurement, the applied DC-voltages have to be
included in the simulation. It is explained in the following that these DC-voltages are not
directly the voltages on the electrodes.

The experiment is started with DC-voltages obtained from the simulation overlapping
the ion’s position with the RF-minimum. However, stray electric fields in the experiment
shift the ion away from the RF-minimum. With micromotion compensation methods (see
section 2.4.5) these stray fields are compensated. As expected, the compensation does
not depend on the applied RF-voltage and therefore the same DC-set DC-α was used
during the measurements for all 5 RF-voltages. In our experiment this compensation was
not done with ideal shim-voltages, i.e. the trapping frequencies were changed during the
compensation process and therefore we had to measure DC-α with a multimeter8 with an
accuracy below 0.1 %.

8Keysight U1251B
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Figure 6.9: Measured radial frequencies compared to the simulated frequencies. In both graphs,
the red points show the measured radial frequencies at the measured voltage on the capacitive
divider Vcd, which is proportional to the amplitude of the RF-voltage VRF on the trap. The black
points belong to the upper horizontal axis and show the dependence of the radial frequencies on
VRF,sim obtained by a simulation of the trap with the electrode package. In a) the first radial
frequency is displayed. The second, larger radial frequency is given in b).
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DC-set 1 2 3
ωz (MHz) 1.050 0.822 1.135
~Es (V/m) 109 · (−0.98, 0.02, 0.07) 112 · (−0.99, 0.03,−0.12) 19 · (0.06, 0.34, 0.94)

Electrode DC-voltage (V)
TL 29.348 17.850 34.313
TM -29.583 -18.179 -34.466
TR 29.269 17.805 34.178
BL 6.671 4.174 7.616
BM -29.230 -17.762 -34.197
BR 6.633 4.154 7.290
C 0.905 0.484 1.255

Table 6.2: DC-sets for the simulations corresponding to DC-β, the corresponding simulated axial
frequency ωz and the calculated electric stray field ~Es given in magnitude times orientation. DC-
set 1 was used for the calibration of the capacitive divider in section 6.3.1, where we varied the
RF-voltage while keeping the same set of DC-voltages. All three sets were used for comparing
the secular frequencies from the simulation with the experiment in section 6.3.2, where the RF-
voltage was kept constant and the three different sets of DC-voltages were used to obtain the
secular frequencies. We did not observe drifts in the stray electric field during a day. However,
the difference between the stray electric field between the measurements for the different DC-sets
could result from changing stray electric fields as the measurements were done on different days.

The stray fields are not present in the simulation and therefore in a simulation with
DC-α the trapping position was shifted about 1.3 µm away from the RF-minimum. This
can be corrected by including an offset field in the simulation shifting the trapping position
into the RF-minimum. The secular frequencies obtained in a simulation including the
offset field differ from the ones without offset field by several tens of kHz (up to about
7 %) due to the anharmonicity of the RF-pseudopotential. This is in the same order of
magnitude as the deviation between simulation and experiment which we discuss in the
following section and shows the importance of including the offset field in the simulation.

Technically we produced the offset field in the simulation by calculating ideal shim
voltages at the trapping position obtained from a simulation with DC-α (see section
4.3.2). DC-β is then the sum of DC-α and the applied shim-voltages. The electric
field from the shim-voltages at the ion’s position corresponds to the strength of the off-
set stray electric field in the experiment. For the measurements in this section it was
~Es = 109 · (−0.98, 0.02, 0.07) V/m. As expected, it points dominantly in the x-direction
orthogonal to the trap surface, because the closest surface to the ion is the trap underneath
the ion.

The DC-set DC-β used for the simulation for the plots in figure 6.9 is given as DC-
set 1 in table 6.2. The two plots show the measured trapping frequencies for 5 different
voltages Vcd corresponding to 5 different RF-voltages. The peak-to-peak voltage on the
capacitive divider was measured with an oscilloscope and was divided by two such that
Vcd corresponds to the amplitude of that voltage. In both plots the simulated trapping
frequencies are given as a function of the simulated RF-voltage VRF,sim. The relation
between the RF-voltage on the trap VRF and the voltage on the capacitive divider Vcd is
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Figure 6.10: The voltage on the capacitive divider versus the simulated RF-voltage based on the
data presented in figure 6.9. Each measured voltage Vcd in this figure was assigned a voltage
VRF,sim by looking up which voltage VRF,sim corresponds to the measured radial frequency. The
red line is a linear fit of the data with VRF,sim = 490(6)Vcd.

given by c = VRF/Vcd. It was determined by finding the constant c that leads to the best
agreement between the simulated secular frequencies and the experimental data-points:

c = 490(6), (6.6)

where the estimated error was obtained in the following way: Each measured voltage
Vcd in figure 6.9 was assigned a voltage VRF,sim by looking up which voltage VRF,sim

corresponds to the measured radial frequency. A linear fit of these data points estimates
the error in equation 6.6 (see figure 6.10). The with VRF = cVcd calculated RF-voltages
differ from the datapoints in figure 6.10 by maximal 8 V (up to about 6 %).

6.3.2 Comparison of simulated and measured trap frequencies
Testing the agreement between simulation and experiment for the five different RF-voltages
in the previous section is influenced by our method of determining the RF-voltage on the
trap, because determining c minimised possible deviations between simulation and exper-
iment. Therefore in this section, we present the measurements of the trapping frequencies
for three different sets of DC-voltages with the same RF-voltage and discuss the deviation
between simulation and experiment for these measurements. Especially the deviation in
the axial frequencies is of great interest, because the axial frequencies are not affected by
the RF-voltage and therefore the deviation is not influenced by our method of determining
the RF-voltage on the trap.

The three different DC-voltage sets are given in table 6.2. The simulated and the mea-
sured trapping frequencies are presented in table 6.3. Within the error bars the simulation
shows good agreement with the measurements. The maximum deviation in the radial fre-
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DC-set ωz (MHz) ωr1 (MHz) ωr2 (MHz)

1
Experiment 0.824(1) 1.871(1) 2.362(1)
Simulation 0.822 1.92(6) 2.38(5)
Difference 0.002(1) -0.05(6) -0.02(5)

2
Experiment 1.056(1) 1.648(1) 2.497(2)
Simulation 1.050 1.68(7) 2.46(5)
Difference 0.006(1) -0.04(7) 0.03(5)

3
Experiment 1.135(1) 1.466(1) 2.498(1)
Simulation 1.135 1.58(7) 2.50(5)
Difference 0.000(1) -0.11(7) 0.00(5)

Table 6.3: Simulated and measured trapping frequencies for 3 DC-voltage sets given in table 6.2.
The electrode package was used for the simulations. The measurement was done with sideband
spectroscopy on the S1/2 to D1/2 transition with a 729 nm laser. The error estimation in the sim-
ulated radial frequencies results from the uncertainty of the RF-voltage calculated with equation
(6.6) (VRF = 175(4) V). The axial frequency ωz depends only on the DC-voltages and not on
the RF-voltage. The DC-voltages were measured with a multimeter with an accuracy below 0.1 %
and the corresponding voltage set DC-β was obtained with the electrode package. That is why no
error bars are assigned to the simulation results for ωz.

quencies is 0.11(7) MHz corresponding to a relative error of 7 %. The deviation in the
axial frequency ωz is below 0.6 %.

Including the results from the previous section it can be summarized that the maxi-
mum relative deviation in the radial frequencies is 11 % and the average deviation is 3 %.
The axial frequencies show an excellent agreement to within 0.6 %. The difference in
the agreement can be explained by the fact that the DC-voltages are known with higher
precision than the RF-voltage.

In [58], it is claimed that the error in simulating the trapping frequencies of surface-
electrode ion traps produced by the gapless plane approximation under realistic conditions
is in the worst cases up to 5 %. In the same paper R. Schmied derives higher order cor-
rections of the simulation to reduce these errors.

Based on this, we expect that the deviation in the radial frequencies is mainly caused
by stray fields. Taking the agreement in the axial frequencies into account, additional
measurements and a more precise simulation need to be done in order to determine if the
deviation results from stray fields or from simulation errors.

The agreement in the radial frequencies is comparable to the observations made by C.
Hempel. He reported in his PhD thesis a deviation of 8 % between simulations with finite
element method (FEM) and measurements of trapping frequencies in a blade design ion
trap with an ion-electrode separation of 565 µm [74].

U. Warring et al. measured the trapping frequencies in a surface-electrode ion trap
with an ion-electrode separation of 30 µm and compared it to a simulation of the trap
using the gapless plane approximation [75]. They reported stray fields with a curvature
of approximately 107 V/m2 leading to a complete mismatch of the measured trapping
frequencies with the simulation, the stray field resulted in an axial frequency of about
1.4 MHz without applying DC-voltages [76]. After including these stray fields in the
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simulations, an agreement to within 10 % was found. To compare these results with our
measurements, the smaller ion-electrode separation must be taken into account. U. War-
ring et al. model the measured stray fields with a rectangular patch that is biased to
−1.15 V. Its size is δz = 35 µm and δx = 5 µm and it is located on the chip surface
with the patch centre displaced by z = 3 µm and x = −35 µm relative to the trap centre.
At the ion-electrode separation of the HTCYK1-trap (226 µm) this patch produces a cur-
vature of approximately 104 V/m2. This would shift a trapping frequency of 1 MHz by
2 kHz which has the same order of magnitude as the deviation in the axial frequencies in
HTCYK1.

In summary, we expect that the deviation in the radial frequencies is mainly caused
by stray fields. The origin of the deviation in the axial frequencies can not be determined
from our measurement. It can either result from stray fields or from the limited accu-
racy of the simulation. However, the excellent agreement of the axial frequencies within
0.6 % motivates to further investigate differences between simulation and experiment in
the YBCO-traps.

6.4 Heating rate measurements

We performed heating rate measurements with the ratio method on two YBCO-traps.
We tested the HTCYK1-trap which was used for the measurements of the trapping fre-
quencies described in the previous section. The result is presented in section 6.4.1. The
measurements on a two-meander trap are discussed in 6.4.2.

The heating rate measurements were performed in the following way. First an ion
was trapped and the micromotion was minimised by the methods described in section
2.4.5. We optimised the detuning and the pulse length for Doppler cooling (section 2.4.2)
and sideband cooling (section 2.4.3). After cooling the ion close to the ground state, the
mean phonon number n̄ was determined by red and blue sideband pulses on the 729 nm
transition as described in section 3.3. Different waiting times twt were included between
ground state cooling and measuring n̄. The heating rate Γh was obtained from a linear fit
of the data. An example is shown in figure 6.11.

6.4.1 Trap without meander structures

The HTCYK1-trap was installed on a standard trap mount, which is not thermally de-
coupled from the coldhead of the cryostat and does not have local heaters (see [29]).
The heating rate measurement was performed at T = 10(2) K determined with the tem-
perature sensor mounted on the copper carrier. The accuracy is therefore limited by the
sensor and the small residual temperature gradients in the copper carrier. The heating rate
measurement is shown in figure 6.11 and leads to

Γh = 0.29(4) phonons/s

at T = 10(2) K

and ωz = 2π · 1.056 MHz.

(6.7)
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Figure 6.11: Heating rate measurement with the HTCYK1-trap. The mean phonon num-
ber n̄ was determined with the ratio method (section 3.3) for different waiting times. Γh =
0.29(4) phonons/s is given by the slope of the linear fit through the data points.

This heating rate is slightly below the lowest heating rates of the silicon traps with almost
the same trap design (Γh = 0.33(4) phonons/s) [45]. It is the lowest heating rate ever
reported in our lab for a chip with a 226 µm ion-electrode distance, at ωz ≈ 2π · 1 MHz.
More YBCO-traps have to be tested before drawing detailed conclusions. It has to be
noted, that the surface of this YBCO-trap is covered with gold. Nevertheless, it is a
promising result for further investigations of YBCO as a trap material.

6.4.2 Two-meander design
The results presented in this section were obtained with a two-meander design trap (see
section 4.5.2). In the two-meander design the meander-electrodes are symmetric with
respect to the trapping position. When the trap is operated above Tc it is expected that an
RF-pickup voltage is present on the meander-electrodes (see section 4.4.3). Due to the
symmetry of the design the electric field from the RF-pickup should have a minimum at
the trapping position. Therefore it is expected that it does not prevent compensation of
the micromotion.

The trap was installed on the variable-temperature trap mount (see section 5.3). A
picture of the bonded trap is shown in figure 6.5 on page 68. The two middle-sized
meanders were connected to the two meander-electrodes and therefore the heating rate is
expected to be around Γh ≈ 2× 103 phonons/s at T = 100 K (see table 4.4). Another
meander of the same size on the upper part of the chip was connected to the multimeter
for the 4-wire measurement. After one week of trap operation, the meander used for the 4-
wire measurement was not conducting current anymore. The possible reasons for that are
discussed later in this section. Furthermore, during the trap operation, an electrical short to
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T (K) ωz (MHz) Γh (phonons/s)
12(3) 0.9417 1.8(1)
12(3) 0.8769 3.1(3)

75(10) 0.9257 7.2(6)

Table 6.4: Result of heating rate measurements on the two-meander design at temperature T and
axial frequency ωz . The results are discussed in the main text.

ground with variable resistance to ground was found in the connection of the temperature
sensor. This short and the failed meander are the reasons why the temperature for the
following measurements could only be estimated by observing the phase transition in the
resonator and by using the second temperature sensor on the copper carrier (see section
5.3.1). The results can be seen as preliminary measurements and will be redone with a
working temperature sensor.

For T < Tc three heating rate measurements were performed and the results are given
in table 6.4. The two heating rate measurements at T = 12(3) K showed an average
heating rate Γh = 2.5(2) phonons/s for ωz ≈ 0.9 MHz. This is an order of magnitude
higher than the heating rate in the HTCYK1-trap. The difference can not be explained
by the meander-electrodes, because below Tc it was verified that the YBCO-meander
structure is in the superconducting state R = 0 (see section 6.1.1). As Johnson noise
is proportional to the resistance R, the meander-structures should not affect the heating
rate for T < Tc. It is rather expected that the higher heating rate is due to fluctuations
from trap to trap. It is comparable to the fluctuations between 0.33(4) phonons/s and
3.3(2) phonons/s that were reported for the silicon traps [45].

The measurement at T = 75(10) K showed Γh = 7.2(6) phonons/s. This correspond
to an increase by a factor of 3 from 12(3) K to 75(10) K. This increase agrees with the
results reported in [61, 62].

The trap was operated above Tc at T ≈ 100 K. It was possible to load and trap an ion
at this temperature. It was also possible to load an ion at 12 K and keep it while warming
up the trap to T ≈ 100 K using the local heater. However, RF-pickup on the meander-
electrodes caused additional micromotion at T ≈ 100 K. From the simulation of the
two-meander design it was expected that the micromotion should be fully compensable at
the point where the RF-minimum from the RF-pickup and the RF-minimum from the RF-
electrodes are overlapping. In the experiment a minimum of the micromotion was found
along the trap axis. However, it was not possible to fully compensate the micromotion.
This can have the following reasons: The RF-minima may not overlap completely due to
limited accuracy of the simulations or due to microfabrication tolerances. The RF-pickup
on the two meander-electrodes could have a different phase and a different amplitude
due to temperature gradients on the chip or microfabrication tolerances that break the
symmetry of the trap design.

During the trap operation at T ≈ 100 K, we were not able to achieve ground state
cooling. This could be explained by the following: The residual micromotion reduces the
cooling efficiency of Doppler- and Sideband-cooling. Furthermore, due to Johnson-noise
produced by the meanders, the heating rate is significantly higher than below Tc. It is
expected to be Γh ≈ 2× 103 phonons/s at T = 100 K (see table 4.4). The lowest achiev-
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Figure 6.12: Damage in the test meander structure apparent as the dark region across the meander
inside the black circle. The small gap could have been produced by a high current pulse that
"burned" the meander-structure at a weak point.

able phonon number was n̄ = 15(7) phonons. This phonon number creates huge error
bars in the determination of n̄ and the informative value of a heating rate measurement
would have been very little. The Doppler recooling method would enable one to measure
heating rates without ground state cooling [17]. However, it is not suitable for our project,
because it does not resolve the motional sidebands. Therefore it can not be determined if
the heating rate is due to heating in the axial mode or in the other modes. Furthermore it
would prevent from measuring the frequency scaling of the noise.

Consequently, it was decided to take out the trap, fix the issues with the temperature
sensor and change the meander size for the meander-electrode. Additionally, another
meander on the upper part of the chip has to be connected for the 4-wire measurement to
replace the meander with the failure.

Taking out the trap enabled us to make a picture of the meander failure shown in figure
6.12. The cause of the failure is unknown. It could have been caused by a high current
pulse produced by the multimeter exceeding the critical current at the weakest point of the
meander-structure and creating a small gap in the meander. The reason for that current
pulse is not determined yet and will be investigated in the future.

Next steps

The measurements with the two-meander trap presented above were the last measure-
ments of this thesis. They show that the heating rate in the two-meander trap is compara-
ble to the low heating rates observed in the silicon traps [45]. For the measurements on
the two-meander trap, the middle sized meander out of three different meander sizes was
connected to the meander-electrodes. The smallest meander size is by a factor 3 shorter
than the middle sized meander. The heating rate from the smallest meander is expected to
be around 8.4× 102 phonons/s at T = 100 K (see table 4.4) and therefore by two orders
of magnitude higher than the measured Γh below Tc. The smaller resistance of the small-
est meander should reduce the RF-pickup voltage (see section 4.4.3). The next step will
be to try to perform heating rate measurements above Tc with a two-meander trap and the
smallest meander size. If it is still not possible to ground state cool the ion, a bypass ca-
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pacitor can be added to further reduce the RF-pickup voltage on the meander-electrodes.



Chapter 7

Summary and Outlook

The aim of the YBCO-project is to investigate the characteristics of the electric field noise
produced by Johnson noise and compare it to the characteristics of the electric field noise
from unknown sources, possibly from the trap surface near the ion. In this way it should
be possible to improve the understanding of anomalous heating in ion traps. The project
was started with the work described in this Master’s thesis.

The high-temperature superconductor YBCO was chosen as a trap electrode material
to enable the characterisation of Johnson noise and anomalous heating in the same trap.
Below the critical temperature Tc, the resistance of YBCO vanishes. Therefore Johnson
noise is negligibly small compared to anomalous heating and allows to investigate anoma-
lous heating. Above Tc, we want to characterise Johnson noise. Two different designs
were made, both ensuring that Johnson noise is the dominant source of motional heating
above Tc. The Yedikule-3 design from M. Niedermayr’s PhD thesis was taken as a basis
for the new designs [29]. Based on the heating rate measurements on the Yedikule-3 sili-
con and silica traps and the temperature dependence of heating rates reported in [61, 62],
we estimated the motional heating in the YBCO-traps around Tc. Additionally, we sim-
ulated the electric field noise produced by Johnson noise from one DC-electrode. This
allowed us to calculate that in the adapted Yedikule-3 design, the HTCYK1, the required
resistance to make Johnson noise dominant above Tc is R ≈ 1 MΩ. It was shown that if
such a high resistance is connected to a DC-electrode, it prevents from RF-grounding the
DC-electrode. Consequently, an RF-pickup voltage on the DC-electrode can cause non-
compensable micromotion or prevent from trapping an ion. Therefore the HTCYK1 was
modified in a way to reduce the required resistance R. In the one-meander design R was
reduced by approximately a factor of 42 and in the two-meander design by approximately
a factor of 17. The two-meander design minimises the effects of RF-pickup voltages on
the meander-electrodes by overlapping the RF-minimum of the pickup voltages with the
RF-minimum of the trap. Additional means to reduce the RF-pickup voltage by a bypass
capacitor or a second RF signal were presented.

The existing cryogenic setup cannot be operated at variable temperatures. Therefore
a new trap mount was built. It consists of a trap stage made of copper and two PEEK
carriers that thermally decouple the trap stage from the surrounding setup cooled by the
cryostat. The temperature of the trap Ttrap can be varied with a local heater consisting
of resistors glued to the trap stage. Ttrap can be measured with a sensor placed on the
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trap stage. It was possible to heat up the trap stage from 10 K to 238 K while keeping the
temperature of the surrounding setup below 11 K. This thermal decoupling ensures that
the filterboard for the DC-electrodes and the resonator circuit stay at cold temperatures
and their properties are not affected by the temperature changes of the trap stage.

Furthermore, a 4-wire resistance measurement of a meander-structure on the trap-chip
was integrated in the experimental setup. This resistance measurement, together with the
temperature and the pressure are logged using a LabVIEW program. This enabled us to
verify that the YBCO-traps are in the superconducting state below Tc. We were able to
determine that Tc = (85.4±0.2±1) K. Additionally, the 4-wire measurement gives us the
resistance of the YBCO-meander structure above Tc allowing us to calculate the expected
magnitude of Johnson noise.

The traps were installed on the trap mount by glueing them onto the trap stage with
varnish. The thermal conductivity between the trap stage and the trap was increased by
adding 90 bonding wires between the trap stage and the trap. However, when the local
heater was used to heat the trap stage, we observed a temperature difference of a few
kelvin between the trap stage and the trap. To measure the trap temperature precisely, a
correction method for the trap stage temperature sensor was presented. It uses the results
of the 4-wire resistance measurements and allows to measure Ttrap with an accuracy of
1 K.

The simulation of the traps for this project were performed with the electrode pack-
age. It uses the infinite plain and the gapless approximation. Consequently, it is of great
interest to compare the simulations with experimental measurements. We measured the
secular frequencies for different RF- and DC-voltages in a HTCYK1 trap by sideband
spectroscopy of the S1/2 to D5/2 transition on a trapped 40Ca+-ion. The measured radial
frequency have an average deviation from the simulations of 3 %. The axial frequencies
show an excellent agreement within 0.6 %. We expect that the deviations result from
electric stray fields in the setup, but further investigations are necessary to verify this
assumption.

Finally, heating rate measurements were performed in a HTCYK1 trap and a two-
meander trap. The heating rate in the HTCYK1 trap was Γh = 0.29(4) phonons/s at
T = 10(2) K and ωz = 2π · 1.056 MHz. In the two-meander trap Γh ≈ 2 phonons/s
at T = 12(2) K and ωz ≈ 2π · 0.9 MHz. The results are comparable to the heating
rates measured in the silicon traps and therefore they are among the lowest heating rates
reported in the literature [45].

In the two-meander trap it was possible to keep a trapped ion while the temperature of
the trap was increased above Tc. However, it was not possible to cool the ion to the ground
state above Tc preventing us from performing heating rate measurements. This can be due
to a combination between the non-compensable micromotion that reduces the cooling
efficiency and the high heating rate produced by Johnson noise from the meanders.

For the measurements on the two-meander trap, the middle sized meander out of three
different meander sizes was connected to the meander-electrodes. The smallest meander
size is by a factor 3 shorter than the middle sized meander. The heating rate from the
smallest meander is expected to be around 8.4× 102 phonons/s at T = 100 K. Based on
the performed heating rate measurements below Tc, it is expected that Johnson noise is
dominant above Tc with the smallest meander size. The next step in this project will be to
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suppress the micromotion above Tc. It will be first tested if the smallest meander size on
the trap reduces the pickup voltage enough to better compensate micromotion and cool
the ion to the ground state. Additionally, a bypass capacitor may be used to further reduce
the pickup voltage if necessary. Furthermore, new YBCO-traps with a thicker YBCO-
film will be ordered to reduce the resistance of the meanders. With these means it should
be possible to perform heating rate measurements above Tc and investigate the effects of
Johnson noise.

Besides that, the already fabricated wafer contains traps, where the gold layer is com-
pletely removed underneath the trapping position of the ion. Consequently, it will be
possible to examine the surface noise characteristics of YBCO to find out if they differ
from the noise characteristics of other ion trap materials.



Appendix A

Capacitive coupling CC between the
RF-electrode and the TM-electrode

The RF-grounding of the TM-electrode is analysed in section 4.4.3. In this example it
is discussed how the meander connected to the TM-electrode affects the RF-grounding
of this electrode. To perform this calculation, the capacitive coupling CC between the
RF-electrode and the TM-electrode is approximated in this chapter.

A.1 Lower bound estimate

The lower bound CC > 0.03 pF is calculated with the electrode package in the following
way: The RF-electrode and the TM-electrode are defined such that they are separated
by the gap size (10 µm). The voltage on the RF-electrode is set to 1 V. The electric field
~E(x, z) on the surface1 of the TM-electrode is calculated with System.individual_potential.
The induced charge Q on the TM-electrode is then given by [77]

Q = εrε0

∮
S

~E(x, z) ~nzda, (A.1)

where the integral is taken over the whole surface of the electrode S, ~ey is the unity vector
orthogonal to the surface, ε0 is the vacuum permittivity and εr ≈ 10 is the relative per-
mittivity of sapphire. In the electrode package the 10 µm space between the electrodes is
grounded and shields the two electrodes from each other. Therefore a numerical calcula-
tion with equation (A.1) gives a lower bound for Q. The lower bound for CC is then given
by

CC =
Q

U
, (A.2)

where U = 1 V is the voltage difference between the RF-electrode and the TM-electrode.

1In the electrode package it is not possible to calculate the electric field directly on the surface. Therefore
it was calculated 10−5 µm above the surface. The height was chosen after going closer and closer to the
surface until no further difference was observed within 11 siginifact digits.
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A.2 Upper bound estimate
The upper bound is obtained by estimating the fraction CC/Ctrap, where Ctrap is the
capacitance between the RF-electrode and the rest of the trap surface. Ctrap can be ap-
proximated by

Ctrap ≈ Cresonator − Ccd, (A.3)

where Cresonator ≈ 13 pf is the capacitance in the RLC resonant circuit (see section 5.2)
and Ccd = 2.5 pf is capacitance to ground from the capacitive divider. From the geometry
of the trap (see figure 4.4) it can be seen that CC/Ctrap < 1/20. This leads the upper
bound CC < 0.5 pF.



Appendix B

Radiative heat transfer between the
trap and the surrounding setup

In section 6.2.1 the temperature difference between the trap stage and the trap is discussed.
The relevant thermal connections are given in figure 6.4. In this appendix it is verified that
radiative heat transfer between the trap and the surrounding setup can be neglected.

The radiative heat transfer Wrad between two surfaces is given by [53]

Wrad = σEA(T 4
2 − T 4

1 ),

where σ = 5.7× 10−8 W/(m2K4) is the Stefan-Boltzmann constant, E is a material
dependent factor, A is the surface area of the smaller surface from the two given surfaces
and T2 and T1 are the temperatures of the two surfaces. If one of the surfaces is highly
reflective like e.g. metal, than E � 1. The trap is covered by highly reflective gold and
it has a surface area of about A ≈ 1 cm2. For a heated trap with T2 ≈ 100 K and a cold
surrounding setup with T1 ≈ 100 K, the radiative heat transfer is

Wrad � 10−7 W.

The required power to heat up the trap stage to 100 K is around 100 mW (see section
5.3.2). Therefore the radiative heat transfer can be neglected.
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Appendix C

Ipython code for trap simulations

In this section an example code for simulating an ion trap with the electrode package is
provided. In this code the trap layout of HTCYK1 is used. The coordinate system in
the electrode package (xe, ye, ze) is defined such that xe and ye span the plane of the
trap surface and ze gives the height over the surface. In the presentation of the results in
section 4.3.3 a different coordinate system (xr, yr, zr) was used to follow the convention
that zr points along the trap axis. Additionally, the origin of xr and yr was shifted so that
it coincides with the ion position. The relation of the two coordinate systems is given by

xr = ye − 166 µm

yr = ze

zr = xe.

The code is presented as it appears in Ipython notebook [78]. It is split into several blocks
which are computed one after another. In the following every block starts with "In []:".

In [ ]: import matplotlib.pyplot as plt, numpy as np, scipy.constants as ct

from __future__ import division

from electrode import (System, PolygonPixelElectrode, euler_matrix,

PointPixelElectrode, PotentialObjective,

PatternRangeConstraint, shaped)

np.set_printoptions(precision=4) # have numpy print fewer digits

%pylab inline

In [ ]: # Global definition of trap parameters. Used for all cells in this notebook

L = 1e-6 # µm length scale

Vrf = 176. # RF peak voltage in V

M = 40*ct.atomic_mass # ion mass

Q = 1*ct.elementary_charge # ion charge

Omega = 2*np.pi*18.97e6 # RF frequency in rad/s

# RF voltage in parametrized form so that the resulting potential equals the RF pseudopotential in eV

Urf = Vrf*np.sqrt(Q/M)/(2*L*Omega)

# GND cover plane above trap

c_height=1000*L

c_switch=0 # set to "0" to switch effect of cover_plane off, "2" to switch it on

In [ ]: # First the electrode layout is defined. Pay attention that the direction matters in this case.
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def trap(dcwidth, dclength, centertop ,rfbottom, rftop):

dcw, dcl, ct, rb, rt, = dcwidth, dclength, centertop , rfbottom, rftop

electrodes =[

("rf", [[(-3830, 465), (3830, 465), (3830, ct), (-3830, ct)],

[(-3830, ct), (-3315, ct), (-3315, -5), (+3315, -5),

(3315, ct), (3830, ct), (3830, rb), (-3830, rb)]]),

("tl", [[(-3/2*dcw, rt+dcl), (-3/2*dcw, rt), (-1/2*dcw, rt), (-1/2*dcw, rt+dcl)]]),

("tm", [[(-1/2*dcw, rt+dcl), (-1/2*dcw, rt), (1/2*dcw, rt), (1/2*dcw, rt+dcl)]]),

("tr", [[(1/2*dcw, rt+dcl), (1/2*dcw, rt), (3/2*dcw, rt), (3/2*dcw, rt+dcl)]]),

("bl", [[(-3/2*dcw, rb), (-3/2*dcw, -dcl+rb), (-1/2*dcw, -dcl+rb), (-1/2*dcw, rb)]]),

("bm", [[(-1/2*dcw, rb), (-1/2*dcw, -dcl+rb), (1/2*dcw, -dcl+rb), (1/2*dcw, rb)]]),

("br", [[(1/2*dcw, rb), (1/2*dcw, -dcl+rb), (3/2*dcw, -dcl+rb), (3/2*dcw, rb)]]),

("c", [[(-3315, -5),(3315, -5),(3315, ct),(-3315, ct)]])

]

s = System([PolygonPixelElectrode(name=n, paths=map(np.array, p))

for n, p in electrodes])

#Initialize the type of voltages (rf for RF voltages and dc for DC voltages) and set the voltages

#In this example the DC-voltages are not set yet, because they are determined later

s["rf"].rf = Urf

s["tl"].dc = 0.

s["tm"].dc = 0.

s["tr"].dc = 0.

s["bl"].dc = 0.

s["bm"].dc = 0.

s["br"].dc = 0.

s["c"].dc = 0.

return s

In [ ]: #Generate the trap layout

s = trap(360., 2995., 255., -415., 465.)

#Plot the electrodes

fig, ax = plt.subplots(1, 3, figsize=(30, 30))

s.plot(ax[0])

s.plot_voltages(ax[1], u=s.rfs)

#u = s.rfs sets the voltage-type for the voltage plot to RF-voltages (DC are not shown)

s.plot_voltages(ax[2], u=s.dcs)

#u = s.dcs sets the voltage-type for the voltage plot to DC-voltages (RF are not shown)

xmax = 4000

ymaxn = 4000

ymaxp = 4000

ax[0].set_title("colour")

# ax[0] addresses the first plot in the subplots - set_title gives this plot a title

ax[1].set_title("rf-voltages")

ax[2].set_title("dc-voltages")

for axi in ax.flat:

axi.set_aspect("equal")

axi.set_xlim(-xmax, xmax)

axi.set_ylim(-ymaxn, ymaxp)

In [ ]: # Determine the RF minimum

x0 = s.minimum((0., 165.9, 225.), axis=(0, 1, 2), coord=np.identity(3), method="Newton-CG")

print x0

In [ ]: # get secular frequencies == pseudopotential modes

try:

curv_z, mod_dir=s.modes(x0,sorted=False)

omega_sec = np.sqrt(Q*curv_z/M)/(L*2*np.pi) * 1e-6

print "secular frequencies: (%.4g, %.4g, %.4g) MHz" % (omega_sec[0],omega_sec[1],omega_sec[2])

print "in directions ", mod_dir

except:

print "secular frequencies not found"
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In [ ]: #Plot the pseudopotential

with s.with_voltages(dcs = 0*s.dcs, rfs = None):

# in with_voltages, all electrodes have to be listed in an array

# (the array for dcs also contains the RF electrode)

# 2D plot settings

n=100 # resolution of meshgrid = resolution of 2D plots

xmin, xmax = -500, 500

ymin, ymax = 0, 350

zmin, zmax = 150, 400

x_cut, y_cut, z_cut = x0[0], x0[1], x0[2]# position of the yz-, xz-, xy- crossection

v = np.arange(0, 0.7, 0.05)# set the range for contour lines

v_min, v_max = 0, 0.7# set the range for colour map (range in eV)

fig = plt.figure()

fig.set_size_inches(25,10)

fs = 26

ls = 23

# z-x cross section

ax1 = plt.subplot2grid((2,2), (0,0))

ax1.set_title("z-x cross section" ,fontsize=fs)

ax1.set_xlabel('z ($10^{-6}$m)',fontsize=fs)

ax1.set_ylabel('x ($10^{-6}$m)',fontsize=fs)

ax1.tick_params(axis='x', labelsize=ls)

ax1.tick_params(axis='y', labelsize=ls)

# np.mgrid returns a dense multi-dimensional �meshgrid�.

xyz = np.mgrid[xmin:xmax:1j*n, ymin:ymax:1j*n, z_cut:z_cut+1]

pot = shaped(s.potential)(xyz)

x, y, p = (_.reshape(n, n) for _ in (xyz[0], xyz[1], pot))

CS=ax1.contour(x, y, p, v, cmap=plt.cm.hot)

im = ax1.imshow(p.T, origin='lower', vmin=v_min, vmax=v_max, extent=(xmin,xmax,ymin,ymax))

im.set_interpolation('bilinear')

# z-y cross section

ax2 = plt.subplot2grid((2,2), (1,0))

ax2.set_title("z-y cross section " ,fontsize=fs)

ax2.set_xlabel('z ($10^{-6}$m)',fontsize=fs)

ax2.set_ylabel('y ($10^{-6}$m)',fontsize=fs)

ax2.tick_params(axis='x', labelsize=ls)

ax2.tick_params(axis='y', labelsize=ls)

xyz = np.mgrid[xmin:xmax:1j*n, y_cut:y_cut+1, zmin:zmax:1j*n]

pot = shaped(s.potential)(xyz)

x, z, p = (_.reshape(n, n) for _ in (xyz[0], xyz[2], pot))

CS=ax2.contour(x, z, p, v, cmap=plt.cm.hot)

im = ax2.imshow(p.T, origin='lower', vmin=v_min, vmax=v_max, extent=(xmin,xmax,zmin,zmax))

im.set_interpolation('bilinear')

# x-y cross section

ax3 = plt.subplot2grid((2,2), (0,1), rowspan=2)

ax3.set_title("x-y cross section" ,fontsize=fs)

ax3.set_xlabel('x ($10^{-6}$m)',fontsize=fs)

ax3.set_ylabel('y ($10^{-6}$m)',fontsize=fs)

ax3.tick_params(axis='x', labelsize=ls)

ax3.tick_params(axis='y', labelsize=ls)

xyz = np.mgrid[x_cut:x_cut+1, ymin:ymax:1j*n, zmin:zmax:1j*n]

pot = shaped(s.potential)(xyz)

x, z, p = (_.reshape(n, n) for _ in (xyz[1], xyz[2], pot))

CS=ax3.contour(x, z, p, v, cmap=plt.cm.hot)

im = ax3.imshow(p.T, origin='lower', vmin=v_min, vmax=v_max, extent=(ymin,ymax,zmin,zmax))

im.set_interpolation('bilinear')

# add a colorbar

cb = fig.colorbar(im, ax=ax3, shrink=0.9)

cb.ax.tick_params(labelsize=ls)

cb.set_label('Potential energy (eV)', fontsize = fs)
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show()

In [ ]: # Determine proper DC voltages with the function shims

# If it is not possible to DC bias the RF electrode,

# then define a new system of electrodes s1 which excludes the RF-electrode

s1 = System([e for e in s if not e.rf])

# Give the constraints for system.shims

derivs = "xx x y z ".split()

u_cal = s1.shims((x0 , None, deriv) for deriv in derivs)

# Define variables for confinement in x-direction (uxx) and shim voltage sets (ux,uy,uz)

uxx = 1*np.array(u_cal[0])

ux = 1*np.array(u_cal[1])

uy = 1*np.array(u_cal[2])

uz = 1*np.array(u_cal[3])

In [ ]: # Define the voltage set for confinement in x-direction

u_set = 0.1805e-4*np.array([0 , uxx[0], uxx[1], uxx[2], uxx[3], uxx[4], uxx[5], uxx[6]])

print u_set

In [ ]: # Apply the voltage set

with s.with_voltages(dcs = u_set, rfs = None):

# Check if the minimum was shifted

x = s.minimum( (0., 165.9, 225.), axis=(0, 1, 2), coord=np.identity(3), method="Newton-CG")

x_shift = x-x0

print 'The minimum was shifted by: (%.3g, %.3g, %.3g)' % (x_shift[0], x_shift[1], x_shift[2])

# Get trap frequencies

try:

curv_z, mod_dir=s.modes(x0,sorted=False)

omega_sec=np.sqrt(Q*curv_z/M)/(L*2*np.pi) * 1e-6

print "secular frequencies: (%.4g, %.4g, %.4g) MHz" % (omega_sec[0],omega_sec[1],omega_sec[2])

print "in directions ", mod_dir

except:

print "secular frequencies not found"

In [ ]: # Plot the combined potential and pseudopotential

with s.with_voltages(dcs = u_set, rfs = None):

# 2D plot settings

n=100 # resolution of meshgrid = resolution of 2D plots

xmin, xmax = -500, 500 #set the plot ranges

ymin, ymax = 0, 350

zmin, zmax = 150, 400

x_cut, y_cut, z_cut = x0[0], x0[1], x0[2]# position of the yz-, xz-, xy- crossection

v = np.arange(0.3, 1.5, 0.05)# set the range for contour lines (range in eV)

v_min, v_max = 0.4, 1.5# set the range for colour map (range in eV)

fs = 26 #set the fontsize

ls = 23 #set the labelsize

fig = plt.figure()

fig.set_size_inches(25,10)

# z-x cross section

ax1 = plt.subplot2grid((2,2), (0,0))

ax1.set_title("z-x cross section" ,fontsize=fs)

ax1.set_xlabel('z ($10^{-6}$m)',fontsize=fs)

ax1.set_ylabel('x ($10^{-6}$m)',fontsize=fs)

ax1.tick_params(axis='x', labelsize=ls)

ax1.tick_params(axis='y', labelsize=ls)

xyz = np.mgrid[xmin:xmax:1j*n, ymin:ymax:1j*n, z_cut:z_cut+1]

pot = shaped(s.potential)(xyz)
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x, y, p = (_.reshape(n, n) for _ in (xyz[0], xyz[1], pot))

CS=ax1.contour(x, y, p, v, cmap=plt.cm.hot)

im = ax1.imshow(p.T, origin='lower', vmin=v_min, vmax=v_max, extent=(xmin,xmax,ymin,ymax))

im.set_interpolation('bilinear')

# z-y cross section

ax2 = plt.subplot2grid((2,2), (1,0))

ax2.set_title("z-y cross section " ,fontsize=fs)

ax2.set_xlabel('z ($10^{-6}$m)',fontsize=fs)

ax2.set_ylabel('y ($10^{-6}$m)',fontsize=fs)

ax2.tick_params(axis='x', labelsize=ls)

ax2.tick_params(axis='y', labelsize=ls)

xyz = np.mgrid[xmin:xmax:1j*n, y_cut:y_cut+1, zmin:zmax:1j*n]

pot = shaped(s.potential)(xyz)

x, z, p = (_.reshape(n, n) for _ in (xyz[0], xyz[2], pot))

CS=ax2.contour(x, z, p, v, cmap=plt.cm.hot)

im = ax2.imshow(p.T, origin='lower', vmin=v_min, vmax=v_max, extent=(xmin,xmax,zmin,zmax))

im.set_interpolation('bilinear')

# x-y cross section

ax3 = plt.subplot2grid((2,2), (0,1), rowspan=2)

ax3.set_title("x-y cross section" ,fontsize=fs)

ax3.set_xlabel('x ($10^{-6}$m)',fontsize=fs)

ax3.set_ylabel('y ($10^{-6}$m)',fontsize=fs)

ax3.tick_params(axis='x', labelsize=ls)

ax3.tick_params(axis='y', labelsize=ls)

xyz = np.mgrid[x_cut:x_cut+1, ymin:ymax:1j*n, zmin:zmax:1j*n]

pot = shaped(s.potential)(xyz)

x, z, p = (_.reshape(n, n) for _ in (xyz[1], xyz[2], pot))

CS=ax3.contour(x, z, p, v, cmap=plt.cm.hot)

im = ax3.imshow(p.T, origin='lower', vmin=v_min, vmax=v_max, extent=(ymin,ymax,zmin,zmax))

im.set_interpolation('bilinear')

# add colorbar

cb = fig.colorbar(im, ax=ax3, shrink=0.9)

cb.ax.tick_params(labelsize=ls)

cb.set_label('Potential energy (eV)', fontsize = fs)

show()

In [ ]: with s.with_voltages(dcs = u_set, rfs = None):

# Get trap minimum

try:

x0 = s.minimum( (x0[0] , x0[1], x0[2]), axis=(0, 1, 2))

p_tot0=s.potential(x0, 0)[0] #potential in the minimum

print "potential minimum: %.4g" % p_tot0,"eV at (%.3g, %.3g, %.3g)µm" % (x0[0], x0[1], x0[2])

except:

print " minimum not found"

# Get saddle point

try:

# Here an approximate position of the saddle point has to be given; it can be seen in the plots

xs, p_tots = s.saddle([x0[0], 90, 300])

difference = p_tots-p_tot0

print "saddle point: %.4g eV at (%.3g, %.3g, %.3g)" % (p_tots, xs[0],xs[1],xs[2])

print "Trap depth: %.4g eV" % (difference)

except:

print " saddle not found"

# Plot a cross line through the saddle-point (xs) and the trap minimum (x0)

# First create a vector through x0 and xs

saddle_axe = xs - x0

sa = saddle_axe

# Calculate the length of the vector

sa_modulus = np.sqrt((sa*sa).sum())
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# Initialize the vector

# (the *1j is used to create the specified number of equidistant points)

resolution = 1000 #set the resolution

cross_line=np.mgrid[-1.:2.:resolution*1j]

line_pot=np.copy(cross_line)

# Get potential along this cross_line

for i in range (0,resolution):

x, y, z = x0[0] + cross_line[i]*sa[0], x0[1] + cross_line[i]*sa[1], x0[2] + cross_line[i]*sa[2]

line_pot[i]=s.potential((x,y,z), 0)[0]

# Plot the potential

fig = plt.figure()

fig.set_size_inches(12,5)

ax = plt.subplot2grid((1,1), (0,0))

ax.plot(cross_line*sa_modulus,line_pot, 'b',lw=5)

max_vertical_size=abs( np.max(line_pot)-np.min(line_pot) )

plt.axis([sa_modulus*cross_line[0], sa_modulus*cross_line[resolution-1], 0.4200, 0.55])

plt.grid(b=True, which='both', color='0.25',linestyle='-')

ax.set_xlabel('Distance from minimum ($10^{-6}$m)',fontsize=17)

ax.set_ylabel('Potential (eV)',fontsize=17)

ax.tick_params(axis='x', labelsize=15)

ax.tick_params(axis='y', labelsize=15)

In [ ]: # Johnson_noise is calculated for T=100K and R = 1 Ohm

T = 100.

R = 1.

kb = 1.3806488e-23 #Boltzmann constant

# Choose an electrode (given by its number) -> the numbers start with 0

e_number = 2

# Choose the secular frequency -> the direction of the heating (given by its number)

sf_number = 0

# Define an axis along which you want to change the ion's postion:

shuttle_axe = np.array([1., 0., 0.])

sa = shuttle_axe

# Define the distance over which you want to vary the position:

shuttle_distance = 2000

sd = shuttle_distance

# Define the resolution

resolution = 1000

# Cross line around x0 along the given axis:

char_distance = np.zeros(resolution)

johnson = np.zeros(resolution)

cross_line = np.mgrid[-sd/2:sd/2:resolution*1j]

# Initialize E_int_t

E_ind_t = np.zeros((3,1))

for i in range(0,resolution):

# Set the point

x = x0 + cross_line[i]*sa

# Calculate the electric field from the electrode at x

E_ind = s.individual_potential(x, derivative=1)

# Rotate the coordinate system so that you get the electric field along the trap modes

E_ind_t = np.dot(mod_dir,np.matrix.transpose(E_ind[e_number]))

# Calculate characteristic distance:

char_distance[i] = 1/(E_ind_t[sf_number])

# Calculate Johson noise

johnson[i] = 4*kb*T*R/((char_distance[i]*L)**2)

# Plot Johnson noise as a function of the ion's position

plt.close('all')
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fig, ax2 = plt.subplots(1, 1, figsize=(10, 6))

ax2.plot(cross_line, johnson, 'b',lw=5)

ax2.set_xlabel('$z$ ($10^{-6}$m)', fontsize=20)

ax2.set_ylabel('$S_\mathrm{E}}$ ($\mathrm{V^{2}m^{-2}Hz^{-1}}$)', fontsize=20)

ax2.tick_params(axis='x', labelsize=15)

ax2.tick_params(axis='y', labelsize=15)

plt.rc('font', size=15)

plt.show()
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