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Contents 5Abstra
tThis thesis reports on the setup of a new experimental 
ontrol system forquantum information experiments with trapped ions. This system is used for
oherent manipulation of an opti
al qubit in 40Ca+ ions. It is 
apable to gener-ate phase 
oherent radio frequen
y pulses with arbitrary amplitude envelopes.The prin
iples of the frequen
y synthese te
hnique as well as the prin
iple ofoperation of the entire system are explained.The e�e
t of amplitude shaped laser pulses on single qubit quantum oper-ations is dis
ussed theoreti
ally and experimentally. Finally an improvementof the �delity of a 
ontrolled not quantum gate due to the use of amplitudeshaped laser pulses is shown.
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71 Introdu
tion1.1 Quantum information pro
essingQuantum information pro
essing has been a major �eld of investigation in the last 10years. Whilst some initial proof of 
on
ept experiments have been 
arried out, the real-ization of a quantum 
omputer with 
omputation power 
omparable to present 
omputersis in the far future [1℄. A 
lassi
al 
omputer obeys the well understood laws of 
lassi
alme
hani
s whereas a quantum 
omputer utilizes physi
al pro
esses unique to quantumme
hani
s. In quantum me
hani
s the 
lassi
al unit of information, the bit, is repla
edby the quantum me
hani
al analogue 
alled �qubit�. A qubit 
ould, in prin
iple, be anyquantum me
hani
al two level system. One of the advantages of quantum 
omputationover 
lassi
al 
omputation is that for some problems algorithms were found whi
h s
alemore favorable with growing size of the problem than known 
lassi
al algorithms. Themost famous quantum algorithm is Shor's fa
torizing algorithm, whi
h is able to fa
torizee�
iently an integer into prime numbers. This is important be
ause this 
ould be usedfor breaking the se
urity of RSA key en
ryption whi
h is widely used [2℄. Another notableappli
ation for a future quantum 
omputer would be simulation of quantum systems, su
has the appearan
e of phase transitions in Ising spin 
hains. The time required for simulat-ing su
h quantum systems in
reases exponentially with the number of qubits on 
lassi
al
omputers, whereas in 1982 Ri
hard Feynman showed that it is possible to implement su
hsimulations more e�
iently with a quantum 
omputer [3℄. The number of qubits requiredto a
hieve the same 
omputation power as todays 
lassi
al 
omputers with Shor's fa
tor-izing algorithm lies in the range of 105, whereas only around 30 qubits are required forsimulating 
ertain many body quantum systems [4, 5℄.The requirements for a physi
al implementation for quantum information pro
essingwere given by by DiVin
enzo [6℄. A system suited for quantum information pro
essingshould ful�l the following requirements:1. The system should be s
alable with well 
hara
terized qubits.2. It should be possible to initialize the qubits in a well de�ned state.3. The qubit 
oheren
e times should be mu
h longer than the gate time.4. An universal set of quantum gates should exist.5. A possibility to measure the state of the qubit should exist.6. A possibility to inter-
onvert �ying and stationary qubits should exist.7. A possibility to transmit �ying qubits between spe
i�ed lo
ations should exist.Most of these 
riteria have been met in proof of 
on
ept experiments but s
aling up thissystem to many qubits is a di�
ult and a
tive resear
h area [1℄.There are numerous physi
al systems proposed as 
andidates for quantum informationpro
essing, these in
lude: trapped ions, neutral atoms in opti
al traps, nu
lear magneti




8 1 INTRODUCTIONresonan
e (NMR) with liquids and various semi
ondu
tor approa
hes [7℄. The most 
om-plex experiments a
hieved so far in quantum information have been realized with an NMRapproa
h, however with this approa
h there are no general a

epted proposals for s
alingthe 
on
ept to many qubits.Depending on the physi
al implementations, di�erent approa
hes for des
ribing aquantum algorithm are known. In this thesis only the �
ir
uit model� similar to the mod-eling of 
lassi
al algorithms with logi
al gates is dis
ussed. Su
h a quantum algorithm
onsists of a sequen
e of multiple qubit operations, but it has been shown that it is pos-sible to implement any quantum algorithm only with single- and two-qubit operations [8℄.Therefore a quantum 
omputer is universal if it is able to implement arbitrary one- andtwo-qubit operations.The qubit 
onsisting of the quantum states |0〉 and |1〉 may be in the general state
Ψ = α |0〉 + β |1〉, where α and β are 
omplex numbers and satisfy |α|2 + |β|2 = 1.Any single qubit operation Û mapping a state Ψ to another state Ψ′ = ÛΨ may bewritten as a unitary 2x2 matrix U . Analogously a two qubit state may be expressed as
Ψ = α1 |00〉+α2 |01〉+α3 |10〉+α4 |11〉, therefore any two-qubit operation may be writtenas a unitary 4x4 matrix.It was shown that one universal set of gates is the 
ontrolled not gate (CNOT) 
om-bined with arbitrary single qubit rotations [8℄. The CNOT is a two qubit gate whi
h invertsthe value of the target qubit depending on the state of the 
ontrol qubit. The 
lassi
alanalogue to the CNOT would be the XOR gate. The CNOT gate is also an entanglinggate, whi
h means it is possible to generate an entangled output state from a produ
t inputstate :

1√
2
(|10〉 + |00〉) CNOT−−−−→ 1√

2
(|11〉 + |00〉)The CNOT pro
ess matrix written in the basis states |00〉, |01〉, |10〉, |11〉 is :

U =













1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0











In an experimental implementation imperfe
tions may be quanti�ed by obtaining theexperimental pro
ess matrix and 
omparing it to the ideal pro
ess matrix. With quantumpro
ess tomography full information about a quantum pro
ess may be retrieved [9℄. Whenthe pro
ess matrix is known, ben
hmark values for quantum gates, as the �delity, may be
al
ulated easily.With the 
on
ept of quantum error 
orre
tion it is possible to 
orre
t for errors indu
edin the implementation of the quantum algorithms. Similar of 
lassi
al error 
orre
tion, theerror is dete
ted with the help of auxiliary qubits. For applying quantum error 
orre
tion



1.2 Quantum information pro
essing with trapped ions 9e�
iently the error rate of the quantum gates has to be below 10−4 [10, 11℄.1.2 Quantum information pro
essing with trapped ionsQuantum information pro
essors based on trapped ions are one of the most promising
andidates for a future quantum 
omputer. CNOT gates with a �delity of up to 97% havealready been a
hieved and �rst experiments with large s
ale mi
ro-fabri
ated ion trapshave been 
arried out [5, 12℄.In an ion trap quantum information pro
essor, the quantum me
hani
al system usedfor storage and manipulation of the quantum information is a set of stable ele
troni
 statesof the ion. These states may be either a ground state and some metastable ex
ited state,or two ground states whi
h are energeti
ally separated, e.g. by hyper�ne splitting. Single-qubit operations are realized with either timed laser or radio frequen
y pulses dependingon the type of the qubit and the level stru
ture of the ion spe
ies used. An additionaldemand is the need for addressing the ions individually. In our setup these operations arerealized with a laser whi
h is fo
used to a spot size smaller than the inter ion distan
e.Swit
hing the laser between di�erent ions is realized by de�e
ting the laser beam along theaxis of the ion 
rystal.The ions are 
on�ned in a linear Paul trap whi
h 
onsists of four rods, whi
h are
onne
ted either to a radio frequen
y or a DC voltage, and two end-
aps with a DCvoltage applied. To a
hieve well de�ned ion positions, the ions are 
ooled with the help ofDoppler 
ooling until a linear ion 
rystal is formed [13℄.

Figure 1: S
hemati
 drawing of a Paul trap.The trap potential may be approximated by a three dimensional quantum me
hani
alharmoni
 os
illator whi
h leads to quantized motion of the ions. The motional quanta ofthis os
illator are 
ommon to all ions and are used to realize multiple qubit intera
tions[14℄. In our setup only the axial motional modes are used. The spe
trum of the qubittransition for three ions is shown in Fig. 2 where the 
enter peak 
orresponds to drivingthe qubit transition without 
hanging the phonon number. This transition is denoted asthe �
arrier� transition. The other transitions are denoted as �sideband� transitions, wherethe phonon 
ount in the 
ommon mode is 
hanged while driving one of these transitions.The transition whi
h in
reases the phonon 
ount is denoted the �blue sideband� transition,whereas the �red sideband� transition de
reases the phonon number. For two and more



10 1 INTRODUCTIONions, analogous to a 
lassi
al os
illator,several motional modes may be ex
ited, howeverdes
ribing this behaviour is beyond the s
ope of this thesis. A full des
ription of ion 
rystalsis given in the PhD thesis of Hanns Christoph Nägerl [13℄.
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Figure 2: Ex
itation spe
trum of the axial sidebands on the qubit transition for 3 40Ca+ ions.The motional modes with positive detuning are blue sideband transitions.In our resear
h group 40Ca+ and 43Ca+ ions are used for quantum information exper-iments, where the 40Ca+ qubit is realized with a metastable ex
ited state and the 43Ca+qubit is en
oded in the hyper�ne stru
ture of the ground state. This thesis will 
on
entrateon the 40Ca+ experiment, but the results presented in this thesis are also appli
able toother qubit implementations.A simpli�ed level s
heme of 40Ca+ 
ontaining only the transitions used in our exper-iment is shown in Fig. 3. The qubit transition is the metastable S1/2 → D5/2 quadrupoletransition, whi
h has a lifetime of τ ≈ 1s. As the gate time has to be mu
h shorter thanthis 
oheren
e time this leads to a maximum gate time of τgate ≤ 10ms. The 866nm ,397nm and 854nm dipole transition are required for initializing and measuring the qubit.For state dete
tion, the ele
tron shelving te
hnique on the S1/2 → P1/2 dipole transitionis used [13℄. The 866nm laser empties the D3/2 state during readout whereas the 854nmlaser is used to prepare the ion in the ground state at the beginning of an experiment andfor emptying the D5/2 state during sideband 
ooling.
Figure 3: Simpli�ed level s
heme of the 40Ca+ ion. The qubit transition is the 729nm S1/2 →
D5/2 transition. The 397nm S1/2 → P1/2 transition is used for Doppler 
olling, state preparationand dete
tion whereas the 866nm D3/2 → P1/2 and the 854nm D5/2 → P3/2 transition are usedfor repumping.



1.2 Quantum information pro
essing with trapped ions 11The experimental sequen
eThe qubit is manipulated with timed laser pulses, where the main 
omponents are qubitinitialization, 
oherent manipulation and state dete
tion. In order to measure the proba-bility PD of �nding an ion in the D5/2 state ea
h sequen
e is repeated 100-200 times fora single data point. In order to perform qubit operations the ion has to be prepared ina well de�ned initial state, so the �rst part of every experimental sequen
e is 
ooling theion via Doppler 
ooling and preparing them in a well de�ned Zeeman sub-level with opti-
al pumping. Doppler 
ooling is a
hieved with a red detuned 397nm beam. The averagephonon number after Doppler 
ooling is about ten. During Doppler 
ooling the 866nmlaser is shone on the ions to empty the D3/2 level. To prepare the system in the motionalground state, sideband 
ooling is applied, for whi
h the 729nm light is detuned by the ionos
illation frequen
y to the red, whi
h means that a π pulse on the red sideband de
reasesthe phonon numberby one. An intuitive pi
ture of this pro
ess is shown in Fig. 4.

Figure 4: Simpli�ed s
heme of sideband 
ooling. The red sideband S → D transition of the ionis driven to de
rease the phonon number in the harmoni
 os
illator. The D state de
ays then ba
kinto the S state with a phonon 
ount de
reased by one.This 
ooling s
heme relies on emission from the D5/2 to the S1/2 level, but sin
e thistransition is metastable the 
ooling rate would be about 1 phonon per se
ond, whi
h is tooslow. Therefore the D5/2 level is pumped to the short-lived P5/2 level with a 854nm laser.The probability of �nding the ion in the motional ground state after sideband 
ooling is98% or higher, depending on the number of ions in the 
rystal.After 
ooling, the qubit is 
oherently manipulated, where pre
isely timed laser pulsesare applied on the qubit transition and its sidebands. By applying a resonant pulse onthe 
arrier transition and varying the pulse length, �Rabi �ops�, an os
illation between theground and the ex
ited state, are observed. The length of a pulse may be des
ribed as aRabi phase where a pulse with length 2π 
orresponds to a full os
illation and leaves thepopulation un
hanged.For state dependent dete
tion, the ele
tron shelving te
hnique is used, whi
h has ane�
ien
y of over 99% [13℄. The dete
tion laser at 397nm 
ouples only to the S1/2 level,whi
h means that there is no �uores
en
e light when the ion is in the D5/2 state. The statewhere �uores
ent light is observed is denoted as logi
al one (|1〉). The number of repetitions
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Figure 5: Population os
illations on the S1/2 → D5/2 
arrier transition for varying pulse lengths.These population os
illations are 
alled Rabi �ops.for the same sequen
e determines the proje
tion noise of the dete
tion s
heme [15℄.O�-resonant ex
itationsThe goal of this thesis is to quantify and minimize the in�uen
e of o�-resonant ex
itationsto the gate �delity. The main error sour
es for a CNOT gate in our experiment, as dis
ussedin the PhD thesis of Mark Riebe, are shown in Tab. 1 [16℄.error sour
e Contributionlaser frequen
y noise + magneti
 �eld noise 11%Residual thermi
 ex
itation 2%addressing error 2%o�-resonant ex
itations 4%Table 1: Contributions of di�erent experimental imperfe
tions on the CNOT gate error.Laser frequen
y noise is redu
ed by de
reasing the 729nm linewidth, whi
h was ap-proximately 1kHz. After improving the lo
king s
heme of the laser, a linewidth below 10Hzin 1s was measured. The magneti
 �eld noise is minimized by 
onstru
ting a magneti
 �eldshielding box around the va
uum vessel, suppressing magneti
 �elds by at least a fa
tor often. Addressing error may be 
ompensated by applying spe
ial 
orre
tion pulses.The largest remaining error sour
e is then given by o�-resonant ex
itations. O�-resonant ex
itations of the 
arrier transition play a role when a sideband transition isdriven, be
ause the 
oupling strength of the sideband is mu
h weaker than that of the
arrier transition. Therefore the opti
al power has to be in
reased to a
hieve a

eptableRabi times on the blue sideband, whi
h on the other hand in
reases the e�e
t of o�-resonant ex
itations on the 
arrier transition. The easiest way to de
rease the o�-resonantex
itations is to in
rease the di�eren
e between the 
arrier and the sideband frequen
y.However by doing so the inter-ion distan
e is de
reased and therefore the addressing erroris in
reased and sideband 
ooling be
omes less e�
ient. Another way of minimizing o�-resonant ex
itations is to swit
h the laser pulse on and o� adiabati
ally, whi
h te
hni
allymeans using amplitude modulated laser pulses. The in�uen
e of the pulse form on o�-resonant ex
itations is dis
ussed in this thesis.



1.2 Quantum information pro
essing with trapped ions 13In this thesis a basi
 theory of ion laser intera
tion is derived. From this theorythe in�uen
e of amplitude shaped pulses on the behaviour of a single ion is analyzedin se
tion(2.1). A simple method for testing whether a parti
ular pulse suppresses o�-resonant ex
itations is introdu
ed in se
tion(2.2). Numeri
al simulations for various pulseshapes are presented in se
tion(2.3). A new experiment 
ontrol setup and a new sour
efor RF pulses are introdu
ed in se
tion(3). The results of the theory are 
ompared withmeasured data in se
tion(4). The e�e
ts of pulse shaping on the �delity of a quantumgate are demonstrated in se
tion(4.4). The appendix of this thesis 
onsists of te
hni
aldo
umentation for the experiment 
ontrol system.
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152 Laser Ion intera
tionIn the following 
hapter the intera
tion of the ion with a laser beam will be examined the-oreti
ally. The main emphasize is on quantifying o�-resonant ex
itations and the in�uen
eof amplitude-shaped laser pulses. For this purpose a two-level system is investigated. Thein�uen
e of other levels, the quantized motion, and the spatial pro�le of the laser beamare negle
ted. The system is investigated analyti
ally for time-independent intera
tionstrength. For time dependent intera
tion strength numeri
al 
al
ulations are performed asthere exists no general analyti
al solution. The des
ription shown below follows 
hapter 3of referen
e [17℄.2.1 The opti
al Blo
h equationsTo 
hara
terize the dynami
s of the system, the S
hrödinger equation has to be solved.The Hamiltonian of the system may be de
omposed into a time-independent 
omponent
Ho and a time-dependent intera
tion 
omponent HI . The Hamiltonians for a two-levelsystem may generally be written as Hermitian 2x2 matri
es, and the state of the systemmay be expressed as a 
omplex valued two-dimensional ve
tor. When 
hoosing the basisstates as eigenstates of H0, the matrix H0 will 
ontain no o�-diagonal elements.

Ĥ = Ĥ0 + ĤI(t)2.1.1 The intera
tion Hamiltonian:The intera
tion between the ion and the applied ele
tromagneti
 �eld is des
ribed by
oupling the multipole moments of the ion to the external �eld [17℄. The most dominantintera
tions are the ele
tri
 dipole intera
tion, the magneti
 dipole intera
tion and theele
tri
 quadrupole intera
tion. Independent of the a
tual intera
tion type, the intera
tionstrength is expressed as the 
omplex valued Rabi frequen
y Ω. The dependen
e of Ω on theamplitude of the driving �eld E is shown in Tab. 2, where µ is the ele
tri
 dipole moment,
q the magneti
 quadrupole moment and µm, the magneti
 dipole moment.Intera
tion type Rabi frequen
yele
tri
 dipole Ωd = µE

~ele
tri
 quadrupole Ωq = q▽E
~magneti
 dipole Ωm = µmB
~Table 2: De�nition of the Rabi frequen
y for di�erent intera
tion types.When the motion of the ion is negle
ted this leads to the following intera
tion Hamil-tonian:

ĤI(t) =

(

0 ~Ω(t) sin(ωt + φ)

~Ω∗(t) sin(ωt + φ) 0

) (1)For a general amplitude-shaped laser pulse the Rabi frequen
y Ω(t) is time-dependentand 
omplex valued. Depending on the a
tual type of intera
tion, the polarization of the



16 2 LASER ION INTERACTIONlaser light and the 
hoi
e of the basis the Rabi frequen
y and the os
illatory term maybe 
omplex or real valued. In this thesis the laser frequen
y is 
onstant during a laserpulse and therefore it is possible to 
hoose a basis su
h that the Rabi frequen
y and theos
illatory term are real valued.2.1.2 Solution without intera
tion:It is assumed that the wave fun
tion Ψ ful�ls the S
hrödinger equation for the time-independent Hamiltonian Ĥ0. This means the equation Ĥ0Ψ = i~δtΨ is ful�lled. Anyquantum me
hani
al two-level system may be fully des
ribed by a basis of two eigenstates
Ψ1,2 of the Hamiltonian with the respe
tive energy eigenvalues E1,2. The transition fre-quen
y is then de�ned as ω0 = (E2 − E1)/~. Every possible state Ψ may then be writtenas

Ψ(r, t) = C̃1Ψ1(r, t) + C̃2Ψ2(r, t) . (2)Sin
e the Hamiltonian is time independent, Ψ(r, t) may then be fa
torized into aprodu
t of a time dependent and a time independent fun
tion.
Ψ1(r,t) = exp(−iE1t/~)ψ1(r)

Ψ2(r,t) = exp(−iE2t/~)ψ2(r) (3)In the following derivation the spa
e dependen
e of Ψ will be negle
ted as the ele
tri
�eld amplitude is assumed to be 
onstant in spa
e.2.1.3 Solution with 
onstant intera
tion strength:As des
ribed above Ψ1,2 are a set of orthogonal basis ve
tors and therefore the solutionfor any Hamiltonian may be written as Ψ = C̃1(t)Ψ1(t) + C̃2(t)Ψ2(t). For des
ribing theintera
tion between the laser light and the ion, the Hamiltonian whi
h is de�ned in Eq. 1is used. As the frequen
y of driving laser �eld is ω, a detuning between the laser frequen
yand the transition frequen
y may be de�ned as δ = ω − ω0. A s
hemati
 view of theinvolved levels and frequen
ies is given in Fig. 6. When inserting this ansatz into theS
hrödinger equation this leads to a set of 
oupled di�erential equations for C1,2.
i~

d

dt

(

C̃1(t)

C̃2(t)

)

=

(

E1 ~Ω(t) sin(ωt+ φ)

~Ω(t) sin(ωt+ φ) E1 + ~ω0

) (

C̃1(t)

C̃2(t)

)The solution is simpli�ed if the equations are expressed in a time-dependent basis withthe same phase evolution as the laser �eld. This is realized by introdu
ing new 
oe�
ients
C1,2(t) whi
h di�er from C̃1,2 by a 
ontinuous evolving phase:

C1,2(t) = C̃1,2(t) e
−iη1,2(t)
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|Ψ2 >

Figure 6: Level s
heme in
luding a detuned driving laser �eld.The state ve
tors in the rotating wave pi
ture are then written as
Ψ = C1(t)e

−iη1(t)Ψ1(t) + C2(t)e
−iη2(t)Ψ2(t) .The 
hoi
e of η1(t) = (E1/~ − δ/2)t and η2(t) = η1(t) + ωt + φ leads to the followingequations:

i
d

dt

(

C1(t)

C2(t)

)

=
1

2

(

δ Ω(1 + e−2i(ωt+φ))

Ω(1 + e2i(ωt+φ)) −δ

) (

C1(t)

C2(t)

)The parti
ular 
hoi
e of η1,2 resembles a frame of referen
e whi
h rotates with thelaser frequen
y ω. The resulting di�erential equations now shows diagonal elements withthe small quantity ±δ/2. The terms os
illating with the laser frequen
y ω may be approx-imated by their 
y
le average if δ ≪ 2ω and Ω ≪ ω0. These 
onditions are generally wellsatis�ed for opti
al transitions. As the 
y
le average of exp(−2i
(

ωt+φ)
) is zero this leadsto the following simpli�ed di�erential equation:

i
d

dt

(

C1(t)

C2(t)

)

≈ 1

2

(

δ Ω

Ω −δ

) (

C1(t)

C2(t)

) (4)As a �rst step, the Rabi frequen
y will be assumed to be 
onstant in time for thefollowing analysis. In se
tion(2.3) numeri
al simulations with time varying Ω(t) are pre-sented. Eq.4 may be solved analyti
ally by repla
ing the �rst order di�erential equationwith the two variables C1,2(t) with a se
ond order di�erential equation with only one vari-able. The results are 
ombinations of sines and 
osines with the os
illation frequen
y Ω̃/2where Ω̃ =
√

Ω2 + δ2. The amplitudes of the sines and 
osines are determined by the initial
onditions
C1,2(t) = A1,2 cos(

Ω̃t

2
) +B1,2 sin(

Ω̃t

2
) .If the system is initially in the ground state, the populations P1,2 = |C1,2|2 are:



18 2 LASER ION INTERACTION
P1(t) = |Ω

Ω̃
|2 sin2(Ω̃t)

P2(t) = 1 − P1(t) . (5)
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Figure 7: Rabi Os
illations for a re
tangular laser pulse at detuning δ/Ω.The results obtained in Eq.5 shows os
illations in the population of the two levels,whi
h are 
alled Rabi os
illations. In Fig. 7 these os
illation are shown for di�erent pa-rameters.2.1.4 O�-resonant ex
itationsAs des
ribed in se
tion(1.2) it is ne
essary to ex
ite the motional sideband in order toperform multiple-qubit operations in an ion trap quantum information pro
essor. How-ever, the 
oupling strength on the sideband transition is smaller than that on the 
arriertransition by the Lamb-Di
ke fa
tor whi
h is in our setup about 3% [16℄. Therefore thesideband transition has to be ex
ited with higher laser power to a
hieve an a

eptableRabi frequen
y. This leads to unwanted 
hanges in the state ve
tor of the 
arrier transi-tion during a laser pulse on the sideband transition. These 
hanges vary with the durationof the intera
tion and may be divided into phase and population deviations. The 
hangesin the qubit population are known as o�-resonant ex
itations whereas the phase variationsare des
ribed by the AC Stark e�e
t. The AC Stark e�e
t des
ribes a frequen
y shift ofthe 
arrier transition, whi
h gives rise to a dephasing of the qubit ve
tor. This e�e
t isdis
ussed separately in se
tion(2.4) whereas the following paragraphs will 
on
entrate onthe population 
hanges.From equation (5) it 
an be seen that for a re
tangular pulse the magnitude of thesepopulation os
illations is Ω2/(Ω2 + δ2) when the system was initially in the ground state.It 
an also be seen that for a 
onstant Rabi frequen
y the o�-resonant ex
itations vanishwith large laser detuning. Fig. 8 shows populations os
illations that o

ur on the 
arrierwhen driving a sideband pulse. Our usual experimental parameters for driving sidebandtransitions are Ω = 2π 200 kHz and δ = 2π 1MHz. This leads to population os
illationswith an amplitude of 3.8%. As our CNOT gate �delity rea
hes more than 90% theseos
illations have to be minimized or 
ompensated.
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al Blo
h equations 19A possible strategy for 
ompensating o�-resonant ex
itations would be to swit
h o�the laser when the indu
ed population os
illation returns to zero. However, in our experi-mental implementation this is not pra
ti
al as the os
illation frequen
y in
reases with thedetuning and therefore the 
al
ulation and generation of the pulses be
omes impra
ti
al.The detuning from the 
arrier transition is δ ≈ 2π1MHz when driving the blue sidebandtransition. As the Rabi frequen
y is only Ω = 2π200 kHz the population os
illates withthe e�e
tive Rabi frequen
y Ω̃ ≈ δ = 2π1MHz. The length of a typi
al sideband pulseis around 100µs whi
h means that the desired minimum is after 100 os
illation periods.Therefore using this te
hnique would require a very pre
ise knowledge of the Rabi frequen
yas even a 1% error would 
orrespond to a whole os
illation period of these os
illation andwould therefore make the 
ompensation unusable. Furthermore the experimental parame-ters would need to be stable over a long times
ale to ensure proper 
ompensation of theseo�-resonant ex
itations without frequent re
alibration. Our approa
h instead is to swit
hon the intera
tion adiabati
ally whi
h eliminates o�-resonant ex
itations. This te
hniqueis dis
ussed in se
tion(2.2)
0

0.01

0.02

0.03

0.04

E
x
ci

ta
ti

on

0 1 2 3 4 5 6 7 8 9 10
Time (µs)Figure 8: Cal
ulated o�-resonant ex
itations on the 
arrier while driving a sideband pulse. Theparameters are Ω = 2π 200 kHz and δ = 2π 1 MHz.2.1.5 Solutions for amplitude-shaped laser pulsesFor the results presented above the system was 
onsidered to be initially in the groundstate Ψ(0) = Ψ1 and the Rabi frequen
y was 
onstant over time. In this se
tion the resultsare generalized to arbitrary input states and time dependent Rabi frequen
ies. To 
al
ulatethe time evolution for an arbitrary initial state Ψ(0) = γ1Ψ1 +γ2Ψ2 , the system is rotatedto basis states of the parti
ular Hamiltonian. These states are known as dressed statesand the 
orresponding basis is denoted as the dressed basis. The new basis states Φ± arede�ned as

(

Φ+

Φ−

)

=

(

cos β − sin β

sin β cos β

) (

Ψ1

Ψ2

) (6)The states Φ± are orthogonal and may be 
hosen as a time dependent basis. In thisbasis the state ve
tor may be rewritten as
Ψ(t) = A+(t)Φ+(t) +A−(t)Φ−(t) (7)
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ilitate the task of 
onstru
ting eigenve
tors of the S
hrödinger equation themixing angle β is introdu
ed:
cos(2β) =

δ

Ω̃
=

δ√
Ω2 + δ2

(8)
sin(2β) =

|Ω|
Ω̃

=
|Ω|√

Ω2 + δ2
(9)For a time dependent Rabi frequen
y Ω(t) this transformation is made at every time

t. This leads to a time dependent mixing angle β(t) and in 
onsequen
e the S
hrödingerequation then reads [17℄
d

dt

(

A+(t)

A−(t)

)

= − i

2

(

Ω̃(t) 2iβ̇(t)

−2iβ̇(t) −Ω̃(t)

) (

A+(t)

A−(t)

)

.The quantities whi
h determine the time evolution of the system are Ω̃ and β̇. The
ontributions of these may be interpreted as follows:
• Ω̃ shifts the energy levels whi
h leads to a 
ontinuous phase evolution whi
h is de-s
ribed by the AC-Stark e�e
t.
• β̇ gives rise to population 
hanges between A±whi
h are usually referred to as too�-resonant ex
itations.If β̇ is small 
ompared to Ω̃ the o� diagonal terms in the equation above 
an be negle
ted.This approximation is known as the adiabati
 approximation. In the experiment this isrealized by swit
hing the intera
tion on slowly. The 
ondition for this is 2iβ̇(t) ≪ Ω̃(t)whi
h may be rewritten as [17℄:

|Ω̇(t) δ| ≪ |Ω̃(t)|3 (10)As the transformed S
hrödinger equation now 
ontains only diagonal elements it ispossible to simply integrate the single 
omponents. The solutions read then
A±(t) ≈ exp

(

∓ i

2

∫ t

0
dt′ Ω̃(t′)

)

A±(0) . (11)From this result it is 
lear that |A±(t)|2 = |A±(0)|2. A laser pulse shape whi
h istypi
ally used in our experiment is shown in Fig.(9). For these shapes, the Rabi frequen
yvanishes at the beginning and the end of the pulse. This leads to β = 0 and thereforethe matrix in Eq. 6 is the unity matrix. This means that the dressed basis is equivalentto the the original basis if the intera
tion vanishes and therefore A±(0) = C1,2(0) and
A±(tend) = C1,2(tend). Therefore, the initial and the �nal states are identi
al in the originalbasis state |C1,2(tend)|2 = |C(0)|2 whi
h means that there are no remaining o�-resonantex
itations.



2.1 The opti
al Blo
h equations 21The phase of the state however evolves with the integral over the e�e
tive Rabi fre-quen
y. This phase os
illation is 
aused by the AC-Stark e�e
t whi
h is des
ribed inse
tion(2.4).
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Figure 9: Typi
al Laser pulse as used in our experiment. The pulse is split into three parts: therising slope, the 
onstant plateau and the falling slope.2.1.6 The in�uen
e of the initial stateThe time evolution of a re
tangular pulse for an arbitrary initial state 
an be 
al
ulatedanalyti
ally. At the leading and the �nal edge of the pulse the time derivative of the Rabifrequen
y and therefore also β̇ is not de�ned. The time evolution may then be 
al
ulatedwith the following pro
edure:1. Transform the initial state at the leading edge to the dressed basis.2. Cal
ulate the time evolution in the dressed basis.3. Transform the �nal state at the �nal edge ba
k to the original basis.In 
ontrast to the situation of shaped pulses the Rabi frequen
y does not vanish at theedges of the pulse. Therefore the dressed state and the original state are not equal. Asthe Rabi frequen
y is 
onstant during the pulse duration, the time evolution in the dressedbasis 
onsists of a linear phase evolution. Sin
e the dressed basis is not the original basis atthe beginning and the end of the pulse this phase evolution 
auses population os
illationsin the original basis. Summarizing these steps leads to the following equation:
Ψ(t) =

(

cos β sin β

sin β cos β

)(

e
i
2
Ω̃t 0

0 e−
i
2
Ω̃t

)

·

(

cos β sinβ

sin β cos β

)(

C1(0)Ψ1

C2(0)Ψ2

)

(12)With the de�nition of β as shown in Eq. 8 this equation may be simpli�ed to
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Ψ(t) = e−iδ/2

(

cos( Ω̃
2 t) + i δ

Ω̃
sin( Ω̃

2 t) −i |Ω|

Ω̃
sin( Ω̃

2 t)

−i |Ω|

Ω̃
sin( Ω̃

2 t) cos( Ω̃
2 t) − i δ

Ω̃
sin( Ω̃

2 t)

) (

C1(0)Ψ1

C2(0)Ψ2

)

. (13)For further analyzing the initial state is assumed to be Ψ(0) = Φ− = Ψ1 cos θ−Ψ2 sin θwith the mixing angle θ. The populations |C1,2(t)|2 may then be 
al
ulated:
|C1,2(t)|2 = |C1,2(0)|2 +A1,2 sin2(

Ω̃t

2
) (14)Where the 
oe�
ients A1,2 
orrespond to the magnitude of the population os
illationsand therefore also des
ribe the magnitude of the o�-resonant ex
itations. For example, the
oe�
ient A12 
an be simpli�ed to:

A1 =
Ω2

δ2 cos(2θ) − Ω
δ sin(2θ)

1 + Ω2

δ2

(15)From this equation it 
an be seen that the magnitude of the population os
illations isnot 
onstant with varying mixing angle θ. The ex
itations are shown in Fig. 10. It 
an alsobe seen that there exist a 
ertain mixing angle where there are no remaining populationos
illations. This situation 
orresponds to the initial state being the dressed state of thesystem.
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Figure 10: O�-resonant ex
itation depending on the initial state. The initial state was of theform Ψ = cos(θ) |Ψ1〉 + sin(θ) |Ψ2〉 .
2.1.7 Qubit errorsThe results presented above show that the magnitude of the population os
illations dependson the initial state of the qubit. Therefore this magnitude is not a good measure for
hara
terizing o�-resonant ex
itations. An error on the qubit may be 
hara
terized by theerror of the mixing angle. A small error angle ǫ on the qubit ve
tor |Ψid〉 = cos(θ) |Ψ1〉 +
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sin(θ) |Ψ2〉 leads to the ve
tor

|Ψerr〉 = cos(θ + ǫ) |Ψ1〉 + sin(θ + ǫ) |Ψ2〉 .A se
ond order Taylor expansion leads to the following relation for the population of theground state:
p = | 〈Ψerr |Ψ1〉 |2 ≈

(

cos(θ) − sin(θ) ǫ− 1

2
cos(θ) ǫ2

)2
=

= cos2(θ) − sin(2θ) ǫ+
(

1 − 2 cos2(θ)
)

ǫ2 + O(ǫ3) .
(16)If an atomi
 transition is driven o�-resonantly, the state ve
tor os
illates with thee�e
tive Rabi frequen
y Ω̃ whi
h 
an be seen in Eq. 14. The phase error ǫ also os
illateswith the same frequen
y.To generalize the 
hara
terization of o�-resonant ex
itations for an arbitrary mixingangle Θ the results shown in Eq. 16 are 
ompared to the results derived for a re
tangularpulse as shown in Eq. 14. The derivation for a general qubit error has been made underthe assumption ǫ ≪ 1. In the 
ase of the re
tangular pulses this 
orresponds to a smallRabi frequen
y with respe
t to the detuning (Ω ≪ δ). Therefore the result in Eq. 15 maybe approximated to

A1 ≈ −Ω

δ
sin(2Θ) +

Ω2

δ2
cos(2Θ) + O(

Ω3

δ3
) .For a general qubit error this reads

p1 − cos(θ) = −ǫ sin(2Θ) + ǫ2 cos(2Θ)} .Therefore it is valid to identify the error angle ǫ with the ratio between the Rabifrequen
y and the detuning (Ω/δ). In the literature o�-resonant ex
itations are usually
hara
terized by the amplitude of the population os
illations if the system is initially inthe ground state. For a re
tangular pulse this amplitude is just Ω2/δ2. To be 
onsistentwith the usual de�nition of o�-resonant ex
itations it is desirable to des
ribe the error foran arbitrary mixing angle by ǫ2 rather by ǫ. If the amplitude of the population os
illationsis Apop this leads to following expressions for the amount of the o�-resonant ex
itations:
ǫ2 =







A2
pop

sin2(2Θ)
if sin(2Θ) ≫ ǫ

Apop if Θ = 0
(17)2.2 The in�uen
e of pulse shapesIn the following se
tion di�erent laser intensity pulse shapes and their in�uen
e on o�-resonant ex
itations are dis
ussed. A suitable shape should minimize o�-resonant ex
ita-tions while keeping the time needed for realizing a 
ertain pulse on the sideband transition
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lose as possible to a re
tangular pulse with the same peak Rabi frequen
y.
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Figure 11: Comparison of the spe
tra of a dis
rete Fourier transform of a sine with a re
tan-gular windowing fun
tion and o�-resonant ex
itations for a re
tangular pulse. The o�-resonantex
itations are obtained for a laser pulse with 
onstant length and varying detuning.As a starting point for a pulse shape, windowing fun
tions used in dis
rete Fouriertransformation are used. The spe
tra of the Fourier transformation of a sine fun
tionover a �nite time interval and the o�-resonant ex
itation of a re
tangular laser pulse with
onstant length are shown in Fig. 11. The o�-resonant ex
itations for a pulse with unitylength as a fun
tion of the detuning is Ω2/(Ω2 + δ2) sin2(
√

Ω2 + δ2) whereas for a Fouriertransformation with unity length time window this is sin2(δ)/δ2. For large detuningsthese two fun
tions behave the same when negle
ting a 
onstant fa
tor and therefore theside lobes in the Fourier spe
trum are related to o�-resonant ex
itations. Furthermore,a te
hnique to suppress the side lobes of the Fourier transform is therefore also usefulfor minimizing o�-resonant ex
itations. In digital signal pro
essing so 
alled �windowingfun
tions� are used to suppress these side lobes [18℄. Windowing fun
tions add weightsto the data points depending on the position in the time window. The side lobes may beinterpreted as edge e�e
ts 
aused by the �nite length time window. Therefore windowingfun
tions generally vanish smoothly at the beginning and the ending of the time windowto minimize these edge e�e
ts. Our approa
h is to use the well known windowing fun
tionsfor minimizing o�-resonant ex
itations while driving sideband transitions. In digital signalpro
essing the windowing fun
tion is 
hosen to mat
h the expe
ted signal form. A generalpurpose windowing fun
tion is the approximated three-term Bla
kman1 fun
tion:
w(x) =

1

2
(0.84 − cos(xπ) + 0.16 cos(2xπ))As mentioned above, a suitable pulse shape should not only be able to suppress o�-resonant ex
itations but also preserve the time needed for a 
ertain pulse on the sidebandtransition. The peak Rabi frequen
y of the pulse is limited by thermal e�e
ts in thea
ousto-opti
al modulator whi
h generates the laser pulses. Therefore, the pulse areaof the shaped pulse has to be similar to the pulse area of a re
tangular pulse with the1The term �Bla
kman fun
tion� is ambiguously used in the literature. In this work the de�nitions fromreferen
e [18℄ are used. In the following the approximated three-term Bla
kman windowing fun
tion isalways referred to as the Bla
kman fun
tion.
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Figure 12: The segmented Bla
kman pulse and the full Bla
kman pulse in 
omparison. At thesame peak Rabi frequen
y the pulse area of the segmented Bla
kman pulse is larger.same peak Rabi frequen
y and pulse duration. This means that the relative pulse area
Arel = 1/(Ωmaxtpulse)

∫ t=tpulse

t=0 Ω(t) dt has to be 
lose to one. The relative pulse areaof the Bla
kman fun
tion as de�ned above is Arel = 0.42 . Using this fun
tion as anamplitude shape would double the time required for a full Rabi os
illation as 
ompared toa re
tangular pulse. Our solution to this problem is to split the pulse into a rising slope,a 
onstant plateau and a falling slope. Su
h a segmented pulse is 
ompared to a normalBla
kman pulse in Fig. 12. For durations of the rising and falling slopes of ea
h 5% of thetotal pulse duration, this leads to a relative pulse area of Arel,total = 0.9 + 0.1 · Arel,slope.This approa
h has the additional advantage that for di�erent pulse lengths the same risingand falling slopes 
an be used whi
h simpli�es the generation of the pulses. Using su
ha segmented pulse as a windowing fun
tion leads to larger o�-resonant ex
itations thanusing the full windowing fun
tion, but the smooth slope of the windowing fun
tions ispreserved. In terms of the Fourier transform this window may be seen as the 
onvolutionof a short Bla
kman window and a re
tangular window, whi
h shows properties of both theBla
kman and a re
tangular window. To assess the quality of a pulse shape, di�erent pulseshapes are 
ompared in this se
tion. The di�erent shapes are de�ned in Tab. 3. Fig. 13shows rising slopes of 
osine, linear and Bla
kman shaped pulses.Name Expression
osine Ω(t) = Ωo
1
2 (1 − cos(πt

T ))linear Ω(t) = Ωo
t
TBla
kman Ω(t) = Ω0

1
2

(

0.84 − cos( tπ
T ) + 0.16 cos 2πt

T

)Table 3: The three di�erent slope fun
tions used in the simulations. A pulse 
onsists of a risingslope with the slope duration tslope = T , a 
onstant plateau where Ω(t) = Ω0 and a falling slopewhi
h is symmetri
 with respe
t to the rising slope.The e�e
t of the pulse shape on adiabati
ity In this se
tion a method to estimatewhether a pulse shape is in the adiabati
 regime without 
al
ulating the whole timeevolution is presented. Sin
e the 
ondition for applying the adiabati
 approximation is
|Ω̇(t) δ| ≪ |Ω̃(t)|3, a measure of the adiabati
ity of a shaped laser pulse is given by the
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Figure 13: The rising slopes of the 
osine, linear and the Bla
kman pulse shapes as de�ned inTab. 3.
oe�
ient of adiabati
ity:
α = |Ω̇(t) δ|/|Ω̃(t)|3The 
riterion for adiabati
ity is ful�lled if α ≪ 1. For the pulse shapes presented above,the 
oe�
ient of adiabati
ity is determined by the Rabi frequen
y Ω, the detuning δ andthe slope duration tslope. As the Rabi frequen
y is not 
onstant in time, α also varies withtime. Therefore αmax, the maximum value of α over a whole pulse may be used to estimatethe o�-resonant ex
itation of the pulse shape. There are two di�erent interesting regimesfor α:

• The transition regime where δ ≈ Ω .
• The adiabati
 regime where δ2 ≫ Ω2.Driving a sideband transition with our usual experimental parameters (Ω = 2π 200kHz,

δ ≈ 1MHz) leads to δ2/Ω2 = 25 whi
h implies that the system is in the adiabati
 regime.However, the o�-resonant ex
itations are too small to be measured dire
tly with these pa-rameters. Dire
t measurement of o�-resonant ex
itations is only possible in the transitionregime. In Fig. 14 the time dependen
e of α during a rising slope is shown for the tworegimes.
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Figure 14: Time dependen
e of the adiabati
ity fa
tor α of di�erent shapes. The Rabi frequen
yand the slope durations are in both 
ases Ω = 2π 200 kHz and tslope = 10µs. The detuning is a)
δ = 2π 200 kHz and b) δ = 2π 1 MHz.For the system being in the adiabati
 regime it is possible to perform a se
ond orderTaylor expansion of α to a
hieve a simple analyti
al result for α:
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α =

Ω̇δ

(Ω2 + δ2)3/2
≈ Ω̇

δ2
(1 − 3

2

Ω2

δ2
) ≈ Ω̇

δ2It is therefore possible to derive simple analyti
al results for αmax if δ2 ≫ Ω2:
αmax,cos ≈ π

2

Ω0

δ2 tslope

αmax,lin ≈ Ω0

δ2 tslope

αmax,black ≈ 1.15π

2

Ω0

δ2 tslopeUsual experimental parameters for driving a sideband transition are a detuning ofapproximately δ = 2π 1MHz and a Rabi frequen
y of Ω = 2π 200 kHz. Using theseparameters and a slope duration of 5µs leads to the following values of αmax :

αmax,cos ≈ 0.010

αmax,lin ≈ 0.006

αmax,black ≈ 0.012In Fig. 15 αmax is shown for varying detuning for Ω0 = 2π 463 kHz and a slopeduration of tslope = 10µs.
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Figure 15: The maximum of the adiabati
ity fa
tor αmax for di�erent pulse shapes as a fun
tionof the detuning for a Rabi frequen
y of Ω0 = 2π 463 kHz and a ramp duration of T = 10µs .2.3 Numeri
al 
al
ulationsNumeri
al simulations are performed with the following algorithm. Time is divided intodis
rete steps where the Rabi frequen
y is assumed to be 
onstant for the duration ofone time step. The state at the end of the time step is 
al
ulated by transforming theprevious state from an unperturbed basis into the dressed basis, 
al
ulating the phaseevolution and then transforming the state ba
k into the unperturbed basis. Eq. 13 des
ribes



28 2 LASER ION INTERACTIONthe transforming operation. The resulting state is then used as an input state for thenext iteration. The Matlab s
ript used for 
al
ulating the time evolution is shown inappendix(D). If not stated otherwise the Rabi frequen
y used for the results presentedbelow is ω0 = 2π 463 kHz. This value is 
hosen to mat
h the experimental data whi
h were�rst taken at this Rabi frequen
y.
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Figure 16: Simulated time evolution for the system initially in the ground state for a Rabifrequen
y of Ω0 = 2π 463 kHz and a detuning of δ = 2π 400 kHzTypi
al time evolutions of the populations for some pulse shapes are shown in Fig. 16.The remaining o�-resonant ex
itations are quanti�ed by simulating the system multipletimes with di�erent pulse lengths. From ea
h simulation only the ex
itation at the endof the pulse is used for further analyzation. This ex
itation os
illates with varying pulselength. A squared sine fun
tion is �tted to these os
illations and its amplitude is themagnitude of the o�-resonant ex
itations.As stated in se
tion(2.1.5) the system is in a dressed state during the entire pulseif the pulse is adiabati
 and the system is initially in the state Ψ0 = Ψ1. Therefore nopopulation os
illations should o

ur for an adiabati
 pulse shape. The time evolutionsof the Bla
kman pulses in Fig. 16 show that the os
illations vanish with in
reasing slopeduration whi
h is an su

essive approximation to the adiabati
 behaviour.To 
ompare the di�erent shapes, the remaining o�-resonant ex
itations are analyzedfor di�erent parameters. In Fig. 17 the o�-resonant ex
itations of the 
osine, linear, Bla
k-man and re
tangular shapes are shown as a fun
tion of the detuning δ. The Bla
kman andthe 
osine shapes behave nearly identi
ally. It 
an also be seen that for small detuningsthe linear shape suppresses o�-resonant ex
itations slightly better than the 
osine shape.Nevertheless, the 
osine and Bla
kman shaped pulses suppress residual o�-resonant ex
ita-tions better for large detunings whi
h 
orresponds to the typi
al situation our experiment.Another possibility for 
hara
terizing the pulse shape is to look at o�-resonant ex
itations
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Figure 17: Simulated o�-resonant ex
itations as a fun
tion of the detuning for a Rabi frequen
yof Ω0 = 2π 461 kHz . The slope durations are at a) tslope = 5µs and at b) tslope = 10µsas a fun
tion of the slope duration. The results of these 
al
ulations are shown in Fig. 18.As expe
ted, the linear shape behaves more favorable at shorter slope durations than the
osine and the Bla
kman pulse shapes and vi
e versa.
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Figure 18: Simulated dependen
e of o�-resonant ex
itations on the ramp duration. The param-eters are Ω0 = 2π 463 kHz and δ = 2π 340 kHz.Previously the 
oe�
ient of adiabati
ity α was introdu
ed. To test whether this
oe�
ient provides a good 
hara
terization for o�-resonant ex
itations the results of thenumeri
al simulations are plotted as a fun
tion of α.In Fig. 19 the dependen
e of α is shown for a 
osine pulse shape for the regimes asde�ned above. In Fig. 20 the same plot is shown for all three pulse shapes. It 
an be seen
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Figure 19: Simulated o�-resonant ex
itations for 
osine pulse shapes as a fun
tion of the inverseof the maximum adiabati
 fa
tor 1/αmax.that even for small α the o�-resonant ex
itations di�er for the di�erent pulse shapes. Thisis due to the fa
t that αmax does not resemble the exa
t deviation from the ideal adiabati
time evolution. The linear shape s
ales less favorable with α than the 
osine and Bla
kmanshapes. This is be
ause α does not vanish at the beginning and the end of the slope forthe linear shape. Furthermore it 
an be seen that to a
hieve o�-resonant ex
itations of lessthan 1% it is su�
ient to 
hose the slope duration su
h that α < 1/40.
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Figure 20: Simulated o� resonant ex
itations for di�erent pulse shapes as a fun
tion of the inverseof the maximum adiabati
 fa
tor 1/αmax.The simulated remaining o�-resonant ex
itations when driving a sideband transitionwith a Bla
kman shaped pulse with a slope duration of 3µs, an axial trap frequen
y of1MHz and a Rabi frequen
y of Ω = 200kHz are PD = 3.5 · 10−5. For a linear shaped pulsewith the same parameters the o�-resonant ex
itations have a magnitude of PD = 10 ·10−5.Simulation for di�erent initial statesAs stated in se
tion(2.1), o�-resonant ex
itations 
hange their qualitative behaviour ifthe system is not initially in the ground state. The most general single qubit state is
Ψ0 = γ1Ψ1 + γ2Ψ2 where γ1,2 may be 
omplex valued and the normalization 
ondition hasto be ful�lled. Due to the possibility of 
omplex values for γ1,2 it is not easily possible to
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over this whole spa
e with numeri
al 
al
ulations. To be able to perform simulations in areasonable time, only real values of γ1,2 are used for the simulations. This is su�
ient asthe only di�eren
e is a 
onstant phase o�set whi
h has no e�e
t on o�-resonant ex
itations.The 
orresponding parameter is the mixing angle Θ whi
h is de�ned by γ1 = sin Θ whi
hleads to γ2 =
√

1 − γ2
1 .

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
x
ci

ta
ti

on

0 10 20 30 40 50 60
time (µs)

Cosine tslope = 5µs

Rectangular

0

0.2

0.4

0.6

0.8

1

R
ab

i
fr

eq
u
en

cy

0 10 20 30 40 50 60
time µs

Cosine tslope = 5µs

Rectangular

Figure 21: Simulated time evolution for initial state Ψ = 1/
√

2(|0〉 + |1〉).In Fig. 21 the time evolution for the initial state Ψ = 1/
√

2(|0〉 + |1〉) is shown fora re
tangular and a 
osine shaped pulse with 5µs slope duration. Generally the initialstate is not a dressed state of the system and therefore the population os
illations do notvanish during the pulse. Nevertheless, a

ording to the 
al
ulations in se
tion(2.2) the o�-resonant ex
itations vanish at the end of the pulse if the intera
tion strength is swit
hedon and o� adiabati
ally.In Fig. 22 the dependen
e of the remaining ex
itations on the mixing angle Θ isshown. As shown in se
tion(2.1.7) the ex
itations in dependen
e of the mixing angle θare Pexc = cos2(θ) − sin(2θ) ǫ +
(

1 − 2 cos2(θ)
)

ǫ2 where ǫ is the error angle on the qubit.Negle
ting the terms with ǫ2 it is possible to derive an expression for the error whi
h isindependent of the mixing angle. The error is expressed in ǫ2 to preserve 
onsisten
y withthe results given for the initial state being the ground state. The equation for 
al
ulating
ǫ2 from the amplitude of the population ex
itations is then ǫ2 = Apop/

(

4 sin2(2θ)
). Onehas to bear in mind that this result is only valid for sin(2θ) ≫ ǫ. In Fig. 23 the 
al
ulated

ǫ2 is shown in dependen
e of the mixing angle θ. It 
an be seen that the error stays almost
onstant for all mixing angle. From this we infer that the 
hosen measure for o�-resonantex
itations is suitable for an arbitrary input state.From Fig. 22 and Fig. 23 it seems that the 
osine pulse shapes behaves more favorable
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Figure 22: Simulation for di�erent initial states for di�erent pulse shapes. The initial state is
Ψ = sin θ |Ψ2〉+cos θ |Ψ1〉. a) 
ompares a re
tangular and linear shapes. b) shows di�erent shapeswith tslope = 10µs
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ulated error angle ǫ2 for simulated data as a fun
tion of the mixing angle θ. Theparameters for the simulations were Ω = 2π 200 kHz, δ = 2π 400 kHz, tslope = 10µs.



2.3 Numeri
al 
al
ulations 33than the Bla
kman shape if the initial state di�ers from the ground. In Fig. 24 the errorangle ǫ2 is shown in dependen
e of the slope duration for two di�erent initial states . It
an be seen that the 
osine shape behaves more favorable for 
ertain parameters, but thegeneral dependen
e is similar for 
osine and Bla
kman shaped pulses.
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Figure 24: Cal
ulated error angle ǫ2 for simulated data as a fun
tion of the slope duration forinitial state of a) θ = 1

4
π and b) 2

3
π . The parameters of the simulations were δ = 2π 1MHz and

Ω = 200kHz.
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tWhen a transition is driven o�-resonantly, population os
illations are not the only undesir-able side e�e
t. The phase of the qubit evolves linearly with the pulse duration. In se
tion(2.1.5) the solution for an adiabati
 pulse was derived:
A±(t) ≈ exp

(

± i

2

∫ t

0
dt′ Ω̃(t′)

)

A±(0) .As the dressed basis is the original basis at the beginning and the end of the pulsethis equation may be rewritten as
C1,2(tend) ≈ exp

(

± i

2

∫ t

0
dt′ Ω̃(t′)

)

C1,2(0) .To investigate the phase evolution of this state the integral has to be evaluated forvarying pulse lengths. The laser pulse is divided into three se
tions and therefore alsothe integral 
an be split. As the rising and the falling slopes are the same for di�erentpulse lengths these lead only to a 
onstant fa
tor Cslope. Furthermore the Rabi frequen
y is
onstant in the third part and therefore the resulting phase evolves linearly with in
reasingpulse length. With the pulse length being tend = ttop + 2tslope this leads to
C1,2(tend) = exp(Cslope + Ω̃ttop)C1,2(0) .One has to bear in mind that the phase of the qubit is de�ned in the frame of referen
ewhi
h rotates with the transition frequen
y ω0. However, the 
al
ulations above have beenmade in a frame rotating with the laser frequen
y ω = ω0 + δ. In this frame the stateve
tor os
illates with the e�e
tive Rabi frequen
y Ω̃ when applying an o�-resonant pulse.This leads to the following os
illation frequen
y in the qubit frame:

Ωqubit = Ω̃ − δ =
√

δ2 + Ω2 − δFor large detunings (δ2 ≫ Ω2) a �rst order Taylor expansion of Ω̃ 
an be used toestimate the e�e
t:
Ωqubit = δ

√

1 +
Ω2

δ2
− δ ≈ Ω2

2δThe physi
al reason for this dephasing are frequen
y shifts on the qubit transitionswhi
h are known as the AC Stark shift. To investigate the Stark shift for our qubit,the Zeeman stru
ture of the S1/2 → D5/2 transition and the dipole intera
tions have to bein
luded in the 
al
ulation. There is no need to a

ount for the sideband transitions, as the
oupling strength is mu
h weaker. The detuning for the dipole intera
tions (S1/2 → P1/2,
S1/2 → P3/2 and D5/2 → P3/2) is in the range of several hundred THz for a laser whi
his 
lose to resonan
e with the quadrupole transition. The Rabi frequen
y of the dipoletransition is about a fa
tor of thousand bigger than the Rabi frequen
y of the quadrupoletransition for the same light �eld. As the Stark shift is inversely proportional to the
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t 35detuning but quadrati
 with the Rabi frequen
y, the 
ontributions of the dipole transitions
annot be negle
ted with a typi
al detuning of 1MHz from the quadrupole transition. Ea
hlevel is shifted by
∆i = ±Ω2

i

4δiwhere Ωi is the Rabi frequen
y of the applied laser �eld and δi the detuning for theparti
ular transition. The sign of the shift depends on whether the applied light is red orblue detuned. The level shifts for the Zeeman sublevels of the allowed transitions for ourgeometri
 
on�guration from the S1/2 to the D3/2 are shown in Fig. 25.
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Figure 25: AC-stark shifts for the allowed transitions from the S1/2(m = −1/2) to the D3/2level. D
−5 refers to the D3/2(m = −5/2) state. The shifts are shown for a blue detuned laser lightdriving a motional sideband.To 
al
ulate the total Stark shift indu
ed by a laser pulse, the 
ontributions of thedi�erent atomi
 levels are added [19, 20℄. This leads to the equation ∆AC = Ω2/4

∑

i ai/δifor the Stark e�e
t generated by the Zeeman sublevels. The fa
tors ai are the 
ouplingstrengths of the di�erent Zeeman 
omponents relative to the qubit transition and Ω is theRabi frequen
y of the qubit transition. As the dipole levels are generally far detuned withrespe
t to the light �eld, they may be in
luded in this 
al
ulation by a term whi
h doesnot depend on the detuning from the quadrupole transition. The total Stark shift is then
∆AC =

Ω2

4
(
∑

i

ai

δi
+ b)where the fa
tor b is the sum of the 
ontributions of the dipole intera
tions to theStark shift. In referen
e [20℄ this shift was measured and it was shown that the resultingStark shift is negative when applying a blue sideband pulse. Therefore it is possible to
ompensate this shift with a se
ond far detuned laser whi
h 
auses a positive light shift onthe dipole transition but only a negligible shift on the quadrupole transition [16, 19, 20℄.The amplitude of this 
ompensation pulse is adjusted to minimize the AC Stark e�e
t



36 2 LASER ION INTERACTIONand it must have the same length as the manipulating pulse. Sin
e the a
ousto-opti
almodulator that generates the laser pulses operates in a linear regime it is straightforwardto extend this s
heme to shaped laser pulses. If the 
ompensation pulse has the same pulseshape as the manipulation pulse and appropriate peak laser intensity, the Stark shift is
ompensated at every time during the pulse.



373 Experimental setup3.1 The ion trapThe ion trap used in our experiment was designed by Stephan Gulde and is dis
ussed indetail in his PhD thesis [19℄. The ion trap is operated with a frequen
y of approximately23 MHz. The radio frequen
y voltages required to 
reate a radial trapping potential aregenerated with a high power radio frequen
y ampli�er and a resonant 
ir
uit. The DCend 
ap voltage required for axial trapping is generated by a digitally 
ontrolled multi-
hannel power supply2. The trap is mainly operated with RF powers of around 10W andend-
ap voltages of 1000V whi
h 
orresponds to a 
enter-of-mass mode frequen
y in theaxial dire
tion of about 1.2MHz. The inter-ion distan
e depends on the end-
ap voltageand therefore the parameters of the trap are adjusted to optimize addressing errors ando�-resonant ex
itations for a given number of ions.

Figure 26: S
hemati
 drawing of the ion trap used in our experiment. The 
ompensation ele
-trodes are used to minimize mi
ro-motion.3.2 Opti
al setupThe opti
al setup is distributed over three opti
al tables: two laser tables whi
h are usedsimultaneously by all 40Ca+ experiments, and an experiment table where the va
uumapparatus is lo
ated. In this thesis only a short overview of the opti
al setup is given, formore details see Mark Riebe's or Stephan Gulde's PhD thesis [16, 19℄.3.2.1 LasersFor ea
h transition des
ribed in 
hapter 1.2 a separate laser is used. Tab. 4 shows thetypes of lasers used. All diode lasers are Topti
a DL 100, where the 854nm and 866nmlasers are frequen
y stabilized to a temperature stabilized 
avity via the Pound-Drever-Hall method [21℄. The Titanium-Sapphire lasers are Coherent 899 ring lasers, whi
h areopti
ally pumped by Coherent Verdi lasers. The 397nm light for driving the dete
tiontransition is generated via the frequen
y doubling stage whi
h has as input 794nm light
oming from a Titanium-Sapphire laser. The 729nm laser is lo
ked to a very high �nesse(f ≈ 500 000) 
avity.2ISEG EHQF2020p



38 3 EXPERIMENTAL SETUPWavelength Usage Laser type729 nm Qubit transition / Doppler Cooling Titanium Sapphire397 nm Dete
tion / Doppler 
ooling / Opti
al pumping Titanium Sapphire866 nm Dete
tion / Repumping Diode854 nm Sideband 
ooling repumping / State initialization Diode422 nm Photoionization Diode375 nm Photoionization DiodeTable 4: The lasers used in the experiment. The 866nm , 854nm and 397nm lasers have a linewidthof around 100kHz. The linewidth of the 729nm laser is around 50Hz. The photoionization lasersare not stabilized.The 729nm setup A prerequisite for high �delity qubit operations and a long qubit
oheren
e time are small intensity and phase �u
tuations of the 729nm laser. The linewidthof this laser was measured to be 48Hz on a times
ale of one minute [22℄, whi
h 
orrespondsto a de
oheren
e time of about 10ms [23℄. Beat measurements with an identi
ally set-uplaser at the 43Ca+ experiment have shown a 
ombined linewidth of less than 5Hz in 1s.At the ions position, the laser is fo
used to a spot size smaller than the inter-ion distan
eand it is possible to swit
h between di�erent ions during an experimental 
y
le.Sin
e the laser is pla
ed on a di�erent opti
al table than the va
uum vessel, the lightis transferred to the experiment table via a mono-mode �ber. Intensity and phase noise�u
tuations indu
ed by the �ber are 
ompensated with an a
tive phase and intensity stabi-lization 
ir
uit [24℄. The light is then 
oupled into a double pass a
ousto-opti
al modulator(AOM). In this AOM the a
tual frequen
y and amplitude of the laser manipulating theions is determined. The light is then 
oupled into another �ber going into a 
losed boxwhere the beam is fo
used and de�e
ted to a
hieve single ion addressing. To a
hieve this,the beam passes a teles
ope with one lens mounted on a translation stage, the ele
tro opti-
al de�e
tor (EOD) and a di
hroi
 mirror whi
h re�e
ts 729nm light and transmits 397nmlight. In front of the va
uum 
hamber is a mi
ros
ope lens3 whi
h fo
uses the beam toa width of about 2µm whi
h is smaller than the typi
al inter-ion distan
e of about 5µm.The path ba
kwards through the obje
tive is used to dete
t 397nm light with an EMCCD
amera4. A simpli�ed s
hemati
 for the opti
al setup for ion addressing is shown in Fig. 27.The infrared laser setup The 866nm and 854nm lasers are pla
ed on a separate opti
altable. Their light is transmitted to the experiment table with one mono-mode �bre. Thelasers used are Topti
a DL100 diode lasers stabilized to a referen
e 
avity with the PoundDrever Hall method. The linewidth of the lo
ked laser is in the 100kHz regime, whi
his mu
h smaller than the linewidth of the used transitions. On the experiment table theinfrared lasers and the 397 laser used for Doppler 
ooling and dete
tion are 
oupled intothe same photoni
 
rystal �bre whi
h is mono-mode for both wavelengths.3Nikon MNH-23150 ED Plan 1.5x4Andor iXon DU860AC-BV
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Figure 27: Simpli�ed 729nm laser beam path.The blue laser setup The 397nm light for opti
al pumping, dete
tion and Doppler 
oolingis generated by a frequen
y doubled Titanium-Sapphire laser whi
h is stabilized to a 
avityin the same va
uum vessel as the infrared lasers. The laser is also transmitted to theexperiment table with a mono-mode �bre. After the �bre the laser is split into two beams,one used for Doppler 
ooling and dete
tion, and another beam for initial state preparation.The se
ond beam is aligned along the trap axis and has 
ir
ular polarization. Due to itspolarization this beam is referred as the �sigma� beam. The dete
tion path is fed throughan a
ousto opti
al modulator and then 
oupled in the photoni
 
rystal �bre together withthe infrared light.3.2.2 The dete
tion systemState dete
tion 
an be 
arried out using two di�erent methods, using either a photo multi-plier tube (PMT) or an intensi�ed CCD 
amera. The PMT is used for state dete
tion whenloading the trap and for experiments where pulses are generated 
onditionally dependingon the out
ome of a measurement. The CCD 
amera 
an be used when state dete
tion ofmultiple ions is required.The PMT and the 
amera are mounted along the axis on whi
h the 729nm lightis shone into the trap. Stray light is suppressed by using opti
al �lters in front of thedete
tion devi
es. The 
amera is lo
ated behind the mi
ros
ope obje
tive whi
h is usedto fo
us the 729nm beam. The 729nm and the 397nm beam are separated by a di
hroi
mirror. The 
amera image is evaluated on a dedi
ated 
omputer. For more informationon state dete
tion see Mark Riebe's PhD thesis [16℄.3.3 Experiment 
ontrolIn this se
tion the experiment 
ontrol setup of the 40Ca+ experiment is des
ribed. Themost important parts of the experiment are dire
tly 
ontrolled by the experiment 
ontrol
omputer using a LabView 
ontrol program. The most notable 
omputer 
ontrollable



40 3 EXPERIMENTAL SETUPexperimental parameters are:
• Frequen
y and intensity of the 397nm, 866nm and 854nm lasers via VCOs5 andvariable attenuators, whi
h are 
ontrolled by analog voltages.
• End-
ap voltages, whi
h are generated by a digitally 
ontrolled high voltage supply.
• Position of the lens in the 729nm addressing box via a digitally 
ontrolled XYZtranslation stage.
• Voltage on the ele
tro opti
al de�e
tor in the addressing box generated by an analogvoltage and a high voltage ampli�er.
• Frequen
y and Intensity of the 729nm laser via dire
t digital synthesis and a variablegain ampli�er.As mentioned in se
tion(1.2), an experimental 
y
le 
onsists of an exa
tly timed sequen
ewhi
h is repeated around 100 times. The experimental 
ontrols are therefore divided intosyn
hronous and asyn
hronous 
ontrols. The syn
hronous 
ontrols need to be 
hangedwithin one of these experimental 
y
les whereas it is su�
ient to 
hange asyn
hronous
ontrols between di�erent sequen
es. The most 
hallenging 
ontrol parameter is the analogradio frequen
y signal driving the AOM for 
oherent manipulation of the qubit. The twodi�erent setups are named with respe
t to the method of their radio frequen
y generation.

Lens control

EOD control

HV control

async TTL output

Analog DC output 

Asynchrounous Control

Sync TTL output RF generation

ion addressingFigure 28: The Mar
oni setup. The syn
hronous 
ontrol signals are generated by a DIO64 timer
ard. The asyn
hronous analog and digital signals are generated by a National Instruments NI6703
ard.The Mar
oni setup An overview of the Mar
oni setup is shown in Fig. 28. The syn-
hronous 
ontrols are generated via a timer 
ard from National Instruments6.This 
ard is5Voltage 
ontrolled os
illator6NI DIO64
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Figure 29: Previously used 729nm radio frequen
y setup. Ea
h RF sour
e shown is realized byan individual Mar
oni Synthesizer. (Image from [16℄)is able to generate exa
tly timed digital TTL pulses. It may be triggered by an externalinput to syn
hronize the experiment with the mains line phase. As stated above the mostdemanding part of the experiment 
ontrol is the 
reation of the radio frequen
y signals forqubit manipulation. The required signals are generated by radio frequen
y synthesizers7.These synthesizers are not 
ontrollable within a sequen
e and therefore have to be pro-grammed prior to ea
h sequen
e and swit
hed with the help of digitally 
ontrolled radiofrequen
y swit
hes8. As multiple frequen
ies are required within one sequen
e, the set-upgrew to 
onsist of nine frequen
y synthesizers 
onne
ted in a 
ompli
ated swit
h networkwhi
h is shown in Fig. 29. Analog and digital 
hannels whi
h don't 
hange during a se-quen
e were 
ontrolled asyn
hronously by a NI6703 output 
ard. The only analog 
hannelwhi
h needs to be 
hanged syn
hronously during a sequen
e is the voltage of the EOMrequired for ion addressing. This is a
hieved by writing the sequen
e of required voltagesin advan
e into the bu�er of the fast NI6713 output 
ard. The 
ard is then triggered bysyn
hronous digital pulses.The programmable pulse generator setup Fig. 30 shows the 
urrently used setup, whi
huses the programmable pulse generator (PPG) to generate all syn
hronous signals. Theprogrammable pulse generator is able to generate exa
tly timed digital and radio frequen
ypulses. It is able to generate radio frequen
y signals with di�erent frequen
ies and phaseswithin one sequen
e. It was originally designed by Paul Pham and is des
ribed in moredetail in the se
tion below. The generation of the asyn
hronous 
ontrol signals is un
hangedwith respe
t to the Mar
oni setup. The ion addressing s
heme is generally the same as7Mar
oni 2032A8Mini Cir
uits ZYSW-2-50DR
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Lens control

EOD control

HV control

async TTL output

Analog DC output 

Ethernet

sync RF pulses

sync TTL output
ion addressing

Programmable Pulse Generator

PCI cards and serial port

Figure 30: The programmable pulse generator ele
troni
 setup. Asyn
hronous analog and digital
ontrol voltages are 
ontrolled via a National Instruments PCI 
ard. The syn
hronous digital andradio frequen
y outputs are 
ontrolled by the programmable pulse generator whi
h is 
onne
tedto the experiment 
ontrol 
omputer via a standard Ethernet interfa
e.for the Mar
oni setup, however the digital trigger is now generated by the programmablepulse generator.3.4 The programmable pulse generator3.4.1 OverviewAs des
ribed in the se
tion above, the experimental sequen
es are generated by the pro-grammable pulse generator (PPG). The programmable pulse generator is a devi
e whi
his designed to generate exa
tly timed digital (TTL) and radio frequen
y (RF) pulses. Asshown in Fig. 31 the programmable pulse generator may be subdivided in four majorblo
ks:
• Communi
ation via Ethernet with the experiment 
ontrol 
omputer
• Timing 
ontrol and program �ow 
ontrol
• Radio frequen
y pulse generation
• Digital output systemThe heart of the programmable pulse generator is a 
omplex programmable logi

hip (�eld programmable gate array). A �eld programmable gate array (FPGA) is are
on�gurable logi
 devi
e whi
h 
onsists of small logi
 blo
ks 
apable of 
arrying outarbitrary logi
 fun
tions. The FPGA used in the programmable pulse generator9 has over12 000 logi
al units, and therefore it is possible to realize 
omplex designs (for examplean entire mi
ropro
essor). The programming of the FPGA is a

omplished in a hardware9Altera Cy
lone EP1C12
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Ethernet connection
with Computer

Timing control

RF generation
RF out

Digital Out

Programmable Pulse Generator

Feedback In

Computer

Figure 31: Logi
al blo
k diagram of the programmable pulse generator. The 
ommuni
ation,timing 
ontrol, digital output subsystem is lo
ated in a programmable logi
 
hip. The radiofrequen
y is generated by an external synthesizer.des
ription language (HDL). The VHSIC10 hardware des
ription language (VHDL) is usedin this proje
t. The advantage of using a standard hardware des
ription language is theability to generate a design independent of the a
tual type of hardware and independent ofthe development environment and ensuring therefore portability. The steps for generatinga design in an FPGA are:
• Hardware des
ription (VHDL)
• Behavioral Simulation
• Synthesis and Optimization
• Timing Simulation
• Devi
e programmingFor the 
omplete design �ow the freely available web edition of the Quartus II design suitefrom the FPGA manufa
turer Altera11 is used.The hardware blo
k diagram for the programmable pulse generator is shown in Fig. 32.All logi
al blo
ks ex
ept the radio frequen
y generation are integrated in the FPGA. Thehardware for the FPGA was designed by Paul Pham and is des
ribed in his Master'sthesis [25℄. The 
ommuni
ation with the 
omputer is realized over a standard Ethernetinterfa
e via a 
ustom proto
ol. Therefore no additional hardware on the experiment
ontrol 
omputer is required. A more detailed overview of the programming of the FPGAis given in se
tion(3.4.3).The FPGA has only digital outputs and therefore the radio frequen
y pulses aregenerated by a dire
t digital synthesizer (DDS). Dire
t digital synthesizing is a te
hniqueof generating an analog radio frequen
y output from a stable digital 
lo
k. Due to itsdigital nature the dire
t digital synthesizer o�ers better 
ontrol over the generated outputthan analog te
hniques to generate radio frequen
y signals (VCOs, PLL, et
). This makesphase 
oherent frequen
y swit
hing within one sequen
e with only one synthesizer possible.10Very-High-Speed Integrated Cir
uits11http://www.altera.
om



44 3 EXPERIMENTAL SETUPFor a more detailed des
ription of dire
t digital synthesizer operation see se
tion(3.4.2).The programmable pulse generator adds the ability to generate amplitude modulated radiofrequen
y pulses. This is realized with a digital to analog 
onverter (DAC) in 
ombinationwith a variable gain ampli�er (VGA). The digital to analog 
onverter and the dire
t digitalsynthesizer are 
ontrolled by the digital outputs of the FPGA. With the help of additionaladdressing ele
troni
s, the FPGA is able to 
ontrol up to 16 synthesizers and 16 digitalto analog 
onverters. A general purpose I2C (Inter-Integrated Cir
uit) serial bus is alsoimplemented in the FPGA programming. This bus may be used to interfa
e di�erentmi
ropro
essors and measurement devi
es, but so far use of this bus has not been required.Sin
e several resear
h groups are using the programmable pulse generator, it is man-aged as an open sour
e proje
t on the Sour
eforge Proje
t management homepage12. Thesoftware is released under the BSD open sour
e li
ense13. The most re
ent software sour
e
ode and hardware design �les are available on the proje
t web-pages14.
FPGA DDS

VGADAC

RF to AOM

RF signal

control voltage

TTL signal

Digital In/OutFigure 32: Hardware blo
k diagram of the pulse generator. The 
ore is a programmable logi
devi
e (FPGA). Radio frequen
y pulses are generated by the dire
t digital synthesizer (DDS).Amplitude modulation of these pulses is realized with the digital to analog 
onverter (DAC) in
ombination with the variable gain ampli�er (VGA). The digital inputs to the FPGA are used astriggers to syn
hronize the sequen
e to the mains line phase. The free outputs of the FPGA areused as syn
hronous digital outputs.3.4.2 Frequen
y GenerationTo redu
e development time and 
ost, evaluation boards for the dire
t digital synthesizer,the digital to analog 
onverter, and variable gain ampli�er supplied from Analog Devi
es15were used. In order to use more than one frequen
y sour
e simultaneously, additionaladdressing ele
troni
s (�
hain boards�) are used for the synthesizer and the digital to analog
onverter. The variable gain ampli�er is 
ontrolled by an analog voltage and thereforerequires no additional addressing logi
. It is possible to address up to 16 di�erent radiofrequen
y 
hannels with four address bits for the synthesizer and the digital to analog12http://www.sour
eforge.net13http://www.opensour
e.org/li
enses/bsd-li
ense.php14http://pulse-sequen
er.sf.net15http://www.analog.
om
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onverter. The s
hemati
s of these 
hain boards are available on the proje
t web-page16 .Dire
t digital synthesis The dire
t digital synthesizer may be divided into digital andanalog parts. A blo
k diagram of a dire
t digital synthesizer is shown in Fig. 33. The digitalpart 
onsists of a phase a

umulator and a sine lookup table. The phase a

umulatorin
reases its value every time it re
eives a positive slope on the 
lo
k input. The value bywhi
h the phase register is in
reased determines the frequen
y of the generated sine and is
alled the frequen
y tuning word (FTW). From the a
tual value in the phase a

umulatorthe amplitude is obtained with a sine lookup table. The width of the phase register is 32bit, but sin
e a 32 bit lookup table would require over 400 million entries, only the 12 mostsigni�
ant bits are used. This 
onstraint has no e�e
t on the a

ura
y of the frequen
y,whi
h is still determined by the phase and therefore the 32 bit register. The sine amplitudesare 
onverted into an analog 
urrent with a 10 bit digital to analog 
onverter inside the
hip. Therefore there is almost no loss of information due to the redu
ed width of the sinelookup table. On the analog side there are impedan
e mat
hing and �lter networks.As for all digitally sampled signals, the Nyquist sampling theorem has to be applied onthe output of the synthesizer [26℄. This theorem states that every frequen
y f , generatedwith a sampling frequen
y fs, produ
es an additional mirror frequen
y fm = fs − f . Thislimits the output frequen
y f to a maximum frequen
y fmax ≤ fs/2. The unwanted mirrorfrequen
ies have to be �ltered out using analog �lters. In pra
ti
e the maximum frequen
yis determined by the steepness of this output �lters to fmax ≈ 0.4 · fs. A more detailedintrodu
tion to dire
t digital synthesizer operation is given in referen
es [27, 28℄.

Figure 33: Blo
k diagram of the dire
t digital synthesizer. It 
onsists of a phase a

umulator, asine lookup table and a digital to analog 
onverter. (image from [27℄)Performan
e of the dire
t digital synthesizer The main advantage of a dire
t digitalsynthesizer over analog frequen
y generation methods is that the swit
hing between fre-quen
ies and even swit
hing on and o� the output may be a
hieved in a few hundrednanose
onds. The frequen
y drift of the output signal is only dependent on the drift ofthe referen
e frequen
y whi
h may be obtained from a pre
ise frequen
y standard. Given16http://pulse-sequen
er.sf.net



46 3 EXPERIMENTAL SETUPthe fa
t that the phase is 
ontrolled digitally and swit
hed with great a

ura
y and re-peatability, phase 
oherent swit
hing between several frequen
ies is possible within a fewmi
rose
onds.The limitations of dire
t digital synthesizers are due mainly to the limited resolutionof the built in digital to analog 
onverter and appear as spe
tral impurities and quantizeddigital to analog 
onverter noise. Another fundamental disadvantage of digital to analog
onversion is the presen
e of mirror frequen
ies. The higher harmoni
s generated by non-linearities of the output are also subje
t to the Nyquist theorem and mirror frequen
iesof them may be near the fundamental frequen
y. To estimate the spe
trum of the DDSfor all possible 
lo
k and output frequen
ies an on-line simulation tool is available at theAnalog Devi
es website17.The measured �gures of merit for the synthesizer used in the programmable pulsegenerator are presented in Tab. 5. The frequen
y resolution of the synthesizer dependson the register width of the phase a

umulator and the referen
e frequen
y. The minimalfrequen
y step is equivalent to a 
hange in the least signi�
ant bit of the frequen
y tuningword. This leads to the following resolution for a referen
e frequen
y of 800MHz:
∆f =

fref

232
= 0.18HzIf a higher frequen
y resolution is required, it is possible to de
rease the referen
e frequen
y,however this also de
reases the maximum a
hievable output frequen
y.Maximum output frequen
y ≈ 350MHzMinimum output frequen
y < 10MHzNumber of 
oherent frequen
ies 16Frequen
y swit
hing time ≤ 150nsPhase o�set a

ura
y 2π 2.4 · 10−4Signal to noise ratio 50 dBcFrequen
y resolution 0.18HzMaximum output level ≈ −1 dBmTable 5: Figures of merit for the radio frequen
y generation of the programmable pulse generatorfor a 
lo
k frequen
y of 800MHz.Phase 
oherent swit
hing For 
oherent qubit manipulation the phase of the laser lightis 
ru
ial as this determines the axis of rotation within the XY plane of the Blo
h sphere.The phase referen
e for a parti
ular transition is set by the �rst laser pulse ex
iting thattransition. All subsequent pulses have to be phase-
oherent with respe
t to the �rst pulsein order to a
hieve fully 
ontrollable 
oherent state manipulation. As the laser is drivenby an AOM, the phase may be 
ontrolled by setting the phase of the radio frequen
ydriving the modulator. Additionally a single sequen
e may in
lude pulses on more than onetransition (for example 
arrier and sideband transitions) therefore phase 
oherent swit
hingof multiple frequen
ies is required within one sequen
e. A phase o�set is required to realize17http://designtools.analog.
om/dtDDSWeb/dtDDSMain.aspx



3.4 The programmable pulse generator 47rotations around the Z axis of the Blo
h sphere. The synthesizer has only one phasea

umulator built in, therefore phase 
ontinuous swit
hing between di�erent frequen
ies isnot possible with a single synthesizer. Fig. 34 gives an overview of the di�erent swit
hingmodes.
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Figure 34: Di�erent swit
hing methods. For phase 
oherent swit
hing the phase is set to thevalue as if there was no swit
hing at all. For phase 
ontinuous swit
hing there are no phase jumps.Be
ause the synthesizer has only a single phase a

umulator, keeping tra
k of the phaseof multiple frequen
ies is handled by the FPGA whi
h has 16 phase a

umulators similarto the ones built into the synthesizer. These phase a

umulators have the same width asthe phase a

umulator in the synthesizer. The FPGA 
an only be 
lo
ked with maximumfrequen
ies of around 100 MHz and therefore the FPGAs frequen
y tuning word is alwaysthe tuning word of the synthesizer multiplied by eight. In a phase 
oherent frequen
yswit
hing event, the 
ontent of one of these registers is written into the phase a

umulatorof the synthesizer. As there are di�erent relative phases required for a single frequen
y itis possible to add a 
onstant value to the 
urrent phase a

umulator in the FPGA. Thetiming of the writing pro
ess determines the quality of the phase 
oherent swit
hing. Aslong as the delay between reading out the phase a

umulator in the FPGA and setting thephase a

umulator in the synthesizer is 
onstant for every swit
hing pro
ess, the delay maybe left un
ompensated as it leads to a 
onstant phase o�set. For writing the phase word tothe synthesizer the 32 bit word is split into four eight bit words. To keep the phase word
onstant during the swit
hing event, the value of the phase a

umulator in the FPGA is
opied into a dedi
ated register. This register is then transferred to the synthesizer. Afterthis writing pro
ess the synthesizer takes over the new phase word with the rising slopeof a digital 
ontrol signal generated by the FPGA. This pro
ess ensures a 
onstant time



48 3 EXPERIMENTAL SETUPdelay between writing the phase a

umulator into the register in the FPGA and updatingthe phase register in the synthesizer.
++8 Register

Offset

800 MHz

+1
DAC RF out

1/8
100 MHz

Phase Accumulator

Phase Accumulator

FPGA

DDS

Figure 35: Blo
k diagram of the phase registers inside the FPGA. The FPGA 
lo
k frequen
y isthe synthesizer referen
e 
lo
k frequen
y divided by eight. A phase o�set is added to the value ofthe phase register and the sum is written to the synthesizer.Amplitude shaping In order to 
reate arbitrary pulse shapes for redu
ing the o�-resonantex
itation, a variable gain ampli�er 
ontrolled by a digital to analog 
onverter is used. Thedigital to analog 
onverter is itself 
ontrolled by the FPGA. An amplitude shaped pulse isgenerated in �ve steps:
• Phase 
oherent swit
hing to the desired frequen
y and relative phase.
• Generation of the rising slope with the digital to analog 
onverter.
• Wait 
y
les for realizing the desired pulse length.
• Generation of the falling slope with the digital to analog 
onverter.
• Swit
hing o� the synthesizer.The variable gain ampli�er is an analog devi
es AD8367 whi
h is logarithmi
 in 
ontrolvoltage. Therefore the digital to analog 
onverter has to 
ompensate this behaviour. Thisis done while 
ompiling the sequen
e in the experiment 
ontrol 
omputer. The digital toanalog 
onverter is an AD9744 whi
h has a resolution width of 14 bits and a maximum 
lo
krate of 100 MHz. Addressing of multiple 
onverters is realized with 
hain boards whi
henable the 
lo
k of the 
onverter depending on the addressing word. The resolution of theamplitude shaping is 0.01 dB (the resolution is given in dB be
ause the VGA is logarithmi
in 
ontrol voltage). Therefore the resolution of the (linear) pulse shape 
hanges with thea
tual radio frequen
y power used.3.4.3 The FPGA CoreThe design of the FPGA system of the programmable pulse generator may be subdividedin three di�erent layers: the hardware, the �rmware and the software. The hardware layer



3.4 The programmable pulse generator 49was designed by Paul Pham for his Master's thesis at MIT [25℄. The �rmware layer 
ontrolsthe behaviour of the FPGA. The �rmware 
urrently used was also written by Paul Pham,whereas future versions are likely to in
lude new 
omponents written by the author. Thesoftware layer is running on the experiment 
ontrol 
omputer and handles the generationand transmission of the ma
hine 
ode. It was written in a 
ollaboration between PaulPham and the author.The hardware is designed to be able to generate a

urate digital pulses. The LowVoltage Di�erential Signaling (LVDS) logi
 standard is used for external digital signals.This standard was de�ned by National Semi
ondu
tor18 and is widely used for high speedlong distan
e digital signal transmission. Due to its di�erential nature it is very insensitiveto ele
tri
al noise 
oupled into and re�e
tions generated inside the transmission lines. Theboard has di�erent options for referen
e 
lo
k signals. The two independent 
lo
k inputsof the FPGA may be either 
onne
ted to external radio frequen
y 
onne
tors, 
onne
tedto a 
lo
k derived from the external bus or 
onne
ted to one of the two quartz os
illatorspla
ed on the board. To in
rease the possible program size an external memory 
hip isavailable on the board.The �rmware may be divided in the following blo
ks, as shown in Fig. 36
• PTP pulse transfer proto
ol: For transferring data between the 
omputer and theFPGA.
• PCP pulse 
ontrol pro
essor: The 
ore with the timing and program 
ontrol logi
.
• Interfa
es to the external and internal peripherals.

I2C

PCP COREPTP CORE

ETHERNET RAM

PTP
TTL out

Figure 36: Simpli�ed blo
k diagram of the FPGA �rmware. The transfer 
ore handles the 
om-muni
ation with the experimental 
ontrol 
omputer and writes the byte 
ode to the memory(RAM).It also handles the start and stop 
ommands for the timing 
ore (PCP). The timing 
ore reads outthe program from the memory and de
odes and exe
utes it. The I2C 
ore is 
ontrolled dire
tly bythe transfer 
ore.The pulse transfer proto
ol is a 
ustom proto
ol for 
ontrolling the programmablepulse generator. It is based on the User Datagram Proto
ol (UDP) whi
h is a standardInternet proto
ol. The part of the �rmware whi
h implements this proto
ol is denotedin the following as the transfer 
ore. The proto
ol supports dire
tly the 
onne
tion and18http://www.national.
om
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hronization of several FPGA boards. The most important 
ommands are shown inTab. 6. Name Des
riptionDis
over Sear
hes for 
onne
ted programmable pulse generatorsI2C Sends data to the general purpose I2C BusStart Starts the 
urrent sequen
e.Stop Stops the timing 
ore to initiate a new data transfer.Write Writes data to the memory of the programmable pulse generator.Table 6: Important 
ommands of the pulse transfer proto
olThe full spe
i�
ations of the pulse transfer proto
ol may be found in 
hapter 4 of PaulPham's Master thesis [25℄ or in appendix(C). The transfer 
ore extra
ts the ma
hine 
odefrom the re
eived data and writes it to the memory (RAM) of the programmable pulsegenerator. After re
eiving the data the sequen
e is initiated with the start 
ommand.After re
eiving the start 
ommand, the pulse 
ontrol pro
essor (PCP) fet
hes the �rstinstru
tion from the memory. This part of the �rmware is denoted as the timing 
ore. Itde
odes and exe
utes the single 
ommands of a program. In addition to basi
 program
ontrol stru
tures, the instru
tion set also 
ontains 
ommands for setting the digital out-put and for phase 
oherent swit
hing. Although the instru
tion set shows parallels witha mi
ropro
essor there are no general purpose registers, arithmeti
 or logi
 fun
tions im-plemented. This leads to the fa
t that the only way to in�uen
e the running programis through trigger inputs. Small 
hanges require a full re
ompilation. The most impor-tant 
ommands are shown in Tab. 7. The phase a

umulators required for phase 
oherentswit
hing as des
ribed in se
tion(3.4.2) are also part of the timing 
ore.The outputs on the external bus are separated in digital TTL outputs of the pro-grammable pulse generator and 
ontrol signals for the synthesizer and the digital to analog
onverter. In total the external bus is 64 Bits wide, where 20 bits are available for digitalTTL outputs. For the implementation of the wait 
ommand, the timing 
ore uses a registerwhi
h is loaded with the number of 
lo
k 
y
les whi
h 
orrespond to the desired waitingtime. For ea
h rising edge of the 
lo
k the value of this register is de
reased by one. Thenext 
ommand is not exe
uted until the register value is zero.Additional information about the pulse transfer proto
ol and the programming of theprogrammable pulse generator is given in appendix(C).Name Des
riptionPulse Generates a digital pulse on the external bus.PulsePhase Writes the 
ontent of a phase a

umulator to the external bus.Jump Jumps to a di�erent memory address.Bran
h Jumps to a di�erent memory address depending on triggers.Wait Waits for a 
ertain number of 
lo
k 
y
les.Table 7: Important ma
hine 
ode 
ommands of the programmable pulse generator



3.5 The Software 513.5 The Software3.5.1 OverviewThis se
tion gives an overview over the software whi
h is used for experiment 
ontrol ofthe 40Ca+ experiment. The main experiment 
ontrol program is written in the graphi
alprogramming language of LabView. It was written by Wolfgang Hänsel and a detaileddes
ription would be beyond the s
ope of this thesis. This se
tion will 
on
entrate onthe part of the experimental 
ontrol software whi
h generates and transfers the ma
hine
ode for the programmable pulse generator. This software was written entirely in thePython open sour
e programming language19. It will be denoted as the Python server.An overview of the total experiment 
ontrol software is given in Fig. 37. The Pythonserver sour
e 
ode is available on the pulse sequen
er proje
t homepage20. Communi
ationbetween the LabView program and the Python server is realized with a standard networkproto
ol (TCP21) to ensure maximum portability. In the 
urrent setup the Python serverand the LabView program run on the same 
omputer and 
ommuni
ate over the Ethernetloopba
k interfa
e. The Python server is itself divided into three di�erent layers. It re
eivesa human readable pulse sequen
e, 
onverts this into ma
hine 
ode for the timing 
ore insidethe FPGA and then transmits this to the programmable pulse generator.
Experiment computer Programmable pulse generator

TCP
socket

LabView

Python serverGeneral experiment control

End user layer

API layer

PCP instructions

PTP
pulse

programmable

generator

Figure 37: Experiment 
ontrol software. The LabView 
ontrol software and the Python serverare 
onne
ted via a TCP 
onne
tion. The Python server generates byte 
ode for the FPGA andtransmits it via the pulse transfer proto
ol.3.5.2 The Python serverThe di�erent Layers of the Python server are shown in Tab. 8. A layer provides fun
tionsto the layer above and uses fun
tions from the layer below. The end user layer re
eivesfun
tions dire
tly from the LabView program and 
onverts this to API layer 
ommands.Examples of fun
tions at the end user layer layer would be �single qubit rotation� or �side-band 
ooling�. The appli
ation programming interfa
e (API) layer 
onverts this fun
tionsto 
ommands for the programmable pulse generator. Examples of fun
tions at the APIlayer are �swit
h on synthesizer� or �set digital output to level high�. The pulse transfer19www.python.org20http://pulse-sequen
er.sf.net21Transmission Control Proto
ol
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ol is implemented in this layer. It is also used for writing small programs to de-bug the hardware. The 
ompiler layer generates the binary ma
hine 
ode from these API
ommands.Name Des
riptionEnd user Re
eives human readable pulse sequen
e.API Converts pulse sequen
e to events for the programmable pulse generator
ompiler Ma
hine 
ode generation for the timing 
oreTable 8: The Python server software layers.There are two di�erent ways of des
ribing a pulse sequen
e in the end user layer. Theyare 
alled the �parallel mode� and the �sequential mode�. The parallel mode is used in the
40Ca+ experiment whereas the sequential mode is used by all other experiments. In theparallel mode the transmitted data is dire
tly exe
uted by the Python server whereas insequential mode the LabView program sends a 
ommand string with the �le name and theparameters of the 
urrent sequen
e. The di�eren
e between the two modes is des
ribed inappendix(B).The syntax of the following program examples is not stri
tly 
orre
t but insteadshows the 
on
ept of the di�erent layers. In Algorithm(1) a simple end user layer programis shown. It 
onsists of a simple experimental sequen
e with Doppler 
ooling, a singlequbit rotation and qubit dete
tion. The 
orresponding API layer program is shown inAlgorithm(2). While the end user layer program is self explanatory the API layer programneeds some further explanations.The begin_sequen
e() fun
tion is mandatory at the beginning of all sequen
es. It gen-erates the internal variables used for the API and the 
ompiler layer and additionally gener-ates events for initializing the external hardware. The begin_�nite_loop() marks the start ofthe sequen
e to be repeated. The phase a

umulators in the FPGA are initialized with theinitialize_frequen
y (f_
arrier) 
ommand. The set_ttl() and swit
h_frequen
y() 
ommandsare used to generate the digital and radio frequen
y pulses. The end_�nite_loop(100) 
om-mand marks the end of the repeated sequen
e. The end_sequen
e() 
ommand starts the
ompilation and the transmission of the sequen
e. A 
omplete list of all available 
om-mands is given in the appendix of this thesis.Algorithm 1 Example end-user programdoppler_
oo l ing ( )R729 (1 , 1 , 0 , Car r i e r )d e t e 
 t i on ( )3.5.3 LimitationsOne major limitation of the Python server is the 
ompilation speed. Amplitude shapedpulses need 100 or more digital to analog 
onverter events. When the amplitude shape is
al
ulated for every pulse used in the sequen
e this leads qui
kly to a large sequen
e whi
h



3.6 Future development of the programmable pulse generator 53Algorithm 2 The API program generated from the sequen
e shown in Algorithm(1)begin_sequen
e ( )b eg i n_ f i n i t e ( loop )i n i t i a l i z e_ f r e q u e n 
 y ( f_
a r r i e r )# dopp l e r 
 oo l i n gs e t_t t l ( [ "866 sw" , "397 dopp" , "397 sw" ,1 )wait (1000)s e t_t t l ( [ "866 sw" , "397 dopp" , "397 sw" ,0 )# s i n g l e q u b i t r o t a t i onswit
h_frequen
y ( f_
ar r i e r , 0 )r i s i n g_s l op e ( shape_time , amplitude )wait ( t_pulse )f a l l i n g_ s l o p e ( shape_time , amplitude )swit
h_of f ( f_
a r r i e r )# de t e 
 t i ons e t_t t l ( [ "866 sw" , "397 det " , "397 sw" ,1 )wait (2000)s e t_t t l ( [ "866 sw" , "397 det " , "397 sw" ,0 )end_finite_loop ( 
ount=100)end_sequen
e ( )takes over one minute to 
ompile. In order to work 
omfortably the 
ompile time shouldnot be mu
h longer than one se
ond. Therefore the amplitude shapes are 
ompiled on
eand stay in the FPGA memory until a new shape is 
ompiled. In the program they arethen invoked as subroutines. They are not overwritten when a new sequen
e is generated,and this leads to short 
ompilation times when the parameters of the amplitude shape isnot altered. If the parameters of the amplitude shape has to be altered this leads to long
ompilation times and makes system 
alibration tedious.Another bug of the programmable pulse generator is that when a new sequen
e isloaded, sometimes the �rst 
ommand of the sequen
e may not be exe
uted 
orre
tly. Thisis due to a known bug in the FPGA �rmware. A workaround is simply sequen
e re
ompi-lation.3.6 Future development of the programmable pulse generatorThe programmable pulse generator is 
urrently in further development to enable a moregeneral use. The instru
tion set is being 
ompletely rewritten to in
lude more spe
ialized
ommands for digital to analog 
onverters and dire
t digital synthesizer 
ontrol. The la
k ofa 
ounter, for example for 
ounting �uores
en
e photons, is a major missing feature whi
hwill be added in the near future. Experiments with pulses depending on a measurementduring the sequen
e will be
ome possible without the use of external hardware. In generalthe development will lead to a more �exible 
ore, where arithmeti
 and logi
 operations
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an be used to 
reate the amplitude pulse shapes at runtime thus saving 
ompilation time.There is also an e�ort to develop 
ustom boards for radio frequen
y generation. Inaddition, by 
ombining the data bus for the digital to analog 
onverter and the dire
tdigital synthesizer, additional digital output 
hannels may be obtained. The goal is toin
rease the 
ount of digital outputs from 21 to 32.



554 Experimental results4.1 Fun
tionality tests of the programmable pulse generatorPrior to integrating the programmable pulse generator into the experimental setup, itsfeatures had to be tested thoroughly. The emphasis of these tests was on 
hara
terizingthe radio frequen
y outputs and the phase 
oherent swit
hing. Testing the digital outputsand the 
ommuni
ation with the experiment 
omputer was mainly done by Paul Phamand is not des
ribed here.

Figure 38: Radio frequen
y pulse generated by the dire
t digital synthesizer. This pulse wasmeasured with an os
illos
ope dire
tly at the output of the synthesizer.

Figure 39: Radio frequen
y pulse with a Bla
kman shape. The spikes at the beginning of thepulse are suppressed by swit
hing on the variable gain ampli�er delayed.First the quality and the swit
hing speed of the radio frequen
y signal from the dire
tdigital synthesizer was analyzed. In Fig. 38 a re
tangular radio frequen
y pulse is shown.The noti
eable spikes at the beginning and the end of the pulse are 
aused by the ana-log output �lter on the dire
t digital synthesizer evaluation board. The spikes resemble



56 4 EXPERIMENTAL RESULTSthe step response of this output �lter. The e�e
t of theses spikes may be minimized byswit
hing the dire
t digital synthesizer on while the variable gain ampli�er is still swit
hedo�. The variable gain ampli�er is swit
hed on after the spike at the beginning of the pulsevanishes. Analogously the variable gain ampli�er is swit
hed o� before the synthesizer.The beginning of a Bla
kman shaped pulse with a suppressed spike is shown in Fig. 39.The spikes are attenuated by the maximum a
hievable attenuation with the variable gainampli�er whi
h is 40dB. The spike in Fig. 38 is 
lipped by the digital os
illos
ope andtherefore the attenuation seems to be only a fa
tor of 4 whereas it is attenuated by a big-ger amount. Furthermore the Fourier transform of these spikes 
ontains only frequen
ieslower than 50MHz and therefore does not a�e
t the modulated laser light as the modulatorhas a 
enter frequen
y of 270MHz and a bandwidth of 50MHz.4.1.1 Spe
trum of the dire
t digital synthesizer outputGenerally the spe
tral quality of a radio frequen
y sour
e has to be measured when thesour
e operates in 
ontinuous wave mode. The spe
trum of a radio frequen
y pulse asshown in Fig. 38 is broadened due to its �nite length and therefore it is not possible tomeasure the spe
tral quality of the sour
e with a short pulse. As mentioned in se
tion(3.4.2)the spe
tral quality of the dire
t digital synthesizer is dire
t related to the quality of its
lo
k signal. The 
lo
k is generated by a high quality Mar
oni synthesizer22 whi
h issyn
hronized to an oven 
ontrolled 
rystal os
illator23. The Mar
oni synthesizer is spe
i�edwith a phase noise of better than 116dB
/Hz at an o�set of 20kHz. A

ording to itsdatasheet the phase noise of the dire
t digital synthesizer 
an be as good as 150dB
/Hzfor an o�set of 100kHz. In our setup the phase noise of the radio frequen
y output is thendetermined by the phase noise of the referen
e 
lo
k whi
h is generated by the Mar
onisynthesizer. The phase noise of the synthesizer output was not measured as there was nosuitable measurement devi
e available.The spe
trum of the dire
t digital synthesizer output is shown in Fig. 40 and Fig. 41.A measure of the spe
tral quality is the spurious free dynami
 range (SFDR) whi
h isthe ratio of the power of the 
arrier signal to the power of the largest spurious signal.From the narrow spe
trum the narrow band spurious free dynami
 range is measured tobe 70dB
 whereas the wide band spurious free dynami
 range is 55dB
. The values givenin the datasheet are 72dB
 for the narrow band and 52dB
 for the wide band spurious freedynami
 range. The highest side-lobe in the wide band spe
trum is the mirror frequen
yof the se
ond harmoni
 of the synthesizer's digital to analog 
onverter output. The originof the largest spurious signal may vary for di�erent output and 
lo
k frequen
ies. The
arrier frequen
y for this measurement was 268MHz and the se
ond harmoni
 frequen
yis 536MHz. With a 
lo
k frequen
y of 800MHz the mirror frequen
y is at fDAC,2 =

fclock − 2 · fcarrier = 264MHz.22Mar
oni 2032A23Os
illoquartz OCXO8600
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yof the se
ond harmoni
 of the 
arrier frequen
y.4.1.2 Chara
terization of the phase 
oherent swit
hingFor the 
hara
terization of the quality of phase 
oherent swit
hing, the phase di�er-en
e between two radio frequen
y sour
es is observed with a phase dete
tor. For themeasurement two independent dire
t digital synthesizer outputs from one programmablepulse generator were 
onne
ted to a mixer24. A mixer multiplies the two input signals

u1(t) = U1 cos(ω1t + φ) and u2(t) = U2 cos(ω2t) and therefore produ
es a 
omponentwith the frequen
y di�eren
e Uout = U1 · U2 · sin((ω1 − ω2) · t− φ) and a 
omponent withthe sum of the two frequen
ies. In this measurement the 
omponent os
illating with thefrequen
y ω1 +ω2 is �ltered out by a low pass �lter and may therefore be negle
ted. In themeasurement setup one synthesizer was programmed to generate a 
ontinuous wave radiofrequen
y output at a 
onstant frequen
y f0. The other synthesizer was swit
hed on and24Mini Cir
uits ZAD-1



58 4 EXPERIMENTAL RESULTSo� at the same frequen
y using phase 
oherent swit
hing. The sequen
e used for testingthe phase 
oherent swit
hing 
onsists of three pulses where the phase of the �rst pulse isslightly di�erent to the phase of the other two pulses. By measuring the di�eren
e voltagebetween the se
ond and the third pulse, the quality of the phase 
oherent swit
hing pro
ess
an be determined. Fig. 43 shows the output of the mixer for a phase di�eren
e betweenthe �rst and the se
ond pulses of φ1,2 = π/200 . This 
orresponds to a voltage di�eren
e ofapproximately 1.3mV. The phase di�eren
e between the se
ond and the third pulse is setto zero. The voltage di�eren
e between Pulse2 and Pulse3 
an be estimated to be below0.3mV and therefore the error of the phase 
oherent swit
hing may be expressed as
∆φ ≤ 0.3mV

1.3mV

π

200
=

π

800
.The fast glit
hes shown in Fig. 43 are ring down e�e
ts in the low pass �lter and are
aused by neither the dire
t digital synthesizer nor the variable gain ampli�er. If thesering down e�e
ts would be 
aused by the synthesizer they should also be visible in Fig. 38or Fig. 39 whi
h is not the 
ase.

DDS 1

DDS 2
Const freq

Switch phase

Out
Low Pass

Filter

Figure 42: Ele
troni
 setup for measuring phase 
oherent swit
hing
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4.1 Fun
tionality tests of the programmable pulse generator 594.1.3 Calibration of the radio frequen
y powerThe radio frequen
y output power of the programmable pulse generator is determined bythe digital to analog 
onverter output voltage whi
h 
ontrols the variable gain ampli�er.The ampli�
ation of the variable gain ampli�er is logarithmi
 in 
ontrol voltage. Thedependen
e of the radio frequen
y output power on the digital to analog 
onverter valueis shown in Fig. 44. The transferred data from the LabView experiment 
ontrol program
ontains the radio frequen
y amplitudes in linear s
ale between 0 and 1. For 
ompatibilitywith the previous radio frequen
y setup, where the signals were generated with Mar
onisynthesizers, a transferred amplitude of 1 
orresponds to the former maximum a
hievableoutput power (13dBm). This power is set with external �xed attenuators. The hardware
on�guration of the radio frequen
y 
hannels is shown in Fig. 46. The a
ousto opti
almodulator is driven with a maximum of 20dBm to prevent thermal e�e
ts due to powerdissipation. A

ording to the datasheet the variable gain ampli�er has a dependen
y onthe 
ontrol voltage of 10dB /200mV . The 
ontrol voltage is 
al
ulated from the digital toanalog 
onverter value y as Ucontrol = Umax · y/(214 − 1). As the variable gain ampli�erhas a poor swit
hing performan
e if the 
ontrol voltage is at 0V previous to a pulse, aminimum voltage is applied. The fun
tion used for 
alibrating the variable gain ampli�eris
y = a+ b · log10(x+ 10

c−a
b ) .When inserting the values found in the datasheet this leads to following 
oe�
ients.

a = 14300

b = 3200

c = 1500 .The remaining non linear behaviour shown in Fig. 45 is due to saturation e�e
ts inthe a
ousto opti
al modulator.
−30

−20

−10

0

R
F

p
ow

er
(d

B
m

)

8 10 12 14 16
DAC valueFigure 44: RF output power in dBm as a fun
tion of the DAC value.



60 4 EXPERIMENTAL RESULTS

10−3

10−2

10−1

100

101

102
L
ig

h
t

in
te

n
si

ty
(V

)

8 10 12 14 16
DAC ValueFigure 45: Light intensity measured on a photo diode as a fun
tion of the DAC value.

−20dB

−20dB

DDS 1

DDS 2 Zx−73

Var attenuator

DAC

DAC

PC analog out

VGA

VGA

Power

Splitter

ZFL 500

Amplifier
−5dB

ZHL−02

Amplifier
AOM

Figure 46: 729nm AOM radio frequen
y setup.



4.2 Starting up and 
alibrating the experiment 614.2 Starting up and 
alibrating the experimentThe �rst step when operating the experiment is loading the ions into the trap. A beamof neutral 40Ca atoms is generated by an oven inside the va
uum vessel. The atomsare then ionized with a two step photo-ionization pro
ess inside the trapping region [16℄.For high loading rates the photo-ionization beams are spatially superimposed with theDoppler 
ooling beam and therefore the ions are 
ooled immediately after ionization. Afterloading the ions, the lasers are adjusted for best spatial overlap with the ion 
hain. This isa
hieved by weakly driving the S1/2 → P1/2 transition and maximizing the �uores
en
e. Toa
hieve optimal 
onditions for Doppler 
ooling the laser power is adjusted to the saturationpower of the 
ooling transition and detuned about half the transition linewidth. Thefrequen
y of the 866nm repump laser is adjusted by maximizing the 
ount rate whileswit
hing on the dete
tion 397nm laser. For adjusting the frequen
y of the 854nm laserthe 729nm laser is shone in. Without 854nm light this de
reases the 
ount rate by a fa
torof two. The frequen
y of the 854nm laser is then set to the point where the �uores
en
eis maximized. These adjustments are made in a 
ontinuous �uores
en
e monitoring mode,whereas for 
oherent manipulation of the qubit the lasers are swit
hed on and o� duringan experimental 
y
le. The pro
edure for starting up the experiment is dis
ussed in moredetail in the PhD theses of Hanns Christoph Nägerl [13℄ , Harald Rohde [29℄, ChristianRoos [30℄ and Mark Riebe [16℄.

Figure 47: S
heme of a typi
al pulse sequen
e. The main parts are: state preparation, Doppler
ooling, sideband 
ooling, 
oherent manipulation and state dete
tion.The following adjustments are made using a pulsed s
heme, where a typi
al experi-mental sequen
e is shown in Fig. 47. The �rst 854nm light pulse transfers any populationleft in the D3/2 state from the previous sequen
e to the P3/2 state. From this state theion de
ays qui
kly into the S1/2 state. Doppler 
ooling is 
arried out by swit
hing on the
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1/2Figure 48: Zeeman sublevels of the S1/2 → D5/2 transition. The arrows indi
ate the two main
arrier transitions.

397nm and 866nm lasers simultaneously. For opti
al pumping to the m = −1
2 Zeemanlevel, several short pulses of σ− polarized 397nm light are applied. Sideband 
ooling isdone with a 729nm laser beam whi
h is red detuned by the axial trap frequen
y. Addi-tionally the 854nm repump laser is swit
hed on simultaneously to in
rease the 
ooling rateand short σ− pulses of 397nm light are applied to ensure that only the m = −1
2 Zeemanlevel is populated. Coherent manipulation of the qubit 
onsists of a series of 729nm laserpulses. For state dete
tion 397nm and 866nm light are swit
hed on simultaneously andthe ion's �uores
en
e is dete
ted with the photo multiplier and the CCD 
amera.The fo
us of the 729nm laser is optimized with respe
t to the ions positions with alens mounted on a digitally 
ontrolled translation stage and the ele
tro opti
al de�e
tor.After adjusting the spatial positions of the laser beams, the exa
t frequen
ies of the 
arriertransitions are determined. The Zeeman sublevels used in our experiments are shown inFig. 48. For determining the magneti
 �eld strength and the unshifted transition frequen
y,the two transitions shown in Fig. 48 are used. Due to temperature 
hanges of the referen
e
avity for the 729nm laser and slow �u
tuations in the magneti
 �eld, the laser frequen
yhas to be adjusted at the start of every experimental run. On
e the system is 
ompletelyset up, the evolution of the magneti
 �eld and the 
avity frequen
y is tra
ed by periodi
measurements at a typi
al interval of 30 - 200s. The typi
al value for the 
avity drift isaround 1Hz/s and for the magneti
 �eld drift 1 · 10−7G/s.Then the ion positions and Rabi frequen
ies are measured. For determining the Rabifrequen
y, a sequen
e with a resonant 729nm pulse and varying pulse length is used. TheRabi frequen
y is obtained by �tting a sinusoidal 
urve to the resulting data. The Rabifrequen
y is proportional to the amplitude of the ele
tri
 �eld and therefore the relationshipbetween the Rabi frequen
y and the opti
al power is Ω ∼

√

Poptical. Here one has to bearin mind that the AOM of the 729 laser is used in double pass 
on�guration and so theopti
al power s
ales with the square of the radio frequen
y power and this �nally yields
Ω ∼ PRF . This means that the Rabi frequen
y should double approximately with every3dB de
rease in radio frequen
y power. As 
an be seen in Tab. 9 this is not exa
tly the
ase. The reason for this are non linear e�e
ts in the AOM. These non linearities are alsoobserved when 
alibrating the radio frequen
y power in se
tion(4.1.3).



4.3 Chara
terizing o�-resonant ex
itations 63Power Rabi 2π Time2dB 2.9 µs5dB 1.62 µs8dB 1.02 µsTable 9: Rabi frequen
ies for di�erent RF pulse powers. The dB values 
orrespond to the Mar
onisetup and are therefore relative units.4.3 Chara
terizing o�-resonant ex
itationsIn this 
hapter a method for measuring o�-resonant ex
itations is presented. In a sequen
efor quantifying these ex
itations the 
oherent manipulation 
onsists of a single 729nmpulse, with variable duration, detuning, RF power and pulse shape. For a single datapoint the length of this pulse is varied. A sinusoidal 
urve with varying o�set, frequen
yand amplitude is �t to this data as shown in Fig. 49. In most 
ases only the amplitudeof the sine is used for further pro
essing. For verifying the simple results obtained forre
tangular pulses in se
tion(2.1) the laser detuning with respe
t to the qubit transitionwas varied. A

ording to the theoreti
al results the population os
illation dependen
e onthe detuning should be p = 1

1+(∆

Ω
)2
, whi
h is veri�ed by the �t shown in Fig. 50. Fromthis �t the Rabi frequen
y is determined to be Ω = 2π 182kHz . The in
reasing tail ofthe measured data whi
h starts at a detuning of about 900kHz 
orresponds to the �rstmotional sideband. As the simulations are based on a a two level system the sidebands arenot taken into a

ount.
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Figure 49: O� resonant ex
itations with a �tted sine fun
tion. The parameters are Ω =
2π 182 kHz and δ = 700 kHz.4.3.1 The e�e
t of pulse shapingIn the following the amount of o�-resonant ex
itations for re
tangular pulse and amplitudeshaped pulses are 
ompared. The Bla
kman shape de�ned in se
tion(2.2) was used for thefollowing experiments. In Fig. 51 the o�-resonant ex
itations as a fun
tion of the detuningare 
ompared for two di�erent ramp durations. As expe
ted the o�-resonant ex
itationsvanish faster with in
reasing ramp durations.
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Figure 50: O�-resonant ex
itations as a fun
tion of the detuning for a re
tangular pulse. The �tyields a Rabi frequen
y of Ω = 2π 182kHz.
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Figure 51: O�-resonant ex
itations as a fun
tion of the detuning for di�erent ramp durations.The solid lines are simulations with a Rabi frequen
y of Ω = 2π 340 kHz.
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4.3 Chara
terizing o�-resonant ex
itations 65In Fig. 52 the lengths of the rising and falling slope are varied for a 
onstant detuningof δ = 2π 400 kHz and a Rabi frequen
y of Ω = 2π 140 kHz. Theory and experiment arein good agreement. Therefore, it is possible to use the simulated values for the typi
alparameters used in the experiment. Simulations predi
t o�-resonant ex
itations of PD =

3.5 ·10−5 when driving a sideband transition with Bla
kman shaped pulse with tslope = 3µsand an axial trap frequen
y of around 1MHz and a Rabi frequen
y of 200kHz . Due toproje
tion noise and imperfe
t preparation of the initial state, this low ex
itation 
annotbe measured.
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Time (µs)Figure 53: Simulated time evolution of a shaped pulse.It was shown above that the �nal state of the time evolution 
an be predi
ted withnumeri
al simulations. Further 
omparison of the experiment to the simulations is a

om-plished by investigating the entire time evolution. However, it is di�
ult to a

ess thetime evolution during the rising and falling slopes experimentally. Nevertheless it is easyto generate a pulse whi
h 
onsists of only the rising slope and the 
onstant plateau. Withthis method the time evolution between the rising and the falling slope is a

essible. As 
anbe seen in Fig. 53 this evolution is a sinusoidal with 
onstant o�set. Therefore amplitudeand o�set of a sine fun
tion are �t to the measured data and the 
orresponding numeri
alsimulations. In Fig. 54 the doubled amplitude and the o�set of the �tted sine are shownfor various Rabi frequen
ies and a ramp duration of 6µs. It 
an be seem that for a Rabifrequen
y of 160kHz the o�set 
onverges to a 
onstant value for large detunings. As statedin se
tion(2.1.5) the state of the qubit is always the 
orresponding dressed state. In thismeasurement this would mean, that the amplitude goes to zero while the o�set 
onvergesto a 
onstant value whi
h 
orresponds to the dressed state in the qubit basis. For a Rabifrequen
y of 160kHz the simulations and the experimental results are in good agreement.For a Rabi frequen
y of 623kHz the amplitudes are not predi
ted 
orre
tly. This is due tode
oheren
e whi
h arises from laser intensity �u
tuations, whi
h in
reases with the laserpower due to thermal e�e
ts of the a
ousto opti
al modulator. Des
ribing these e�e
ts indetail is beyond the s
ope of this thesis.
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Figure 54: Simulated and measured o�set and amplitude without the falling slope for di�erentRabi frequen
ies: a) Ω = 2π 160 kHz, b) Ω = 2π 340 kHz, 
) Ω = 2π 613 kHz



4.3 Chara
terizing o�-resonant ex
itations 674.3.2 The in�uen
e of the initial stateIn the experiment, di�erent initial states are 
reated by a resonant pulse with a givenlength, and afterwards an o�-resonant pulse was applied. The ex
itation probability forthe D state after a pulse with the duration t = T2π
θ
2π is PD = sin2(θ

2). For evaluatingthe in�uen
e of the o�-resonant ex
itation the duration of the o�-resonant pulse was againvaried. Only the amplitude of the �tted sine is used be
ause the o�set is determinedby the initial state and therefore by the duration of the resonant pulse. In Fig. 55 thedependen
e of o�-resonant ex
itations on the angle of the resonant pulse for a re
tangularpulse is shown. Performing the measurement for shaped pulses is di�
ult be
ause a smallerror in the initialization pulse leads to a non negligible error in the measurement of o�-resonant ex
itations. Additionally the quantum proje
tion noise in
reases when the state isa mixture of |0〉 and |1〉. Therefore the measurement for shaped pulses and di�erent initialstates 
ould not be 
arried out su

essfully. An attempt of taking a dataset with a Rabifrequen
y of Ω = 2π 160 kHz and a detuning of δ = 2π 200kHz and a Bla
kman shapedpulse with Tslope = 3µs has been made. For most of the 
olle
ted data it was not possibleto �t a sine fun
tion properly and therefore the data is not presented here. In se
tion(2.1)the parameter ǫ2 was introdu
ed as a measure for o�-resonant ex
itations whi
h is doesnot depend on the initial state. However, it was not possible to measure small o�-resonantex
itations and therefore it is not possile to 
al
ulate ǫ2 as only an approximation for small
ǫ2 is derived.
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illation as a fun
tion of the angle of the resonant pulse. The parametersare: Ω = 340 kHz δ = 400 kHz.The data presented above shows 
learly that o�-resonant ex
itations are understoodand that the o�-resonant ex
itations 
an be minimized by using amplitude shaped pulses.



68 4 EXPERIMENTAL RESULTS4.4 CNOT pro
ess tomographyPro
ess tomography is a method to fully 
hara
terize a quantum pro
ess, e.g. a quantumgate operation [9℄. A pro
ess is a 
ompletely positive linear map whi
h des
ribes thedynami
s of a quantum system.
ρ→ ǫ(ρ)This pro
ess ǫ(ρ) may be expressed by an operator sum ǫ(ρ) =

∑

iAiρA
†
i . The operators

Ai 
an themselves be expressed using a �xed set of operators Ai =
∑

m aimÂm. Therefore,
ǫ(ρ) may be rewritten as

ǫ(ρ) =

4
N
−1

∑

m,n=0

χnmÂmρÂ
†
n (18)where N is the number of qubits and Âm are operators forming a basis in the spa
e of

2N × 2N matri
es. The pro
ess matrix χ gives a full 
hara
terization of the operation. Forone qubit operations Âm may be the Pauli operators Î , σ̂x, σ̂y, σ̂z, whereas for two qubitoperations 
ombinations of these Pauli operators are used. By measuring the �nal statefor a set of 4N linearly independent input states the pro
ess matrix may be re
onstru
tedby inverting relation Eq. 18. Due to un
ertainties in the experimental data the resultsa
hieved by simply 
al
ulating the inverse of Eq. 18 may be unphysi
al, whi
h means that
χ may not be 
ompletely positive. Therefore the pro
ess matrix is evaluated by performinga maximum likelihood analysis to �nd the quantum pro
ess whi
h �ts best to the measureddata. The pro
ess quality 
an be 
hara
terized by the overlap of the measured χexp withthe ideal pro
ess matrix χid. This measure of quality is usually 
alled the pro
ess �delity

Fproc = tr (χid · χexp)Another 
hara
terization of the pro
ess quality is the mean �delity Fmean whi
h is
al
ulated by averaging over the measured state �delity over a large number of input states.More pre
isely, this involves evaluating F = 〈Ψout,id| ǫ(ρ) |Ψout,id〉 for a large number ofrandomly generated input states and averaging over the results.In our experiment, pro
ess tomography was 
arried out to 
hara
terize the perfor-man
e of our CNOT implementation [31℄. Fig. 56 shows the absolute values of an obtained
χ matrix. To investigate the in�uen
e of shaped pulse on a 
omplex sequen
e, a CNOTpro
ess tomography was performed with and without shaped pulses. The mean �delitywas in
reased from Fmean = 84.3% without pulse shaping to Fmean = 89.4% with pulseshaping. With further optimization of the experimental parameters a maximum mean�delity of Fmean = 92.6% was a
hieved.
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715 Con
lusions and OutlookThe aim of this work was to set up the programmable pulse generator and quantify thein�uen
es of amplitude modulated laser pulses on o�-resonant ex
itations. The ar
hite
tureand 
apabilities of the programmable pulse generator have been introdu
ed and dis
ussedbrie�y. Additionally, the integration of the programmable pulse generator in the existingexperimental setup has been des
ribed. A detailed manual for setting up and programingthe programmable pulse generator is given in Appendix (B).In se
tion (2.1) o�-resonant ex
itations were introdu
ed and it was shown that they
an be eliminated by swit
hing the intera
tion on and o� adiabati
ally. A simple methodfor testing if a given pulse shape and ramp duration are in the adiabati
 regime was given inse
tion (2.2). A Bla
kman pulse shape was de�ned and it was shown that this shape witha ramp duration of 5µs suppresses the o�-resonant ex
itations on the 
arrier transitione�
iently while driving sideband transitions for the parameters used in our experiment.The theory presented in this thesis was veri�ed in several experiments with re
tangularand Bla
kman shaped pulses. Further, it has been shown that the �delity of a CNOT gateis in
reased by applying the pulse shaping te
hniques des
ribed in this paper.Due to various other improvements in the setup the qubit 
oheren
e time and thereforealso the gate �delities will in
rease in the near future. Another possibility to in
rease theperforman
e is to generate numeri
ally optimized pulse sequen
es. One possibility to
al
ulate these optimized sequen
es is the gradient as
ent pulse engineering method [32℄.With this method it is possible to optimize the pulse sequen
es for various 
riteria. Forthe appli
ation of this te
hnique arbitrary pulse shapes of the amplitude and the phase ofthe radio frequen
y pulses are required. Hardware-wise this is already possible with the
urrently used programmable pulse generator. However the experiment 
ontrol softwarehas to be almost 
ompletely rewritten to o�er this �exibility. Another perspe
tive for thefuture are di�erent type of phase gates like the gate proposed by Mølmer and Sørensen[33℄. Sin
e o�-resonant ex
itations are one of the biggest predi
ted error sour
es in thistype of gate, pulse shaping will be of 
ru
ial importan
e for its implementation.The development of the programmable pulse generator in the near future will in
ludea new, more �exible radio frequen
y generation s
heme, more digital output 
hannels and amore spe
ialized �rmware. The planned radio frequen
y generation will in
lude a di�erentdire
t digital synthesizer and an additional FPGA on the same printed 
ir
uit board toin
rease �exibility and to make the generation of arbitrary pulse shapes an easier task forthe 
ompiler.



72 5 CONCLUSIONS AND OUTLOOK



73AppendixA AbbreviationsAOM: a
ousto opti
al modulatorAPI: abstra
t programming interfa
eCNOT: 
ontrolled notDAC: digital to analog 
onverterDDS: dire
t digital synthesizerDHCP: dynami
 host 
on�guration proto
olFPGA: �eld programmable gate arrayI2C: inter-integrated 
ir
uit serial busIP: Internet proto
olLVDS: low voltage di�erential signalingMAC: media a

ess 
ontrolNMR: nu
lear magneti
 resonan
eOSI: open systems inter
onne
tionPCP: pulse 
ontrol pro
essorPCB: printed 
ir
uit boardPLL: phase lo
ked loopPPG: programmable pulse generatorPTP: pulse transfer proto
olRAM: random a

ess memoryRF: radio frequen
ySFDR: spurious free dynami
 rangeTTL: transistor transistor logi
TCP: Transmission 
ontrol proto
olUDP: user Datagram proto
ol



74 A ABBREVIATIONSVCO: voltage 
ontrolled os
illatorVHDL: VHSIC hardware des
ription languageVHSIC: Very-High-Speed Integrated Cir
uitsVGA: variable gain ampli�er



75B Programmable pulse generator manualB.1 The python serverIn this se
tion the 
ommands for programming the programmable pulse generator (PPG)are explained and general instru
tions for using the PPG are given. A more re
ent versionof this do
umentation may be found on the pulse sequen
er homepage25.Typographi
 
onventions Python 
ode is written as :python_fun
tion ( arg1 , arg2=10)python_var=TrueFilenames and 
ommand line 
ommands are written as: path_to/filename.txt .B.1.1 Installing the python serverAs a prerequisite the python programming language in version 2.4 or 2.5 is required. Itmay be downloaded fromhttp://www.python.org .The python server sour
e 
ode for generating and exe
uting pulse sequen
es for the PPGare available for download at the PPG proje
t homepage.http://pulse-sequen
er.sf.netThe pa
kage for QFP2.0 is 
alled sequen
er-python/python-qfp-2.0The pa
kage for QFP_LIN is 
alled sequen
er-python/python-qfp-2.0B.1.2 starting up the python serverThe server may be started dire
tly by the 
ommand line if the python exe
utable is withinthe sear
h path of the environment variable.python start_box_server.pyThe 
ommand line options for this 
ommand are:--debug debug_level Where the debug levels are supposed to be used as follows:
• 1 : The most important server messages are displayed
• 2 : Many server messages are displayed
• 3 : Many 
ompiler messages are displayed. It's not re
ommended to use this withthe server. This debug level is intended for low level debugging in the ma
hine 
odegeneration 
ode--nonet The python server is started without any network 
onne
tion. This swit
h maybe used for testing the server on a 
omputer where no PPG is 
onne
ted.25http://pulse-sequen
er.sf.net



76 B PROGRAMMABLE PULSE GENERATOR MANUALB.1.3 TroubleshootingError messages from the server are generally displayed on the 
ommand line terminalexe
uting the server. If the 
ommand line terminates without displaying an error messages,open a new 
ommand window and run the server in this window. This 
ommand windowdoes not 
lose when the python server 
rashes. If the box is 
onne
ted to the voltagesupply the LEDs beneath the DIP swit
h for sele
ting the MAC address should blink afew times while booting up. If this is not the 
ase the 
lo
k settings and the presen
e ofa 
lo
k signal should be 
he
ked. Below a few error messages and possible solutions aredes
ribed.No pulse transfer proto
ol reply: If the server 
omplains that it got no pulse transferproto
ol reply there may be a hardware or network problem. Following steps are re
om-mended for troubleshooting:
• If it worked before it may help to �ush the ARP26 
a
he of windows. Open a
ommand shell and typenetsh interfa
e ip delete arp
a
he . If this does not solve the problem, waiting for10 minutes before retrying to start the server may be the solution.
• The network 
onne
tivity 
an be 
he
ked with �link� LEDs at the FPGA board. Ifthis LED is dark, it's most probably a hardware problem. It should be 
he
ked ifthe network 
ables are plugged in 
orre
tly and the right 
able type (No 
rossed
onne
tions) is used.
• The DIP swit
h for setting the MAC address of the FPGA board might not be setto mat
h the settings given in the python 
ompiler 
on�guration. See the se
tionabout 
on�guring the server for details.
• There is no DHCP server running on the network where the box 
an get an IPaddress from or the box may be mis
on�gured so it doesn't send an DHCP request.The DHCP server is most likely implemented in an Ethernet router.For further troubleshooting it is advisable to use a network analyzing software like thefreely available wireshark27.When investigating the network tra�
 with wireshark, restart the FPGA and lookfor a MAC address of 00:01:
a:22:22:xx performing a DHCP request (xx is the value of theDIP swit
h for setting the IP address). If this request is a

epted, the FPGA is obtaininga IP address su

essfully. It is likely that the error sour
e is then a mis
on�gured pythonserver.26address resolution proto
ol27www.wireshark.org



B.1 The python server 77KeyError , AttributeError If the server returns some strange errors like KeyError orAttributeError there might have been an error with transferring the variables from LabViewto the server. Another possibility is that the 
urrent sequen
e is using a TTL 
hannel whi
his not de�ned in the hardware 
on�guration �le. Che
k if all TTL 
hannels used in the
urrent sequen
e are available in the QFP2.0 hardware 
on�guration �le.Pulses still overlap If you got this error and the sequential mode is used there might besomething wrong with the delay times in Innsbru
k/__init__.py . If this error o

urswhile running in a parallel environment t some overlapping pulses may have been de�ned.This might not be a problem but the timing of your s
ript may be in
orre
t.Other errors One error that o

urs frequently in new installed systems are in
orre
tde
imal separators sent from LabView to the python server. Che
k that the de
imalseparator is a point �.� and not a 
omma �,� .B.1.4 Pulse programming referen
eThere are two fundamental modes of programming a pulse sequen
e:
• sequential programming (default, used for QFP2.0)
• parallel environments (used for QFP Lin)B.1.5 Sequential programmingThis is the default programming mode where the pulses are usually exe
uted sub sequen-tially. Delays between pulses may be inserted manually. The stru
ture of a program is asfollows:pulse1pul se2wait (10)pu l se3This is intended to be used for sequen
es when the 729 beam is used to make rotationson the qubits. The pulses are 
hara
terized by the ion, transition , the duration given inangle, and the phase:R729(ion,theta,phi,[transition℄,[start_time℄,[is_last℄)If the transition is omitted a default transition given by the Labview 
ontrol programis used.The 
ommand for inserting a waiting time is.seq_wait(time)The pseudo XML pulse program stru
ture A sequen
e �le is read by the LabViewprogram as well as by the python server. Therefore more information than just thepulse sequen
e is stored in one �le. This is realized by 
reating groups of information



78 B PROGRAMMABLE PULSE GENERATOR MANUALwhi
h are separated by XML28 tags. The tags whi
h are interpreted by the python serverare <VARIABLES>, <TRANSITION> and <SEQUENCE>. In the <VARIABLES> groupthe variables whi
h are 
ontrolled by and transmitted from LabView are de�ned. In the<TRANSITION> group the transition obje
ts whi
h are de�ned in LabView may be editedbefore the phase a

umulators in the FPGA are initialized. The <SEQUENCE> group
ontains the a
tual sequen
e.<VARIABLES>Duration=s e l f . s e t_var i ab l e ( " f l o a t " , "Duration" ,20 ,1 ,2 e7 )</VARIABLES><some_tag_for_labview>some 
ontent for labview</some_tag_for_labview><SEQUENCE>TTL( "PM t r i g g e r " ,50)seq_wait ( Duration ∗1000 .0)TTL( "PM t r i g g e r " ,50)</SEQUENCE>Variable de�nition The variable de�nition in the XML �le has the following syntax:VAR_NAME=s e l f . s e t_var i ab l e ( "TYPE" , "LV_NAME" , [MIN ℄ , [MAX℄ )VAR_NAME:The name of the python variable whi
h is used in the s
riptTYPE: The type of the variable. One of FLOAT, INT, BOOL,STRINGLV_NAME: The name of the variable in the LabView program.MIN ; MAX The bounds of possible values of the variable. This value isonly used by LabView and has no in�uen
e on the pythonserver.Pulse 
ode The pulse 
ode is in the <SEQUENCE> group. Variables de�ned as des
ribedabove may be used as a simple python variable. Below an overview over the di�erent
ommands is given.TTL Outputs The names of the TTL outputs are taken from the �Hardware Settings.txt��le of the QFP. If the devi
e is !PB the output is inverted that means that setting theoutput to 0 will result in a voltage of 3.3V at the a

ording output. The lo
ation of theHardware settings �le is determined in innsbru
k/__init__.py .866 sw . 
h=0866 sw . Devi
e=!PBGenerates the devi
e �866 main� . To generate a pulse on this 
hannel the following
ode is used:28Extended Markup Language



B.1 The python server 79t t l_pu l s e ( "866 sw" ,10)This 
reates a TTL pulse of given duration. To swit
h the state of the TTL outputson a given position in the sequential environment the set_TTL 
ommand is used:set_TTL( "866 sw" ,1 ). . .set_TTL( "866 sw" ,0 )RF pulses The 
ommand for generating RF pulses is:R729(ion,theta,phi,[transition℄,[start_time℄,[is_last℄)The te
hni
al details of the rotation are given by the transition obje
t. See theparagraph above how to de�ne these transitions.Depending on the version of the python 
ompiler used the output for the se
ond DDSdoes not support phase 
oherent swit
hing. The a
tual implementation of this 
ommandmay di�er from one parti
ular experiment to another. It is advisable to 
ustomize thepulses for the parti
ular experiment with the help of in
lude �les as des
ribed below.De�ning Transitions Transition obje
ts in the python server are needed to do phase 
o-herent swit
hing between pulses. A transition obje
t has information about the frequen
y,the pulse shape, the amplitude and the Rabi times of the radio frequen
y pulse whi
h isneeded to ex
ite the given atomi
 transition. Transitions may be de�ned in two di�erentways:
• Dire
tly in the sequen
e �le
• From LabView via the TRANSITION keywordAn example for the dire
t de�nitionCarr i e r=t r a n s i t i o n ( transit ion_name="Carr i e r " , t_rabi=t_
arr ,f requen
y=freq1 , amplitude =1, s lope_type="bla
kman" ,s lope_durat ion=0.2 , amplitude2=−1,f requen
y2=0)This transition will be 
alled by R729(ion,theta,phi,Carrier)A transition named 
arrier whi
h is transmitted from LabView is 
alled by:R729(ion,theta,phi,'
arrier')Note that the name of the transition is now a string, whereas by dire
t de�nitionabove the transition obje
t is handled as a variable. The information of the transition issubmitted from LabView to the server.seq_wait The syntax for the sequential wait fun
tion is:seq_wait ( time )Where time is the waiting time in us. The spe
ialty of this fun
tion is that it generatespre and post delays depending on the previous and following 
ommands to ensure that thepause has the expe
ted length. For an example if a seq_wait() instru
tion is in between to
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ommands, it will 
ount the delay between the two points where the amplitude ofthe slopes are at the half maximum. An error message will be returned if the wait durationis smaller than the slope duration plus the frequen
y swit
hing delays.The is_last variable There is a possibility to generate overlapping pulses by using theis_last variable. For a sequen
e whi
h generates the following pulsesTTL "866 sw" from 0 to 100TTL "397 sw" from 90 to 110This would look in the sequential mode like:t t l_pu l s e ( "866_sw" ,100 , start_time=0, i s_ l a s t=False )t t l_pu l s e ( "397 sw" ,20 , start_time=90)The is_last variable is by default True.De�ning new 
ommands In the Innsbru
k/__init__.py �le the in
lude dire
tories arede�ned:i n 
 lude s_d i r="e : /My Do
uments/qfp_2 .0/ PulseSequen
es / In
 lude s /"Writing in
lude �les A sample in
lude �le may look like:d e s 
 r i p t i o n=" long  op t i 
 a l  Pumping f o r  
a43"fun
tion_name="
a43 . Opti
alPumping2"arguments=" opt i ona l :  l ength=50"
lass Opti
alPumping2 (PulseCommand ) : #fo r Ca43def __init__( s e l f , l ength =50):
 on f i gu r a t i on=s e l f . get_
onf ig ( )t t l_pu l s e ( length , "7" , i s_ l a s t=False )t t l_pu l s e ( l ength +1,"8" , start_time=0)
a43 . Opti
alPumping2=Opti
alPumping2This de�nes the fun
tion 
a43.Opti
alPumping2 whi
h may be used in a sequen
e �le.The variables des
ription, Fun
tion_name and arguments are ne
essary for the built indo
umentation system.The pre�xes for In
lude fun
tions are:
• 
a40 for the linear trap
• 
a43 for the 
a43 experiment
• 
qed for the CQED experiment
• segtrap for the segmented trapTo avoid 
onfusion the pre�x for the a
tual experiment should be used.



B.1 The python server 81Do
umenting In
lude �les The variables des
ription, fun
tion_name and argumentsare used to automati
ally generate a do
umentation of the 
ommands de�ned in the in
lude�les. To display this list the python s
ript in
lude_do
.py whi
h resides in the samedire
tory as the start_server.py s
ript is used.B.1.6 Parallel environmentIn this programming mode the absolute start times in relation to the start of the sequen
eand the durations of the pulses are given. The pulses may overlap but they 
annot havethe same start or stop time. An example parallel program:s ta r t_para l l e l_env ( )ttl_add_to_parallel_env ( "866 sw" ,0 , 10 )ttl_add_to_parallel_env ( "397 sw" ,2 , 5 )shape_add_to_parallel_env( start_time=12,durat ion =5.0 , f requen
y=freq1 , \phase=0, type="bla
kman" , s lope_durat ion=1.1 , amplitude =1.0)end_parallel_env ( t r i g g e r="Line " , repeat=30)This swit
hes on the �866 sw� output at 0us for 10 us and the �397 sw� output at2µs for 5µs. To some extend timing 
on�i
ts whi
h arise from overlapping pulses may beresolved. The server sends a warning response if the 
on�i
t is not resolved su

essfully.The last line repeats the sequen
e 30 times and waits for a line trigger every time it isrunning a single repetition. A parallel environment is started with the start_parallel_env()fun
tion. Prior to this fun
tion the 
oherent frequen
y initialization may be performed.The end of a parallel environment is set with the end_parallel_env(trigger,repeat) fun
tion.The trigger variable is either "None" or "Line". When it is set to "Line" the PPG waits fora rising slope on the Trigger input 0.Coherent frequen
y initialization Before using phase 
oherent frequen
y swit
hing thefrequen
ies have to be initialized at the beginning of your program :f r eq1=
oherent_
reate_freq ( frequen
y , 0 )f i r s t_dds_in i t_frequen
y ( f r eq1 )TTL pulses A TTL pulse is generated with the 
ommandttl_add_to_parallel_env ( tt l_
hannel , start_time , stop_time )RF pulses RF pulses are generated with the 
ommandget_shaped_pulse ( durat ion , frequen
y , type , [ s lope_durat ion=0℄ ,\[ amplitude =1 ℄ , [ phase =0 ℄ , [ f r equen
y2 =0 ℄ , [ amplitude2 =0℄)If amplitude2 is bigger than 0 than the se
ond DDS 
hannel is swit
hed on withfrequen
y frequen
y2 . If slope_duration is bigger than 0 than the output is a pulse witha Bla
kman shape where the slope duration is given in mi
rose
onds.



82 B PROGRAMMABLE PULSE GENERATOR MANUALIt is not advisable to use arbitrary numbers for the slope_duration and amplitude.The program pre 
ompiles the shapes be
ause they take a long time to 
ompile. It hasalso to re
ompile if the amplitudes of the pulses 
hange.B.2 Con�guring the softwareThis se
tion is divided in two parts. In the �rst part the steps ne
essary for settingup a �standard� PPG for use with QFP is des
ribed whereas the se
ond part 
overs all
on�guration possibilities. Any 
hange in the 
on�guration requires a restart of the server.B.2.1 Basi
 
on�gurationThis part relies on a working QFP2.0 environment. The 
on�guration �les for the pythonservers reside in the innsbru
k and the test_
onfig dire
tories. The main �les are the__init__.py �les in the respe
tive dire
tory.In the innsbru
k dire
tory the 
onfiguration 
lass 
ontains the 
on�guration infor-mation. To alter the 
on�guration the methods of this 
lass may be 
hanged.The hardware 
on�guration �le The lo
ation of the hardware 
on�guration �le is de�nedby the hardware_
onfig method of the 
onfiguration 
lass. This �le is generated by theQFP2.0 Settings Editor.The sequen
es dire
tory The sequen
e dire
tory is de�ned by the sequen
es_dirmethodof the 
on�guration. An example is sequen
es_dir=path_to_qfp/PulseSequen
es/.The in
ludes dire
tory The in
ludes dire
tory is de�ned by the in
ludes_dirmethod ofthe 
on�guration. An example is in
ludes_dir=path_to_qfp/PulseSequen
es/In
ludes/ .Setting the MAC address of the FPGA board The address of the FPGA board is set inthe __init__.py �le in the test_
onfig dire
tory. The address is set via the DIP swit
heson the FPGA board. The fun
tion of the DIP swit
hes are de�ned as follows:Reset IP1 IP2 IP3 IP4 DHCPWhere the address of the FPGA board is 
al
ulated as IP1 + 2 IP2 + 4 IP3 + 8 IP4.The address is set in the ma
_byte variables of the sequen
er generator statements in the__init__.py �le. All o

urren
es of the sequen
er generator have to be altered.B.2.2 In depth 
on�gurationTCP ports The 
ommuni
ation with LabView is handled over the TCP proto
ol. Theserver is listening by default on port 8880. The port is set in the default_port methodof the 
onfiguration 
lass.
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tivating the parallel mode For using with the old qfp the parallel mode has to bea
tivated. This is done by setting the parallel_mode method of the 
onfiguration 
lassto True.Setting the TCP server mode The TCP server is able to swit
h between di�erent TCP
onne
tion proto
ols. All variables dis
ussed here are methods of the 
onfiguration 
lass.If the answer_t
pmethod is set to True, the server sends a response to the LabView programafter �nishing 
ompiling and transferring the sequen
e. If the method send_pre_return isTrue, an additional answer is sent to LabView after error 
he
king but before 
ompilingthe sequen
e. This is helpful if the 
ompilation time is long and therefore it is possible todetermine whether the server is not responding or it is busy with 
ompiling a sequen
e.For the standard settings of QFP2.0 these methods have to be set to True.If the dis
onne
t_t
p method is set to True, the TCP 
onne
tion is terminated af-ter ea
h LabView 
ommand. This may be helpful if problems with a long lasting TCP
onne
tion may arise. For a standard QFP2.0 setup this method should be set to True.Resetting the TTL outputs If it is desired to reset the TTL outputs of the PPG withthe beginning of ea
h sequen
e the reset_ttl method of the 
onfiguration 
lass may beset to True.Con�guration of pulse shapes Pulse shapes have to be 
on�gured in two �les in theinnsbru
k dire
tory. First an entry has to be made in the pulse_di
tionary method ofthe 
onfiguration 
lass. In this di
tionary a fun
tion has to be assigned with a string.The fun
tions for the pulse shapes are de�ned in the pulses.py �le.Calibration of the VGA The 
alibration fun
tion for the DAC and the VGA is de�ned inthe 
alibration fun
tion at the end of the __init__.py �le. For the QFP2.0 environmentthe input value is the desired output power in dB where 0 is the maximum and the returnvalue is the DAC value whi
h is an integer between 0 and 16383. For the old QFP the inputvalue is a linear power value where 1 
orresponds to the old Mar
oni setting of +13dBm.Syntax of the hardware 
on�guration �le Normally the hardware 
on�guration �le isgenerated by QFP2.0. For testing purposes it might be ne
essary to generate a di�erenthardware 
on�guration �le. The hardware de�nition syntax is as follows:854 sw . Devi
e=PB854 sw . 
h=15866 sw . Devi
e=!PB866 sw . 
h=17The !PB indi
ates a inverting 
hannel. It doesn't matter if the devi
e or the 
hannelis the �rst argument.
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esThe 
ompiler has to be re
on�gured if you make 
hanges to your hardware settings; e.g.adding an additional DDS , ...Con�guring the devi
es For 
on�guring the devi
es it may be ne
essary to edit theinnsbru
k/__init__,py as well as the test_
onfig/__init__.py �lesThe timing and the RF frequen
y generation depend on the 
lo
k of the DDS boardsand the FPGA. It is assumed that the FPGA 
lo
k is derived from the DDS 
lo
k andthat it operates at 1/8 of the DDS 
lo
k frequen
y.r e f_ f r eq=800
y
le_time=(1e3/ re f_ f r eq )The 
y
le time is given in nanose
onds. Every other time used within the 
ompilershould be given in mi
rose
onds.t t l_dev i 
 e={}The ttl_devi
e is a di
tionary where the 
orresponding 
hannels to the hardware �leare stored. It also stores whether the 
hannel is inverting.f i r s t_da
_dev i
e=da
_fa
tory . 
reate_dev i
e ( 
hain_address = 0x01 )This de�nes the �rst DAC whi
h is a

essible via innsbru
k.�rst_da
_devi
e. If anotherDAC should be added just another line whi
h is similar to this and a 
ommand in theapi.py �le is ne
essary .dds_fa
tory_
reate_devi
es ( 
hain_address={1; 0x1 , 2 ; 0x2 } , r e f_ f r eq=re f_f r eq )This de�nes the �rst DDS devi
e. Note that it's not possible to mix up DDS withdi�erent referen
e frequen
y be
ause the data transfer relies on �xed referen
e frequen
ydividers between the FPGA 
lo
k and the DDS 
lo
k.B.3 Con�guring the HardwareDetails on the �rmware and on programming the FPGA are given in se
tion(C). In thisse
tion the 
on�guration of the FPGA board, the 
hain boards and the evaluation boardsis 
overedThe FPGA board The jumpers CLK0 and CLK2 sele
t the di�erent 
lo
k options. Whereinternally CLK0 is routed to the PCP 
ore 
lo
k and CLK2 is routed to the PTP and theEthernet 
lo
k.The DIP swit
h J3 determines the network address and the DHCP mode the swit
his 
on�gured as: Reset IP1 IP2 IP3 IP4 DHCPWhere the address of the FPGA board is 
al
ulated as ADDR = IP1 + 2 IP2 +

4 IP3 + 8 IP4. The other swit
hes are not used in the 
urrent 
on�guration. The ipaddress is 192.168.0.220 + ADDR and the MAC address is 00:01:
a:22:22:ADDR .
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e 85The 
hain boards The 
hain boards for the DAC and the DDS are 
on�gured by a DIPswit
h. The pin 
on�guration is as follows:Addr0 Addr1 Addr2 Addr3The address is 
al
ulated as Addr0 + 2Addr1 + 4Addr2 + 8Addr3.The DDS evaluation board On the dds evaluation board the parallel board 
onne
torU4 has to be removed. The jumper W2 has to be set to external mode.The DAC evaluation board The output transformer T1 has to be removed and the solderbridge JP8 has to be 
losed. The DAC 
lo
k has to be 
ontrolled externally, therefore thejumper JP2 has to be set and the solder bridge JP3 has to be 
losed.B.4 The LabView interfa
eIn this se
tion the interfa
e between the python server dis
ussed above and the experiment
ontrol software is des
ribed. As for the programming of the sequen
e there exist twodi�erent modes:
• Parallel environment: Build to be 
ompatible with the old qfp program and usingthe Matlab sequen
e �les
• Sequential environment: Works with the new qfp program and uses python sequen
e�lesThe 
ommuni
ation is based on a plain text transmission via a TCP so
ket, where thelistening program (server) is the python environment and the sending program is theLabView experiment 
ontrol program. The standard TCP port is 8880.B.4.1 Parallel environmentIn the parallel environment LabView just sends the whole pulse sequen
e as a string tothe server. All TTL and RF pulses are 
al
ulated in the LabView program. There are noadditional global variables.B.4.2 Sequential environmentIn sequential mode the transmission from LabView to python 
onsists of a 
ommand stringwith information about Rabi times, RF amplitudes and the sequen
e �le Name. Thesequen
e �le is then read out and 
ompiled by the python server. The sequen
e �le formatis des
ribed above.
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epts strings in the following format:
ommand1,option1_1,option1_2;
ommand2,option1,option1a simple example:NAME,test_ttl.py;TRIGGER,NONE;FLOAT,duration,3.4;The available variables are:Variable name Des
ription UsageNAME The name of the sequen
e �le NAME,�le_nameINT Sends an integer value to the s
ript INT,var_name,valueFLOAT Sends a �oat value to the s
ript FLOAT,var_name,valueSTRING: Sends a string value to the s
ript STRING,var_name,valueBOOL Sends a Boolean value to the s
ript BOOL,var_name, valueTRIGGER Gives the type of the trigger. TRIGGER,trig_stringPossible Trigger strings are: NONE , LINE . The 
ommands are de�ned in the �leinnsbru
k/handle_
ommands.py .The transition obje
t The transition obje
t is de�ned as follows:TRANSITION, transit ion_name ;RABI, Rabi_times ;SLOPE_TYPE, s lope_type ;SLOPE_DUR, s lope_durat ion ;AMPL, slope_ampl ;FREQ, f requen
y ; IONS , ion_map ;AMPL2, se
ond_amplitude ;FREQ2, se
ond_frequen
y ;Where Rabi frequen
ies for multiple ions are de�ned as:1:19.34 , 2:21.12 , 3:20.34 , 4:22.67And the ion_map:1:101 , 2:102 , 3:103 , 4:104The default transition There is the possibility to de�ne a default transition whi
h is usedif no transition is given in the R729 
ommand:DEFAULT_TRANSITION,transition_name;B.4.3 Creating pulse 
ommandsThe fun
tions intended for use in user level are de�ned in user_fun
tion.py or in api.py .There exists a framework for handling global variables in a sequen
e and transferring thisvariable ba
k to LabView.An example user mode fun
tion is the PMT Dete
tion fun
tion:
lass PMDete
tion (PulseCommand ) :def __init__( s e l f , dete
t_wait , CameraOn=False ) :
 on f i gu r a t i on=s e l f . get_
onf ig ( )de t e 
 t i on397=
on f i gu r a t i on . de t e 
 t i on397PMTrigger=
on f i gu r a t i on . ion_tr ig_dev i
ePMGate=
on f i gu r a t i on .PMGatet r i gge r_ length=
on f i gu r a t i on . PMT_trigger_lengthdete
t ion_
ount=s e l f . get_var iab le ( " dete
t ion_
ount " )
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e 87s e l f . s e t_var i ab l e ( " dete
t ion_
ount " , dete
t ion_
ount+2)s e l f . add_to_return_list ( "PM Count" , " dete
t ion_
ount " )seq=TTL_sequen
e ( )t t l_pu l s e ( dete
t ion397 , dete
t_wait , i s_ l a s t=False )t t l_pu l s e (PMGate , dete
t_wait , i s_ l a s t=False )seq . add_pulse( PMTrigger , t r igger_length , i s_ l a s t=False )i f CameraOn:t t l_pu l s e ( t r igger_length , 
 on f i gu r a t i on . Dete
t ion , i s_ l a s t=False )t t l_pu l s e ( t r igger_length , 
 on f i gu r a t i on . CameraTrigger , i s_ l a s t=False )t t l_pu l s e (PMTrigger , t r igger_length ,start_time=dete
t_wait−t r igger_length , i s_ l a s t=False )This fun
tion 
an be divided in following parts:
• 
lass de�nition
• variable de�nition from the 
on�guration in __init__.py
• handling of the return variables
• the main ttl sequen
eThis fun
tion generates the TTL pulses required for a dete
tion sequen
e. It generates dif-ferent pulses if a CCD 
amera is present. Additionally it uses the variable "dete
tion_
ount"to send information about the number of dete
tion pulses to LabView.
lass de�nition for user level fun
tions The 
lass de�nition has to refer to the parent
lass (PulseCommand) and the method (fun
tion) that is exe
uted when the 
lass is 
alledis __init__.
lass PMDete
tion (PulseCommand ) :def __init__( s e l f , dete
t_wait , CameraOn=False ) :The PulseCommand 
lass 
ontains methods to handle lo
al variables. A sample 
odethat in
reases a variable ea
h time a 
ommand is exe
uted and returns this variable toLabView may look like:
lass 
ounter1 (PulseCommand ) :def __init__( s e l f , va lue=0):s e l f . va lue=valuedef in
me ( s e l f ) :s e l f . va lue+=s e l f . i n 
 r e a s edef return_to_labview ( s e l f ) :s e l f . s e t_var i ab l e ( " 
ounter" , s e l f . va lue )s e l f . add_to_return_list ( "COUNTER 1" , " 
ounter" )it is used in python like:in
1=
ounter1 ( )in
1 . in
me ( ). . .
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1 . in
me ( ). . .. . .in
1 . return_to_labview ( )B.4.4 Returning values to LabView and using global variablesTo return a value to LabView you have to 
reate a global variable:dete
t ion_
ount=s e l f . get_var iab le ( " dete
t ion_
ount " )s e l f . s e t_var i ab l e ( " dete
t ion_
ount " , dete
t ion_
ount+1)s e l f . add_to_return_list ( "PM Count" , " dete
t ion_
ount " )First the 
urrent value of the variable is obtained. Then the variable is in
reased andreturned ba
k to the global variable. Then the global variable is added to the return list.If the variable is a list, the returned values are separated by 
ommas.B.4.5 User fun
tion frameworkThe supplied methods for user fun
tions ares e l f . get_
onf ig ( )Returns the global 
on�guration 
lass whi
h is de�ned in innsbru
k/__init__.pys e l f . s e t_var i ab l e ( variable_name , va lue )Sets a global variable. You 
an assign all types ex
ept di
tionaries !!!s e l f . get_var iab le ( variable_name , [ de fau l t_value ℄ )Returns the value set by set_variable().If the variable is not set yet it returns default_value. If default_value is omitted thedefault_value is 0.s e l f . add_to_return_list ( Pre_String , variable_name )Adds the variable to the LabView return list. The variable is returned as:�Pre_String,value;"or if the variable is a list [var1,var2,var3,...℄:�Pre_String,var1,var2,var3,...;"s e l f . get_error_handler ( )Returns the error handler fun
tion to return error messages to LabView.s e l f . get_
y
le_time ( )Returns the 
lo
k 
y
le time in mi
rose
onds.s e l f . address_ion ( ion , [ start_time ℄ )Che
ks if the 
urrent ion is the parameter ion. If the ion has to be 
hanged it invokesself.ion_event(). It handles the ion return list as well



B.5 Internals of the Software 89s e l f . ion_event ( )A pointer to the TTL event 
lass whi
h swit
hes the ions. Normally this isparallel_ttl (); Within the TTL_sequen
e 
lass this is the method self .add_pulse.B.5 Internals of the SoftwareIn this se
tion some details of the python 
ompiler are des
ribed. For a general overviewsee se
tion(3.4).File lo
ationsThe dire
tory tree of the 
ompiler is divided in the following dire
toriessequen
er Common parts of the 
ompilersequen
er/p
p De�nition and generation of the p
p 
ommandssequen
er/p
p/ma
hines Implementation and generation of the instru
tionssequen
er/p
p/events Abstra
t de�nition of the events 
alled by the APIsequen
er/p
p/instru
tions Abstra
t de�nition of the p
p32 instru
tionssequen
er/devi
es De�nition of the hardware devi
es (DDS,DAC)sequen
er/ptp/ De�nition and implementation of the PTP proto
oltest_
onfig De�nition of the API and 
on�guration (for all experiments)innsbru
k De�nition of additional API and spe
ial 
on�gurationThe obje
t stru
tureThe 
ompiler is based on an obje
t oriented stru
ture where the main obje
ts are:sequen
er The sequen
er main obje
t.test_
on�g In
ludes the DDS and DAC and TTL obje
ts.innsbru
k Consists of additional API 
ommands and the end user layer.OverviewThe sequen
er obje
tThe most important methods of the sequen
er obje
t are:
urrent_sequen
e Methods and variables for managing the array of abstra
t events.standard_params Common 
onstants and de�nitions.main_program Array for the end user layer events
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on�g obje
t�rst_sequen
er Obje
t for the FPGA board with ptp address 1.In
ludes methods for 
ompiling the sequen
e andsending it over PTP.�rst_sequen
er.ma
hine The abstra
t ma
hine obje
t. In
ludes methods for
ompiling the events to ma
hine 
ode.�rst_da
_devi
e Abstra
t hardware obje
t for the DAC with 
hainboard address 1se
ond_da
_devi
e Abstra
t hardware obje
t for the DAC with 
hainboard address 2dds_devi
es Array of abstra
t hardware obje
ts for the DDS.The index 
orresponds to the 
hain boards addressThe innsbru
k obje
tstart_server() Method to initialize the server and the 
ompiler.error_handler() Method for returning error messages to LabviewC Internals of the Programmable pulse generatorIn this se
tion not all aspe
ts of the programmable pulse generators are 
overed. For a
omplete des
ription of the 
on
epts of the programmable pulse generator the reader isreferred to referen
e [25℄. In the following hexade
imals values are displayed as 0x(value).For example 0xFF is 255 in the de
imal representation.C.1 The �rmwareCompiling the �rmwareThe �rmware is des
ribed in the hardware des
ription language VHDL. The sour
e 
ode�les available on the proje
t homepage are ma
ro �les whi
h itself generate the VHDLsour
e �les. This additional step has the advantage that if 
hanges on an obje
t ismade, this 
hanges are made in all VHDL �les 
ontaining this obje
t. For 
ompilationof the VHDL sour
es the Quartus II design suite available on the Altera homepage29 isrequired. The sour
e 
ode may be obtained from the CVS repository of the pulse sequen
erproje
t homepage30. Additionally the GNU make tools and the M4 s
ripting interpreterare required. For the windows operating system these are provided by the 
ygwin31 en-vironment. To generate the Quartus II proje
t �le open a 
ommand window and typemake sequen
er_top.vhd and make sequen
er_top.map.eqn. This 
reates a �le 
alledsequen
er_top.qpf whi
h 
ould be loaded in Quartus II and 
ompiled by pressing 
tr+L .29www.Altera.
om30htttp://pulse-sequen
er.sf.net31http://www.
ygwin.
om



C.1 The �rmware 91Programming the FPGA The FPGA may be programmed with the programming soft-ware provided by the Quartus II design suite. The 
able should be 
onne
ted to the 
on�gport on the FPGA port. In the programming software 
hoose the ByteBlaster II 
able andthe a
tive serial programming mode. The �le to program is sequen
er_top.qpf .Overview over the �rmwareA general overview of the programmable pulse generator is given in se
tion(3.4.3). The�rmware 
onsists of di�erent blo
ks whi
h are shown in Fig. 57. These blo
ks are inter-
onne
ted with a system-on-a-
hip bus. The �Wishbone� bus standard as de�ned by theOpen
ores32 
ommunity is used. The bus system is des
ribed in detail in the Master'sthesis of Paul Pham [25℄.
I2C

PCP COREPTP CORE

ETHERNET RAM

PTP
TTL out

Figure 57: Overview over the �rmware of the programmable pulse generatorThe network 
ommuni
ationThe programmable pulse generator has two di�erent possibilities for 
ommuni
ation:
• The Network Sta
k for 
ommuni
ating with the experimental 
ontrol 
omputer
• The Daisy-
hain Sta
k for 
ommuni
ating with other programmable pulse generators.The Daisy-
hain sta
k is only required if two ore more programmable pulse generatorsare syn
hronized and programmed by the same experiment 
ontrol 
omputer. In oursetup this feature is not used. Both sta
ks 
omply to the standard OSI (Open SystemsInter
onne
tion) layer model whi
h are shown in Tab. 10. The layers of the Network Sta
kare the standard Internet layers as used by normal personal 
omputers. (Ethernet PHY,RJ45) The Daisy-
hain Sta
k uses the same 
onne
tors and 
abling (RJ45 
onne
tor) bututilizes LVDS logi
. In di�eren
e to the Ethernet spe
i�
ation, the Daisy-
hain physi
allayer is half-duplex to make 
lo
k re
overy and syn
hronization easier. The Datalink layer isdes
ribed by the pulse transfer proto
ol (PTP) frame de�nition. A PTP frame is shown inTab. 11. It 
onsists of �elds 
ontaining the sour
e and destination addresses, the �rmware32http://www.open
ores.org



92 C INTERNALS OF THE PROGRAMMABLE PULSE GENERATORversion, the PTP op
ode, and the payload. The Network layer handles the routing of thisPTP pa
kage depending on the values in the Destination ID. �eld. The highest layeris the PTP server whi
h interprets the PTP Op
ode and 
ommuni
ates with the otherblo
ks in the programmable pulse generator. The possible Op
odes are shown in Tab. 12.The experiment 
ontrol 
omputer sends a PTP frame to the programmable pulse generatorover the UDP 
onne
tion. These pa
kets are either routed to other programmable pulsegenerators in the PTP 
hain or interpreted by the PTP server. The PTP proto
ol isdes
ribed in more detail in the Master's thesis of Paul Pham [25℄.OSI Layer Fun
tion NetworkSta
k Daisy-
hain Sta
kPhysi
al Conne
torinterfa
e EthernetPHY, RJ45 LVDS, RJ45Datalink Logi
al Link EthernetMAC Daisy 
hain linkNetwork GlobalAddressing IP PTP routingTransport Multiplexing UDP, TCP NoneAppli
ation API forhigh levelfun
tions DHCP,PTP server PTP serverTable 10: The OSI layers of the network 
ommuni
ation methods.Field Sour
eID Dest.ID MajorVer. MinorVer. PTPOp-
ode Zero TotalLength Unused PayloadO
tets 1 1 1 1 1 1 2 2 variableAddress 0x0 0x1 0x2 0x3 0x4 0x5 0x6 0x8 0xATable 11: A pulse transfer proto
ol frame.Op
ode Name Fun
tion0x00 Null The PTP pa
ket is ignored.0x01 Status Request The PPG sends a standard reply to the sour
e ofthe pa
kage.0x11 Status Reply The answer to a Status Request.0x02 Memory Request Requests a RAM read or write fun
tion. Thepayload 
ontains the data to be written.0x12 Memory Reply Answer to Memory Request. The payload
ontains either a write su

ess word or the datato be read.0x04 Start Request Starts or Stops the various blo
ks of the PPG.0x14 Start Reply The answer to a Start Request.Table 12: The pulse transfer proto
ol Op
odes.



C.1 The �rmware 93The PCP CoreThe pulse 
ontrol pro
essor (PCP) 
ore reads the instru
tion words from the RAM, inter-prets it and 
ontrols the outputs of the FPGA. In Paul Pham's Master's thesis the PCP0instru
tion set is des
ribed while in the 
urrent setup the PCP32 instru
tion set is used.The main di�eren
e is the width of the instru
tion word. A PCP0 instru
tion word is 64bit wide whereas the PCP32 instru
tion set is 32 bit wide. The PCP0 instru
tion set hasalso no support for phase 
oherent swit
hing. A blo
k diagram of the PCP 
ore is shown inFig. 58. The De
oder interprets the instru
tion word and generates 
ontrol signals for theother blo
ks. The Program Counter keeps tra
k of the 
urrent RAM address and handlesprogram 
ontrol �ow instru
tions, and the Phase Registers are needed for phase 
oherentswit
hing. The op
odes for the PCP32 are shown in Tab. 13. The Op
odes for the PCP32
ore are do
umented below. The 4 most signi�
ant bits of the 32 bit instru
tion word arereserved for the op
ode. The remaining 28 bits are referred to as [27:0℄. (If a fun
tion usesthe lowest 8 bits it is denoted as [7:0℄ )
Instruction Word

Decoder
Phase
Registers

Program Digital
Output

Digital Output

CounterRAM Address

Trigger Inout

Figure 58: Blo
k diagram of the PCP32 
ore.Instru
tion Op
ode Des
riptionnop 0x0 No operationbtr 0x3 Bran
h on triggerjump 0x4 Jump to address
all 0x5 Subroutine Callreturn 0x6 Subroutine returnhalt 0x8 Halt p
pwait 0x9 Waitbde
 0xA Bran
h de
rementld
 0xB Load 
onstantp 0xC Pulse immediatepp 0xD Pulse phaselp 0xE Load phaseTable 13: Instru
tion set of the p
p32
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ode: 0x0Name: No OperationFun
tion: Does nothingParameter: NonebtrOp
ode: 0x3Name: Bran
h on triggerFun
tions: Jumps to the address given if the Trigger input mat
hes the given data.Parameter: Trigger word [27:19℄Parameter: Address [18:0℄jumpOp
ode: 0x4Name: JumpFun
tions: Jumps to the given address.Parameter: Address [18:0℄
allOp
ode: 0x5Name: Call SubroutineFun
tions: Calls a subroutine at a given address.Parameters: Address [18:0℄returnOp
ode: 0x6Name: Return SubroutineFun
tions: Returns from a subroutine to the former address.Parameters: None



C.1 The �rmware 95haltOp
ode: 0x8Name: Halt PCPFun
tions: Stops the PCP 
ore.Parameters: NonewaitOp
ode: 0x9Name: WaitFun
tions: Waits for a given number of 
lo
k 
y
lesParameters: Wait 
y
les [27:0℄bde
Op
ode: 0xAName: Bran
h de
rementFun
tions: De
rements the loop register and bran
hes to the given address if the value inthe register is bigger than zero.Parameters: Address [18:0℄Parameters: Register Address [27:23℄The PCP32 has 64 registers for di�erent �nite loops. The Register Address word sele
tsthe register.ld
Op
ode: 0xBName: Load 
onstantFun
tions: Loads a 
onstant to the loop register.Parameters: Constant [7:0℄Parameters: Register Address [27:23℄The PCP32 has 64 registers for di�erent �nite loops. The Register Address word sele
tsthe register.



96 C INTERNALS OF THE PROGRAMMABLE PULSE GENERATORpOp
ode: 0xCName: Pulse immediateFun
tions: Sets the value of the given part of the output registers to the given valueParameters: Value [15:0℄Parameters: Output sele
t [17:16℄The output sele
t sele
ts the part of the 64 bits of the LVDS output whi
h is 
ontrolled.If the value is 0 then the bits [0:15℄ are set if it is 1 then [16:31℄ are set, et
.ppOp
ode: 0xDName: Pulse PhaseFun
tions: Adds the phase o�set to the 
urrent value of the addressed phase a

umulatorand sets the 
orresponding output bits.Parameter: Phase O�set [15:0℄Parameter: Byte sele
t [16℄Parameter: Current [20℄Parameter: Phase Addend [21℄Parameter: Phase register address [27:23℄As the data bus for the DDS is only 8 bits wide, the 12 bit phase word has to be writtenin two di�erent write 
y
les. The Byte sele
t bit sele
ts if the lower 8 or the upper 4 bitsare written to the DDS.lpOp
ode: 0xEName: Load PhaseFun
tions: Sets the value of the frequen
y tuning word of the given phase register.Parameter: Phase Value [15:0℄Parameter: Byte sele
t [16℄Parameter: Phase wren [22℄Parameter: Phase register address [27:23℄As the frequen
y tuning word is 32 bits wide it has to be split up in two 16 bit words.
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on�guration of the LVDS BusIn Tab. 14 the pin 
on�guration of the LVDS bus in the a
tual setup is shown. The digitaloutput form pin 0 is not used. Also the digital outputs ranging from pin 32 to pin 47 arenot used in the a
tual setup due to �rmware limitations.Pin Fun
tion Devi
e Des
ription0 Digital Out Not used1 WRB DAC Write enable pin of the DAC2-15 D0 - D13 DAC Data bus of the DAC16 PSEN DDS Pro�le enable pin of the DDS17 WRB DDS Write enable pin of the DDS18-23 A0 - A5 DDS Address bus of the DDS24-31 D0 - D7 DDS Data bus of the DDS32 - 47 Digital Out Digital Out to front panel48 IO Update DDS Register update pin of the DDS49,50 PS1, PS0 DDS Pro�le sele
t pins of the DDS51-54 BA0 - BA3 DDS
hainboard Chainboard address of the DDS55-59 Digital Out Not used60-63 BA0 - BA3 DAC
hainboard Chainboard address of the DACTable 14: Output pin 
on�guration of the FPGA



98 D MATLAB SOURCE CODED Matlab sour
e 
odeD.1 Simulation of a 2 level systemThe following 
ode is a Matlab s
ript to simulate an arbitrary pulse form on a two levelsystem. The 
on
ept is des
ribed in se
tion(2.3).N0=5000;t_top=10e-6;t_slope=4e-6;w0=1/1.62e-6*2*pi;% The Rabi frequen
ydelta=600e3*2*pi;% The detuningbeta_array=[℄;%initialize the arrays usedw_int=0;result=[℄;result1=[℄;t_all=2*t_slope+t_top;t_all_list=[t_all_list,t_all℄;%generate the pulseraising_length=floor(t_slope/(t_all)*N0);t_raising=[1:raising_length℄/raising_length;w_top=w0*ones(floor(t_top/t_all*N0),1);w_raising=w0*1/2*(1-
os(t_raising*pi));w_falling=w0*1/2*(1-
os(pi+t_raising*pi));omega_t=[w_raising,w_top',w_falling℄;t_step=t_all/length(omega_t);%define the initial statex1=[1;0℄;%do the first evolution step outside the loopw1=sqrt(omega_t(1)^2+delta^2);beta=a
os(delta/w1)/2;x2=[
os(beta),-sin(beta);sin(beta),
os(beta)℄*x1;x21=x2;x31=[exp(i*w1*t_step/2),0;0,exp(-i*w1*t_step/2)℄*x21;x41=[
os(beta),sin(beta);-sin(beta),
os(beta)℄*x31;for (i0=1:length(omega_t))t=(i0-1)*t_step;w0=omega_t(i0);w1=sqrt(w0^2+delta^2);w_int=w_int+w1*t_step;beta=a
os(delta/w1)/2;%get the new dressed state 
oeffi
ient with the new parametersx21=[
os(beta),-sin(beta);sin(beta),
os(beta)℄*x41;%do the dressed phase evolutionx31=[exp(i*w1*t_step/2),0;0,exp(-i*w1*t_step/2)℄*x21;%rotate ba
k to the unperturbed basisx41=[
os(beta),sin(beta);-sin(beta),
os(beta)℄*x31;%do the ideal phase evolution (the adiabati
 approximation)



D.1 Simulation of a 2 level system 99x3=[exp(i*w_int/2),0;0,exp(-i*w_int/2)℄*x2;x4=[
os(beta),sin(beta);-sin(beta),
os(beta)℄*x3;result=[result,x4℄;result1=[result1,x41℄;end;figure(1)plot(abs(result1(2,:)).^2)figure(2)plot(t_all_list,abs(x41_result(2,:)).^2)



100 D MATLAB SOURCE CODED.2 Cal
ulation of the adiabati
 fa
torThe following 
ode 
al
ulates the adiabati
 fa
tor α for given detuning and Rabi frequen
yT2=10e-6t=[1:1000℄/1000*T2;omega0=461e3*2*pi;dstart=30;dstep=30e3;n0=41d_array=[℄;max_bla
k=[℄;max_lin=[℄;max_
os=[℄;for i0=1:n0d_array=[d_array,dstart+dstep*i0℄;d1=(dstart+dstep*i0)*2*pi;adia_bla
k = .5*omega0*(sin(t*pi./T2)* pi./T2-.32* ...... sin(2*t*pi./T2)*pi./T2)* d1./(d1.^2+.25*omega0.^2 ...... *(.84-
os(t*pi./T2)+.16*
os(2*t*pi./T2)).^2).^(3./2) ;adia_lin = omega0*d1./(T2*(d1.^2+omega0.^2*t.^2./T2.^2).^(3./2));adia_
os = 4*omega0*sin(t*pi./T2)*pi*d1./(T2* ...... (4*d1.^2+omega0.^2*(1-
os(t*pi./T2)).^2).^(3./2));max_bla
k=[max_bla
k,max(adia_bla
k)℄;max_lin=[max_lin,max(adia_lin)℄;max_
os=[max_
os,max(adia_
os)℄;end;
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