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Abstract

This thesis describes techniques used in trapping and cooling a single
88Sr+ ion. It also presents the development of a novel technological approach

for fabricating a scalable trapped-ion quantum information processor.

A single 88Sr+ ion is loaded into a radio-frequency endcap trap. To facili-

tate this a clean, efficient method of photoionising Sr via a two-step resonant

process has been developed, using all diode-based laser systems. This method

of trap loading is quantitatively compared to the previously-used electron-

bombardment loading method, and shown to reduce the Sr vapour pressure

required to load by four orders of magnitude. It also provides more than

an order of magnitude reduction in the day-to-day variation of the voltages

required to compensate micromotion.

A single trapped 88Sr+ ion is then cooled to the zero point of its axial

motion. A ground-state occupation probability of 98.6(8)% was achieved

using resolved-sideband laser cooling on the 674 nm 2S1/2–
2D5/2 quadrupole

transition. The ion’s heating rate was measured to be 0.054(4) quanta/ms,

implying a spectral density of electric-field noise comparable to the other

values reported in the literature.

Finally a design for a novel microfabricated ion trap is proposed. By using

a process based on planar silica-on-silicon techniques, the trap electrodes

are made of gold-coated silica and are spaced by highly-doped silicon in a

monolithic structure. The trapping potential is modelled and the operating

parameters required to achieve experimentally useful motional frequencies

are calculated. Practical concerns—including RF heating of the substrate,

and electrical- and mechanical- breakdown—are investigated and are not

expected to limit the operation of the trap. Progress towards the fabrication

of such a trap is also presented.
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CHAPTER 1

Introduction

Quantum systems can simultaneously exist in two states which would be

classically mutually exclusive. One of the most famous thought experiments

to illustrate this is that of Schrödinger’s Cat, in which a cat is simultaneously

alive and dead. Quantum systems also have the property that such “super-

position” states can be dependent on—entangled with—other superposition

states. In Schrödinger’s case a vial of poison is both broken and unbroken,

and perfectly correlated with the cat being dead and alive. Such complexity

means that quantum systems can rapidly become too difficult to model on a

classical computer.

In 1982 Richard Feynman pointed out that while a computer using clas-

sical bits of information could not keep up with such involved behaviour,

a quantum computer, using quantum bits (qubits), could utilise that very

behaviour to efficiently simulate another quantum system [1]. A quantum

computer can thus be seen to be capable of performing calculations that a

classical computer cannot. This left the realm of a mere scientific curiosity

when, in 1994, Peter Shor observed that one such computation is that of
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efficient factorisation [2]. This is significant, as the difficulty of factorising

large numbers is the basis of much modern cryptography [3]; if a quantum

computer can be realised physically, such cryptographic systems could be

compromised. Several further algorithms have also been proposed and imple-

mented which can carry out calculations more efficiently than their classical

counterparts. Notable among these are the Deutsch-Jozsa algorithm [4, 5]

which evaluates whether or not a function is balanced, and Grover’s search

algorithm [6] which can search unsorted databases quadratically faster than

a classical search. Mechanisms for dealing with errors and imperfections in

the manipulation of quantum states have also been proposed [7, 8] to allow

fault-tolerant computing. Beyond computing specifically, quantum states

can be manipulated to allow new or improved processes to be carried out,

including teleportation of quantum states [9], and unconditionally secure

cryptography [10]. Finally, quantum correlations between particles can allow

additional precision in metrological applications [11]. All of these processes

are collectively termed quantum information processing and communication

(QIPC).

There is a variety of physical systems in which a quantum computer

might be realised. Much progress was initially made using nuclear magnetic

resonance (NMR) techniques, and even Shor’s algorithm has been realised

for small numbers (factorising the number 15, on a 7-qubit register) [12].

There are, however, significant problems with scaling the processes involved

to large numbers of qubits [13]. The very small energy level spacings involved

(. µeV) mean that the system cannot practically be initialised by cooling to

the ground state. Instead a “pseudo-pure” ground state is used, where only a

16



fraction of the qubits are in the correct state, and then the incorrect answers

are averaged out by measuring a bulk system. Unfortunately, the amplitude

of the averaged “correct” signal decreases exponentially with the number of

qubits, thereby negating the potential speed-up of a quantum system. Other

possible candidate systems include [14]: photons, cavity QED, solid-state

systems, neutral atoms, and ion traps. Currently ion traps offer one of the

most promising systems for realising a scalable quantum computer [15–17].

It is such systems which are of interest to the work at hand: the methods

and technologies developed in this thesis work are directly applicable to the

further development of trapped-ion quantum computing.

Shor’s full algorithm has yet to be realised with trapped-ion systems,

though steps have been taken towards realising parts of it [18, 19]. Several al-

gorithms have been realised, however, including the Deutsch-Jozsa algorithm

[20], Grover’s search algorithm [21], and error correction [22]. Deterministic

teleportation of the quantum state of an atom has also been demonstrated

[23, 24]. Following Feynman’s original line of thinking, work has also been

carried out into using trapped ions to simulate the behaviour of other quan-

tum systems [25]. Of particular interest to metrological institutes, such as

the National Physical Laboratory (NPL), is quantum-enhanced metrology in

trapped-ion systems. In this kind of metrology, entanglement of the parti-

cles being measured allows a measurement precision which is not possible

using classical means. For example the entanglement of particles’ spins al-

lows the spin rotation angle to be measured with enhanced precision, which

can be used to increase the precision of Ramsey spectroscopy experiments

[26]. Three [27] and six [28] particle entangled states have also been pro-
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duced and demonstrated to allow spectroscopic measurements with better

signal-to-noise than classically possible. While each of the operations listed

above can out-perform a classical computer of the same sized register, they

have not been experimentally demonstrated for more than a few qubits; the

state of the art stands at entangled states of only six [28] or eight [29] ions.

To become useful, systems must be extended to many, many qubits.

While Schrödinger’s cat provides an interesting thought experiment, its

very strangeness illustrates the fact that quantum states are not generally

observed in macroscopic systems; quantum systems do not trivially scale

up. In order to achieve a quantum computer in practice, certain stringent

requirements must be met [30]. These are called the DiVincenzo Criteria and

are now outlined, with the salient features for ion traps being discussed.

1) A scalable physical system with well-characterised qubits.

Even within the field of trapped-ion quantum computing, there is a

number of ways to realise an good approximation to the ideal two-level

system required for a qubit [15]. These include: two hyperfine compo-

nents of an ion’s electronic ground state; the electronic ground state and

a metastable excited state of an ion; and two states of a trapped ion’s

quantised motion. The system considered in this thesis is a trapped

88Sr+ ion, and utilises the second and third of these qubits; specifically

the optical quadrupole 2S1/2–
2D5/2 transition; and the transition be-

tween the motional ground state (n = 0) and the first excited state

(n = 1). Such qubits (here in 88Sr+ and elsewhere in 40Ca+) are well

characterised [31–33]. The significant outstanding challenge is that of

18



making the system scalable to larger numbers of qubits.

There are several proposed ways to scale processing from a single ion

to many (thousands of) ions. These include arrays of microtraps where

ions are moved between different trap segments [34], or where a single

“head” ion carries quantum information between traps [35]; coupling

ions via photons [36–38]; and using hybrid trapped-ion / solid-state

systems [39]. A geometry which could in principle realise the first of

these proposals for a scalable architecture—specifically a silicon-based,

segmented microtrap where ions can be moved between segments—is

discussed in chapters 6–7.

2) The ability to initialise the state of the qubits to a simple fiducial state.

The qubits used in this experiment consist of two electronic levels and

two vibrational levels of a bound 88Sr+ ion. Initialisation of these qubits

corresponds to preparing the ion in the ground electronic state, and

cooling the ion to its motional ground state respectively. The former

is simply achieved by optical pumping. The latter forms the subject of

chapter 5.

3) Long relevant decoherence times, much longer than the gate operation

time.

For trapped-ion systems, typical gate times are of order a few hun-

dred microseconds, e.g. [20, 21, 23, 40, 41]. The natural lifetime for

the electronic qubit used in 88Sr+ is 390 ms [31]. To ensure that the

decoherence time of the motional qubit is long compared to the gate

operation time, the heating rate must be sufficiently small that the
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vibrational number does not change significantly during an operation.

Many factors exist which affect the ion-heating rate [15], and the im-

plementation of techniques to overcome some of these are discussed in

chapter 4. A measurement of the heating rate of a single trapped 88Sr+

ion is presented in chapter 5.

4) A universal set of quantum gates.

If an arbitrary interaction between any number of qubits can be broken

down into a certain set of operations, this set is called “universal”. A

classical example would be that of a NAND gate: all binary opera-

tions can be performed by different combinations of NAND logic gates.

Quantum mechanically, all qubit interactions can be decomposed into

one-qubit and two-qubit operations [42], and all two-qubit operations

can be decomposed into controlled-NOT (C-NOT) operations [43]. It is

possible to implement a C-NOT operation using trapped ions [44, 45],

and together with single-qubit operations this comprises a universal set

of gates.

5) A qubit specific measurement capability.

In the experiment described here, the electronic state of the ion can be

measured using Dehmelt’s electron shelving technique [46, 47]. When

several ions are held in a linear trap, their states can be read out

simultaneously by illuminating the entire string with the read-out laser,

and imaging the ions onto a charge-coupled device (CCD) camera so

that the image of each ion can be spatially resolved [48]. Individual

qubit read-out without disturbing the state of neighbouring qubits can
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be achieved for each ion either by focusing the read-out laser onto

different ions, e.g. [23, 41, 49], or by moving different ions into the

focus of the read-out laser, e.g. [19, 22, 24, 50]. The latter method

offers greater versatility, and can reduce the amount of stray light seen

by non-target ions. This method of addressing will be facilitated by

the segmented trap design discussed in chapters 6–7.

This thesis is organised as follows. The theoretical background behind

the work presented is laid out in chapter 2. Chapter 3 details the experi-

mental setup required for this work, highlighting the new apparatus which

was designed and built. Chapter 4 describes the resonant photoionisation of

strontium, and compares the subsequent stability of the ion trap’s potential

with that of a trap loaded via electron-bombardment ionisation. Cooling of

a single 88Sr+ ion to the motional ground state is described in chapter 5,

along with a measurement of the ion’s subsequent heating rate. Chapters

6–7 present the progress towards realising a microfabricated, silicon-based

ion trap: chapter 6 details the modelling of the trap structure; chapter 7

outlines the work which has been carried out in cooperation with the Centre

for Integrated Photonics (CIP, Ipswich) towards fabricating such a device.
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CHAPTER 2

Theoretical background

2.1 Introduction

In the work described in this thesis a Sr atom is photoionised, trapped in a

radio-frequency (RF) trap, and cooled to the ground state of its motion. The

design of a novel linear RF ion trap is also presented. This chapter outlines

some of the background concepts for this work. Specifically, a summary of

the electronic structure of strontium (Sr I and Sr II) is given in section 2.2;

an overview of the physics of RF traps is given in section 2.3; section 2.4

introduces the principles of laser cooling.

2.2 Energy levels of strontium

Strontium ( 88
38Sr ) is a group II metal situated between 20Ca and 56Ba in the

periodic table. Selected energy levels of Sr I (atomic strontium) are shown in

figure 2.1a. The transitions shown are those used in this work to photoionise

Sr. The radiation wavelengths associated with these transitions, along with
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Figure 2.1: (a) Selected energy levels of Sr (Sr I). (b) Lowest ly-
ing energy levels of Sr+ (Sr II). The arrows are labelled with the
wavelength of light associated with a particular transition.

transition linewidths, are specified in table 2.1. The (4d2+5p2) 1D2 level is

autoionising. This state is doubly excited, so that each excited electron is

bound, but their combined energy is greater than the first ionisation poten-

tial. From here, one electron returns to the ground state and the other is

ejected into the continuum of unbound states above the ionisation potential.

The rapidity of this process means that the transition has a broad linewidth.

Both the 1S0—
1P1 and 1P1—

1D2 transitions can be driven using radiations

produced by diode-laser-based systems.

Sr+ has an alkali-like electronic structure, with a single valence electron,

and a term scheme which is the same as that of atomic 37Rb. The lowest lying

energy levels of 88Sr+ are shown in figure 2.1b. The radiation wavelengths and

transition linewidths associated with these transitions are listed in table 2.1.
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Transition Wavelength Γ/2π τ = 1/Γ

Sr I

1S0 — 1P1 460.8620 nm [51] 32 MHz 5.0 ns [52]
1P1 — 1D2 405.2 nm [53] 260 GHz 0.6 ps [53]

Sr II

2S1/2 — 2P1/2 421.6706 nm [51] 20.22 MHz 7.87 ns [54]
2S1/2 — 2P3/2 407.886 nm [51] 22.77 MHz 6.99 ns [54]
2S1/2 — 2D3/2 687.0066 nm [51] 0.37 Hz 435 ms [54]
2S1/2 — 2D5/2 674.02559 nm [55] 0.41 Hz 390 ms [31]
2D3/2 — 2P1/2 1091.7860 nm [51] 1.52 MHz 105 ns [54]
2D5/2 — 2P3/2 1033.01 nm [51] 1.38 MHz 115 ns [54]

Table 2.1: Wavelengths, linewidths and decay times of selected
transitions in Sr I and Sr II. A historical summary of measurements
of the 1P1—

1D2 transition is given in [56].

All of the interaction wavelengths required can be produced using diode-

laser-based systems.

The 2S1/2—
2P1/2 dipole transition has a 20 MHz linewidth. This means

that Doppler cooling to low vibrational quantum numbers is feasible using

this transition (as outlined in section 2.4.1). This transition is also used to

measure the state of the atom after it has been prepared in a superposition

of 2S1/2 and 2D5/2 states. When illuminated by 422 nm light, an ion in the

2D5/2 state remains dark, while an ion initially in the 2S1/2 state will cycle

on the 2S1/2—
2P1/2 transition and scatter many photons, which can then be

detected. Rather than always returning to the ground state, the 2P1/2 state

decays to the metastable 2D3/2 state with a branching ratio of 1:13. This
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would prevent efficient cooling on the 2S1/2—
2P1/2 transition. Radiation at

1092 nm is required to return the ion from the 2D3/2 state to the cooling

cycle.

The two lowest-lying excited states (2D3/2 and 2D5/2) can decay only

via dipole-forbidden transitions, and consequently have long lifetimes. The

2S1/2—
2D5/2 transition is used to realise sub-Doppler cooling of the ion, using

a resolved-sideband-cooling method (as outlined in section 2.4.2). To allow

many cooling cycles to be performed rapidly on this long-lived transition,

radiation at 1033 nm is used to mix the 2D5/2 state with the 2P3/2 state [57],

from where the ion quickly returns to the electronic ground-state. It should

be noted that the levels shown in figure 2.1 are somewhat simplified, and

each level shown has two or more Zeeman components. These components

are degenerate only when the magnetic field is zero, but are non-degenerate

in an applied magnetic field.

In addition to being used for ground-state cooling, the long lifetime of the

2S1/2—
2D5/2 transition makes it a qubit candidate for trapped-ion quantum

computing [31, 58]. Quantum gates and algorithms have been proposed

which use such long-lived (high-Q) optical transitions [5, 44], and these have

been realised using the 2S1/2—
2D5/2 quadrupole transition in 40Ca+ [20, 45],

analogous to that in 88Sr+.

Throughout this thesis the 2S1/2—
2P1/2 transition at 422 nm is referred to

as the “Doppler-cooling” transition. The 2D3/2—
2P1/2 transition at 1092 nm

is referred to as the “repumper” transition. In general, the 2S1/2—
2D5/2

transition at 674 nm is referred to as the “probe” transition. Certain specific

Zeeman components (mj = −1/2—mj = −5/2 and mj = −1/2—mj = −1/2
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respectively) are termed the “sideband-cooling” and “spectroscopy” transi-

tions. The 2D5/2—
2P3/2 transition at 1033 nm is referred to as the “quencher”

transition in the context of sideband cooling, and as the “clearout” transition

at all other times.

2.3 Radio-frequency traps

In this work, a single 88Sr+ ion is held in a radio-frequency endcap trap. Ad-

ditionally a novel linear RF trap design is proposed. RF traps confine charged

particles using time-varying inhomogeneous electric fields. The physics of RF

ion traps is well established, and there exist several extensive reviews in the

literature [15–17]. This section introduces the salient trapping concepts. In

particular, it describes two basic types of trap geometry, some of the restric-

tions placed upon trapping fields to ensure stable ion confinement, and some

of the issues concerning a type of motion in the trap termed “micromotion”.

A charged particle cannot be trapped in three dimensions by a static

electric field. Specifically, for a harmonic potential:

Φ = Φ0(αX2 + βY 2 + γZ2), (2.1)

the Laplace condition, O2Φ = 0, dictates that:

α + β + γ = 0. (2.2)

This requires that the field is anti-trapping in at least one direction. Nonethe-

less, if this quadrupole field is varied periodically in time, then there is a
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Figure 2.2: Realisations of a spherical RF trap. These show cross
sections through the trap, where the full electrodes are solids of
rotation about the Z-axis. In each case an RF voltage, V (t)
= V0 cos(ΩTt), is applied to the electrodes shaded black, while the
grey electrodes are grounded. The circle marks the position of the
trap centre. (a) An ideal hyperbolic trap. (b) An endcap trap
provides an example of an non-ideal trap. See text for details.

small, time-averaged resultant force which acts towards the centre of the

trap [59, 60]. There are two common ways to realise the solution of eq. 2.2.

One is where α = β = 1; γ = −2. The second is where α = 1 = −β; γ = 0.

The electrode structures required to realise these solutions are called spher-

ical traps and linear traps respectively. The physics of these two types of

traps is now addressed in turn.

2.3.1 Spherical traps

The first solution to eq. 2.2 can be realised physically in a spherical Paul

trap (often simply called a Paul trap) which is illustrated in figure 2.2a.

This consists of a ring of hyperbolic cross section, with a pair of hyperboloid

endcaps above and below. The entire trap has rotational symmetry about
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the Z-axis. From eq. 2.1 this provides a potential:

Φ =
Φ0

2R2

(
r2

2
− Z2

)
(2.3)

where R is the distance between the ion and the nearest electrode, ρ is

the distance from the ion to the ring and, by convention, ρ2 = 2R2. The

alternating trapping potential at the boundary, Φ0, is provided by applying

an RF voltage, V (t) = V0 cos(ΩTt), to the endcaps and grounding the ring.

The physics of trapping is exactly equivalent if the RF voltage is applied to

the ring, and the endcaps are grounded.

Rather than considering a time-varying potential, it is convenient to con-

sider the effective, time-averaged confining potential, or pseudopotential, ψ

[59]:

ψ =
e2

4MΩ2
T

|OΦ(X,Y, Z)|2 (2.4)

where e is the charge on the ion, M is the ion’s mass, and Φ(X,Y, Z) is

the instantaneous potential when Φ0 = V0. It may be noted that OΦ is the

electric field. The component of the motion due to the pseudopotential is

called the secular motion (“secular” meaning “slow”. The pseudopotential

approximation neglects a rapid component of the motion at the trap drive

frequency, called the micromotion. This is considered in section 2.3.4). For

an idealised Paul trap the pseudopotential causes the ion to oscillate in the

axial and radial directions with secular frequencies, ωZ, ωr, which (to first
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order) are given by [60]:

ωZ =
eV0√

2MΩTR
,

ωr =
eV0

2
√

2MΩTR
. (2.5)

Higher order corrections can be found in reference [61], though for the present

work eq. 2.5 is sufficient.

The hyperbolic electrode surfaces depicted in figure 2.2a are not easy to

accurately machine on small scales. Additionally, the optical access for such

a geometry is not great, as the ring largely obscures an ion at the centre of the

trap. It is, however, possible to depart significantly from such an idealised

geometry, and still retain a harmonic potential near the trap centre [62–66].

One such trap—an endcap trap [64]—is illustrated in figure 2.2b. In this

realisation it can be imagined that the grounded ring of the ideal case has

essentially been split in two, and moved to the sides of the endcap electrodes.

Having deformed the trap in such a manner, the basic physics of trapping

remains the same. However, not all of the applied voltage contributes to

the harmonic potential as, in addition to the quadrupole potential of the

idealised trap, the potential now also has higher-order terms. The harmonic

oscillations which the ion undergoes near the centre of the trap are therefore

effectively driven by a smaller RF voltage. The effect of the driving voltage is

therefore reduced by a factor η, called the trap efficiency. This is defined as

the ratio of the quadrupole component of a given trap to that of a hyperbolic

trap of the same characteristic dimension, R. The motional frequencies in a
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general spherical trap therefore become:

ωZ =
eηV0√

2MΩTR
,

ωr =
eηV0

2
√

2MΩTR
. (2.6)

In general, the efficiency cannot be calculated analytically, but requires a

numerical approach. This is explained fully in chapter 6.

2.3.2 Linear traps

The second solution to eq. 2.2 can be realised physically in a linear Paul trap,

illustrated in figure 2.3a. This consists of four long rods, each of hyperbolic

cross section. By applying an RF voltage, V (t) = V0 cos(ΩTt), to one diagonal

pair of electrodes and grounding the remaining pair, this trap provides a

potential:

Φ =
Φ0

2R2
(X2 − Y 2). (2.7)

The expression for the pseudopotential in eq. 2.4 is entirely general, and is

therefore applicable to this linear geometry. From eq. 2.7 it is clear that the

pseudopotential in this case is planar; it has no axial (Z) component. This

can easily be understood from the axial symmetry of the design. Unlike a

spherical trap, which has an RF null at a single point at the centre, a linear

trap has an RF null which extends along the length of the trap axis. The

trap can be made to be confining in the axial direction by the addition of

DC electrodes at either end.

As with the spherical Paul trap, the hyperbolic electrodes are not easy to
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Figure 2.3: Realisations of a linear RF trap. In each case an RF
voltage, V (t) = V0 cos(ΩTt), is applied to the electrodes shaded
black, while the grey electrodes are held at RF ground. (a) Hyper-
bolic electrodes realise the ideal potential of eq. 2.7. By symmetry it
can be seen that the RF potential is not axially confining. (b) Typ-
ically, the ideal case is approximated by four circular rods, instead
of hyperbolae. Endcap electrodes are held at a small, positive DC
voltage to axially confine ions. (c)–(f) Cross sections through the
XY -plane of various linear traps in the literature (see text for de-
tails). In each case, the circle marks the position of the trap axis.
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machine accurately. However, hyperbolic electrodes are also not necessary,

and a wide range of geometries can be made which approximate the ideal po-

tential, and which retain a harmonic potential at the trap centre. Typically,

the four hyperbolic electrodes can be replaced with four wires of circular cross

section, e.g. [67–69]. Figure 2.3b shows a typical design, including the endcap

electrodes, held at a small, positive DC voltage to provide axial confinement.

For a variety of reasons, generally related to fabrication, and particularly to

microfabrication, it may be desirable to deform the geometry further. For

example, traps have been designed and made where the electrodes consist of

four flat planes (figure 2.3c) [11, 50]; four planes arranged with a very high

aspect ratio (figure 2.3d) [70, 71]; six electrodes arranged in three layers (fig-

ure 2.3e) [72–75]; or even with all the electrodes in a single plane (figure 2.3f)

[76, 77]. In each case, the physics of trapping remains essentially unchanged,

though the trap efficiencies can vary significantly (to as low as η = 0.3 in the

case of the trap in figure 2.3f).

The motional frequencies in linear traps are given by [70]:

ωZ =

√
2κeVDC

Mf
,

ωr =
e V0 η√

2 M ΩT R2
, (2.8)

where κ is a geometrical factor related to the placement of the endcap elec-

trodes, and f is the distance from the ion to the nearest endcap electrode. It

should be noted that in addition to providing axial confinement, the use of

endcap electrodes may lift the degeneracy of ωr, depending on the geometry
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of the endcaps. This is discussed in more detail in chapter 6.

For a given fidelity of operation, the speed of a Cirac-Zoller type ion-

trap quantum processor scales as the geometrical mean of the ions’ motional

frequency and the photon recoil frequency associated with the ion string

[78]. Any practical ion trap for quantum information processing (QIP) ap-

plications should therefore have as high a motional frequency as possible.

Frequencies currently realised are in the range of several megahertz, e.g. an

axial centre of mass (COM) mode of ωZCOM/2π = 3.4 MHz has been used

when creating a 6-ion entangled state [28], and a breathing mode for 2 ions

of ωZb/2π = 2.1 MHz was used in a C-NOT gate [45]. (For comparison, this

implies ωZCOM/2π = 1.2 MHz.) It should be noted that the axial centre of

mass (COM) motional frequency on a string of N ions is independent of N

[44, 67].

2.3.3 Stability requirements

For an ion trap to provide a stable trapping potential it is not sufficient

to simply apply a general RF voltage to the electrodes; the equations of

motion for a trapped ion only have sinusoidal (i.e. stably trapped) solutions

for certain values of the applied voltage and drive frequency [60, 79]. These

dependencies are summed up in a set of dimensionless stability parameters, a

and q. In introducing these it must be first noted that, to be entirely general,

the electrodes held at RF ground need not also be maintained at DC ground,

and for a variety of reasons, it is often useful to hold them at some small DC

voltage, U0. If S and L denote spherical and linear traps respectively, and r
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Figure 2.4: Stability conditions for spherical and linear traps. In
order to provide a stable trapping potential, the parameters a and
q (defined in the text) must be kept within certain bounds. The
shaded regions show the stable values for (a) a spherical trap, and
(b) a linear trap.

and Z denote axial and radial directions, the a and q parameters are defined

as [60]:

aL
r = aS

Z = −2aS
r =

4eηU0

MR2Ω2
T

,

qL
r = −qS

Z = 2qS
r =

2eηV0

MR2Ω2
T

. (2.9)

The q parameter provides stability constraints on the amplitude of the RF

voltage, and the a parameter constrains the DC offset. In a linear trap, even

with DC endcap electrodes, there is no axial RF field and so qL
Z = 0. In

order for the ion’s trajectory to remain stable these parameters must be kept

within certain bounds, as illustrated in figure 2.4 [17, 60, 79, 80]. Outside of
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these values the oscillations in the ion’s motion grow exponentially and the

ion is ejected from the trap.

It must additionally be noted that a linear trap of the type shown in fig-

ure 2.3b also has endcap electrodes held at a voltage VDC. There are therefore

further stability conditions to be met, which depend on these endcap volt-

ages. The relevant parameters are combined in the dimensionless parameters

aDC
r and aDC

Z , defined as [81]:

aDC
Z = −2aDC

r = − 8eκVDC

Mf 2Ω2
T

. (2.10)

The stability requirements—that a and q fall within certain values—apply

to harmonic potentials. If the potential is not perfectly harmonic, then the

ion can be driven by higher-order-harmonic terms and areas of instability

can occur within an otherwise stable region of parameter space. [80]. These

problems are more frequent towards higher values of q, and so traps are

typically operated in the region q ' 0.6, e.g.[50, 71, 82]. From eqs. 2.8 and

2.9 for a given, fixed q, an ion’s radial motional frequency, ωr, is proportional

to the drive frequency, ΩT. Provided q2 ¿ 2, and neglecting perturbations

from the endcap voltages, this can be approximated as [15, 61]:

ωr ' q

2
√

2
ΩT. (2.11)

Many applications of linear RF ion traps (including trapped-ion quantum

computing, as planned for the linear trap described in chapters 6 and 7)

require a one-dimensional string of ions, aligned along the trap axis. If the
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axial confinement of a 1D string of N ions is too strong compared to the

radial confinement, then the string undergoes a phase transition from one to

two dimensions. The strength of the confinement is characterised by the ions’

motional frequencies, and it has been found numerically that to maintain a

linear string, the motional frequencies must obey the inequality [83]1:

ωZCOM < 1.57N−0.87ωr− (2.12)

where ωr− is the lower radial motional frequency, in the general case where

the radial frequencies are non-degenerate. To achieve a linear string of 4 ions

with ωZCOM/2π = 2 MHz therefore requires ωr/2π > 4.3 MHz.

2.3.4 Micromotion

So far, the description of the ions’ motion within a trap has assumed that the

potential an ion sees can be well described by the pseudopotential approxi-

mation (eq. 2.4). Exactly at the centre of the trap there is an RF null at the

nodal position of the RF field, and the approximation holds well. However,

when the ion departs from this position (as an oscillating ion must) it also

experiences a driven motion at the trap drive frequency, called micromotion.

In a linear trap this only occurs in the radial direction, as the RF field has no

axial component (c.f. eq. 2.7), while in a spherical trap micromotion occurs in

all directions. In as much as an ion can never be confined at rest at the trap

centre, micromotion is ubiquitous. However, if stray DC fields displace the

1Note: eq. 2.12 is derived from figure 4 of this reference. The figure requires that the
scaling constant for the power law given is c = 100.395, rather than c = 0.395 as given in
the text of the paper.
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average position of the ion from the RF null, then the ion undergoes excess

micromotion [81]. Depending on the degree to which the ion is displaced,

this driven motion can have several significant, detrimental effects.

Whereas secular motion is thermal in nature, micromotion is driven and

cannot be significantly reduced by cooling the ion. Conversely, if more than

one ion is confined in the trap, the micromotion of one ion can be coupled to

the secular motion of another and lead to ion heating [84]. Furthermore, the

modulation of the atomic transition due to micromotion adds RF sidebands

to the usual components of the ion’s transition spectrum. This reduces the

strength of laser-ion interactions involving the carrier. It can also lead to

laser heating of the ion, if a laser which would otherwise cool the ion is blue-

detuned of a micromotion sideband [81, 84]. Methods of minimising excess

micromotion are discussed in chapters 3–4.

2.4 Laser cooling

Due to the uncertainty relationship between position and momentum an ion

held in a finite volume of space cannot also be completely at rest. Even in its

motional ground state it still has some energy, simply due to being confined.

This is termed the zero-point energy. For many QIP applications an ion

must be cooled to (or very close to) this energy. This is termed “ground-

state cooling” or “zero-point cooling”. Laser cooling was used to achieve the

zero-point cooling presented in chapter 5. The two laser cooling methods

required are now described.
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2.4.1 Doppler cooling

Doppler cooling is a commonly used technique for cooling trapped ions, and

there are numerous reviews on the subject [85–88]. In outline, Doppler cool-

ing works as follows. An ion is excited by absorbing a photon (and the

associated momentum) which is incident upon it from a particular direc-

tion. The ion then spontaneously decays back to the ground state, emitting

a photon in a randomised direction, and by so doing receives a randomised

momentum kick. Averaged over many absorption-emission cycles, this pro-

cess results in a net reduction in the velocity of the ion towards the incident

light source. By detuning the laser wavelength below the transition reso-

nance, the motion of the ion Doppler shifts the light into resonance when

moving towards the source, and out of resonance when moving away from

it. A bound ion can be cooled in three dimensions by a single laser which is

incident at an angle oblique to all three principal axes of the ion’s motion. At

some point the heating effect from the randomised momentum kicks exactly

balances the cooling effect, and no further net cooling occurs. By setting

the laser detuning to −Γ/2 from resonance the Doppler limit—the lowest

motional state achievable by Doppler cooling—can be obtained. This has a

mean vibrational quantum number of [88]:

n̄min =
1

2

(
Γ

ω
− 1

)
. (2.13)

With typical linewidths of dipole transitions, Γ, being several tens of MHz,

and typical trap frequencies, ω, of a few MHz, this process can cool an ion
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to only a few vibrational quanta, but is generally insufficient to cool an ion

to the ground state (n = 0).

2.4.2 Sideband cooling

A cold ion can be cooled to the ground state using the technique of resolved-

sideband cooling [86, 89–91]. The principle of this process is outlined here,

along with a description of the way the atomic spectrum is modified for very

cold ions, and how this can be used to measure the ground-state occupa-

tion probability. The experimental procedure used for sideband cooling is

explained in further detail in chapter 5.

The degree of confinement of a bound ion interacting with light of wave-

length λ, incident at an angle θ, with the ion’s motional mode is quantified

by the Lamb-Dicke parameter [17, 92]:

η =
2π

λ
cos θ

√
~

2Mω
. (2.14)

The ion is said to be in the Lamb-Dicke regime if η
√

2n̄ + 1 ¿ 1. This is

easily achievable by Doppler cooling. In the Lamb-Dicke regime the narrow

2S1/2—
2D5/2 transition in 88Sr+ has well-resolved motional sidebands spaced

by ±ω from the carrier [17], as required for resolved-sideband cooling. In this

method the transition is excited on the red (lower) motional sideband, though

it decays predominantly on the carrier. This reduces the phonon number of

the ion by one for each cooling cycle until a high ground-state-occupation

probability is reached.

In the Lamb-Dicke regime the coupling strengths of the carrier, and blue
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and red sidebands respectively are [15]:

Ωn,n = Ω0

Ωn,n+1 = Ω0η
√

n + 1 (2.15)

Ωn,n−1 = Ω0η
√

n.

From this it can also be seen that the coupling strength of the red sideband

goes to zero as n → 0. It can be seen from eq. 2.15 that the mean vibra-

tional quantum number can be calculated from the ratio of the red and blue

sideband coupling strengths as:

n̄ =
1(

Ωn,n+1

Ωn,n−1

)2

− 1
. (2.16)

By assuming a thermal superposition of states, the occupation probability

for any particular state, n, given a mean phonon number, n̄, is [17]:

P (n|n̄) =
n̄n

(1 + n̄)1+n
. (2.17)

In practice, an occupation probability of unity cannot be obtained for the

ground state by sideband cooling, as the sideband cooling process also induces

heating effects due to off-resonant excitations.
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CHAPTER 3

Experimental setup

3.1 Introduction

In this experiment a Sr atom is efficiently photoionised and trapped in an

RF endcap trap. This single 88Sr+ ion is then cooled to the ground state

of its axial motion. Such a motional state is a prerequisite for many QIP

applications. This chapter describes the experimental apparatus required to

achieve such ground-state cooling.

With reference to figure 2.1, atoms from a Sr source are photoionised via

a two-step resonant process by excitation of the atom on the 1S0—
1P1 transi-

tion with 461 nm radiation, followed by excitation with 405 nm radiation to

the autoionising (4d2+5p2) 1D2 state [93]. A single ion so produced is then

trapped in an RF endcap trap where it can be held in a controlled environ-

ment in a well-characterised harmonic potential, and with a known applied

magnetic field. The ion is Doppler cooled on the 2S1/2—
2P1/2 dipole transi-

tion with 422 nm light. To prevent the ion being lost from the cooling cycle
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due to decay from the 2P1/2 level to the 2D3/2 state, a 1092 nm laser resonant

with this transition returns the ion to the cooling cycle. Sideband cooling to

the motional ground state is carried out by driving the motional sidebands of

a particular Zeeman sublevel of the 2S1/2—
2D5/2 quadrupole transition with

light at 674 nm [94] where the Zeeman sublevels are resolved by applying a

magnetic field of 380 µT. The upper state of this transition is long-lived (τ

= 390 ms [31]) and so must be quenched in order for cooling to proceed at

an appreciable rate. This is achieved using 1033 nm radiation which couples

the 2D5/2 state to the 2P3/2 state, from which the ion rapidly returns to the

ground state. The state of the ion can be measured using Dehmelt’s electron

shelving technique by detecting the 422 nm light scattered by the ion.

Much of the apparatus described in this chapter was extant at the start of

this thesis work. There are, however, several parts of the set-up which were

built or improved as part of this work. The 461 nm source (comprising a

922 nm external-cavity diode laser [ECDL], and a frequency-doubling cavity)

and the 405 nm laser were designed and built so that a new photoionisation

scheme could be implemented. The pre-existing 422 nm Doppler-cooling laser

was rebuilt using a new design (similar to that of the 461 nm photoionisation

system), to improve the reliability of its operation. The 922 nm ECDL design

used as part of the photoionisation system was also adapted to replace the

previous 1033 nm quencher / clearout laser.

This chapter is organised as follows. The endcap trap and associated

apparatus are described in section 3.2. The laser systems are described in

section 3.3. Specifically, sections 3.3.1–3.3.2 describe the 461 nm and 405 nm

sources used for photoionisation. Sections 3.3.3–3.3.4 describe the 422 nm
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and 1092 nm sources used for Doppler cooling. Sections 3.3.5–3.3.6 describe

the 674 nm and 1033 nm sources required for sideband cooling and spec-

troscopy. The experimental procedures required to load a single Sr+ ion are

described in section 3.4. The apparatus associated with the microfabricated

linear ion trap developed during this work [95] is not included in this chapter,

but is covered in chapter 7.

3.2 Ion trap apparatus

3.2.1 Endcap trap

The ion is confined in an RF endcap trap, identical in design to that of

Schrama et al. [64]. The trap (shown schematically in figure 3.1) is formed

by a pair of 500 µm diameter tantalum wires with a tip-to-tip separation of

560 µm. These are each shielded by a concentric cylindrical outer electrode,

which is also made of tantalum. The inner and outer endcaps are separated by

a ceramic spacer. This geometry allows a harmonic potential to be produced,

with efficiency η = 0.64, while maintaining a high degree of optical access.

Structure on an electrode’s surface may contribute to setting up spatial

variations in the electrode-material work function [96]. This is described

further in section 4.2, though it is noted here that this is thought to be a

cause of ion-heating. To reduce this possible cause, the tips of the inner

endcap electrodes are abrasively polished to be smooth on the µm scale.

The inner endcaps have an RF voltage applied, while the outer endcaps are

held at RF-ground. Small DC bias voltages can be applied to either outer
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Figure 3.1: Endcap-trap schematic.

endcap to minimise axial micromotion. The ratios of axial to radial frequen-

cies, ωX,Y/ωZ, can be varied by adding a DC voltage to both outer endcaps.

Additionally there are two orthogonal compensation electrodes in the radial

plane to which small DC voltages can be applied in order to minimise the

radial micromotion. All trap electrodes are held by a macor structure which

is mounted directly onto a 20-pin UHV feedthrough (2.75” conflat flange) as

shown in figure 3.2. The DC electrodes are spot-welded to constantan pins on

the feedthrough, and the RF source is connected to a separate feedthrough

in order to minimise pickup on DC lines.

Sr vapour is generated using an oven and hotplate arrangement, analogous

to that used in Ba by DeVoe and Kurtsiefer [97]. This arrangement can be

seen in figure 3.2. The loading method used with the oven and hotplate

system is outlined in section 3.4. It is noted here, however, that there is no
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Figure 3.2: Photograph of an endcap trap, showing oven and hot-
plate arrangement.

line of sight between the oven apertures and the trap, so that no material

from the ovens (be it Sr or impurity elements) can be evaporated from there

onto the electrodes. Both the ovens and the hotplate are made of tantalum

foil, and have their temperatures monitored by thermocouples spot-welded

to them. Two tungsten filaments are positioned ∼15 mm from the trap. If

photoionisation loading is not used, these can be used instead to produce a

flux of electrons to ionise the Sr vapour from the hotplate. As with the DC

trap electrodes, all electrical connections for the loading system are made via

constantan pins in the vacuum feedthrough.

45



3.2.2 Trap drive

The RF trapping voltage is supplied by a high-Q helical resonator [98] driven

by an RF synthesiser and amplifier. The helical resonator has an outer shield

diameter of 100 mm and an unloaded Q of 500, at a resonant frequency of

43.4 MHz. This Q is reduced to ∼90, with a resonant frequency of 15.9 MHz

when it is loaded by the endcap trap. The output of the resonator is highly

harmonic, with the second order harmonics being 70 dB below the fundamen-

tal. Based on calculations of the endcap trap’s efficiency carried out using

SIMION 3D1, the amplitude of the trap-drive voltage at the trap is inferred

to be V0 = 390 V, under standard operating conditions. This yields axial

and radial motional frequencies of ωZ/2π ' 3.8 MHz and ωr/2π ' 2.0 MHz

respectively.

3.2.3 Vacuum system

The trap is mounted within a cylindrical stainless-steel vacuum chamber,

250 mm long and 150 mm in diameter. The trap itself is mounted directly

onto a conflat flange, with all DC connections entering the chamber via this

feedthrough, and the RF connection entering via a separate feedthrough. The

windows for laser access are mounted a distance of ∼10 cm from the trap, and

one end of the chamber comprises a 150 mm re-entrant window to provide

optical access for the imaging system. The chamber is pumped down to a

pressure of 10−11 mbar by a Varian triode pump and SAES non-evaporable

getter pump.

1SIMION 3D 7.0, Scientific Instrument Services, Inc. NJ. 2003.
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The Zeeman splittings of the ion’s energy levels are magnetic-field depen-

dent. To control the magnitude of the Zeeman splitting, stray magnetic fields

at the ion can be offset, and additional fields applied, using three orthogonal

pairs of magnetic field coils wound outside the vacuum chamber. All three

pairs of coils are used to null the ambient magnetic field. The X coils (i.e.

the coils which produce a magnetic field along the X-direction) are then used

to apply a known magnetic field to the ion. The current in the field coils

produces a magnetic field at the ion of 140 × 10−6 T/A.

3.2.4 Imaging optics

The state of the ion is detected using Dehmelt’s shelving technique [46]. This

requires that the light scattered on the 2S1/2—
2P1/2 transition is detected.

This is done by imaging the ion onto a photo-multiplier tube (PMT). One

end of the chamber (in the −Ŷ direction) has a 150 mm re-entrant window

to allow a large solid angle for fluorescence detection. The 422 nm light

scattered from the ion is focused by a multi-element lens (f/# = 1.05, focal

length = 69 mm, magnification = 10) through a 200 µm pinhole onto the

PMT. The PMT has a short pass filter to reduce sensitivity to any light at

674-, 1033- and 1092 nm which may be scattered from the trap electrodes. It

does not filter light at 461- or 405 nm, and for this reason the light scattered

from the cooling transition cannot be measured while the photoionisation

lasers are incident on the trapping region. The PMT dark count is ∼10 s−1.

The background count with the cooling lasers incident on the ion, and the

ion in a dark state, can be up to 1600 s−1. The fluorescence count rate when
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a single cooling beam is incident, detuned by −Γ/2, is ∼2 × 104 s−1.

3.3 Lasers

3.3.1 461 nm photoionisation laser

In the first step of the photoionisation process, light at 461 nm is used to res-

onantly excite Sr atoms from the ground state on the 5s2 1S0—5s5p 1P1

transition. It is generated by frequency doubling 922 nm light from an

external-cavity diode laser (ECDL) using potassium niobate (KNbO3; KN)

in a resonant build-up cavity. The experimental arrangement is illustrated

in figure 3.3.

922 nm light from a laser diode (Toptica LD-0935-0050-AR-2) is colli-

mated, and incident on a ruled grating (1200 lines/mm, 200 nm blaze, ∼10%

feedback) at the Littrow angle (33.6◦) to form a 40 mm long external cavity.

As the grating angle is tuned, the wavelength fed back to the laser changes, as

does the length of the cavity. By correct positioning of the pivot point these

two parameters can be made to tune synchronously, or near synchronously,

as the grating angle is changed [99, 100]. In principle, mode hops due to the

competition of these two effects can be avoided all together. However, the

tuning range falls dramatically if the pivot point is moved even slightly from

this ‘perfect’ point in a particular direction [100]. By operating in certain re-

gions away from the perfect pivot point a compromise can be struck between

an acceptable machining tolerance and a wide tuning range. The ECDL was

designed so that it has a reasonable mode-hop-free tuning range (∼20 GHz)
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Figure 3.3: 461 nm laser.
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and can be reliably machined. The angle of the grating is adjusted in the

first instance using fine-pitched screws. Thereafter adjustment of the grating

angle is provided by a long extension piezo (PZT1, figure 3.3) which changes

the angle of the grating holder. The grating itself is mounted on a tubular

piezo (PZT2) to provide fast feedback to the length of the cavity if required.

The passive stability of the ECDL, and the requirements for photoionisation,

are such that the fast feedback is not used on this system. The laser diode,

grating and lens are all mounted in a monolithic aluminium block. This is

temperature controlled to ∼12◦C by a Peltier cooler on the base, which is

in turn mounted within a hermetically sealed aluminium outer block. This

block also acts as a heatsink for the Peltier cooler. The output beam from

the ECDL is circularised by a pair of anamorphic prisms (AP). A pair of

optical isolators (−30 dB isolation each) prevent feedback into the laser from

elements further along the optical path. The laser’s wavelength is set to

921.7240(5) nm using a wavemeter, and the laser possesses sufficient passive

stability to require no active frequency stabilisation.

461 nm radiation is obtained by frequency doubling of light using a non-

linear crystal. The physics of non-linear interactions of focused beams is

covered comprehensively by Boyd and Kleinman [101] and references therein.

The 922 nm light is frequency doubled using KN in a resonant build-up

cavity. This crystal was chosen as it has a very high non-linear coefficient.

For high circulating fundamental powers (more than a few watts) KN suffers

from a reduced conversion efficiency, and heating due to reabsorption of

the harmonic light [102], though for the modest circulating powers in this

application (a few hundred milliwatts), this is not of concern. To obtain an
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appreciable conversion efficiency the phases of the fundamental and harmonic

light must be matched throughout the crystal. Phase matching for 922 nm

can be achieved in KN by both angle tuning and temperature tuning of

the crystal’s refractive indices. Temperature tuning of KN is ideal to achieve

harmonic wavelengths around 430 nm, as the phase-matching temperature at

this wavelength is around 20◦C. At longer wavelengths temperature tuning

becomes impractical, as KN undergoes a phase transition at 223◦C [103].

At temperatures approaching this, the crystal becomes increasingly likely

to permanently depole, particularly if the temperature is changed rapidly

(by more than a few tens of degrees per hour) or inhomogeneously. The

phase-matching temperature for non-critically tuned KN at 922 nm is 150◦C

[103] which is closer to the crystal’s phase transition than is desirable. Walk-

off in the crystal means that angle tuning is a little less efficient than the

temperature-tuned equivalent, but phase matching can be achieved without

risking permanently depoling the crystal.

The refractive indices, nx, ny, nz of KN at 22◦ as a function of wavelength

are given by the Sellmeier equations [104]:

n2
x = 4.4308 +

0.1004

λ2 − 0.054084
− 0.019592λ2,

n2
y = 4.8388 +

0.12839

λ2 − 0.056342
− 0.025379λ2, (3.1)

n2
z = 4.9873 +

0.15149

λ2 − 0.064143
− 0.028775λ2,

where λ is the wavelength in micrometres. For light propagating in the yz-

plane, the ordinary refractive index no = nx, and the extraordinary refractive
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index, ne, is given by:

ne(φ) =

(
cos2 φ

n2
y

+
sin2 φ

n2
z

)− 1
2

, (3.2)

where φ is the propagation angle of the light off z towards y. From eqs. 3.1–

3.2 the condition for type-I phase matching, ne(λ, φ) = no(λ/2), is met when

φ = 44◦, at which point the refractive index is 2.248.

The second harmonic power, P2, generated in a non-linear crystal of

length l, and refractive index n, by a focused Gaussian beam of power P1, is

given by [101]:

P2 =
8π2

ε0c
.
d2

eff

n2
.
1

λ3
lh P 2

1 (3.3)

where deff is the effective non-linear coefficient and h is the Boyd-Kleinman

factor. l is chosen to be 7 mm by physical considerations such as providing a

reasonable acceptance angle and temperature sensitivity, and practical con-

siderations such as cost and availability. The only remaining parameter not

fixed by the physics of the problem is h. This is related to the tightness of

the beam focus in the crystal for a given crystal length and walk-off [101].

For the 461 nm system considered, h is maximised when the beam waist in

the cavity is 2w0 = 35 µm, giving a value of h = 0.22.

The KN crystal was held in a build-up cavity with a build-up factor of

∼60. The build-up cavity described here is slightly different from the cavity

shown in figure 3.3, which is described below. The main features of the

two cavities are sufficiently similar that the figure remains instructive. The

crystal holder was held at 24◦C by a resistive heater. The holder was mounted

on a rotation stage to allow the angle of the crystal to be optimised. The
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cavity was set up in a bow-tie configuration of total length 640 mm, with the

focusing mirrors having a radius curvature of −100 mm. The input coupling

mirror had a reflectivity of 97.5% at the fundamental wavelength. Around

18 mW of 922 nm light were incident on the cavity, with a coupling efficiency

of 60%. This was focused to a waist of 2w0 = 35 µm inside the crystal, and

produced up to 1.6 mW of frequency-doubled light. The length of the build-

up cavity was stabilised to the laser wavelength using a Hänsch-Couillaud

lock [105], which fed back to a piezo stack on which one of the cavity mirrors

was mounted (PZT3).

The 461 nm light is overlapped with the 405 nm photoionisation beam on

a dichroic beam splitter, and coupled into an optical fibre. The output from

the fibre is overlapped with the Doppler-cooling light (Doppler-cooling beam

#2, c.f. table 3.1), and 800 µW of 461 nm light is focused to a spot of 2w0

= 200 µm at the centre of the trap. The light is switched using a mechanical

shutter at the input to the fibre.

A second doubling cavity was built (shown in figure 3.3) to replace the

one described above. The new design was made to be more compact than the

previous cavity. The main housing is temperature controlled and machined

from a single block of aluminium to ensure a lower thermal drift over a day.

The cavity was designed so that, by modifying only the crystal holder, the

same design could be used to double 843 nm light for the 422 nm Doppler-

cooling system, In this new cavity, the KN crystal is mounted in a holder,

temperature controlled to 24◦C by a resistive heater. The holder is mounted

on a rotation stage which—along with the cavity mirrors—is mounted inside

a monolithic, hermetically sealed aluminium enclosure, itself temperature
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Beam Wavelength Unit vector

Photoionisation beam 1 461 nm 0.87X̂ – 0.34Ŷ + 0.34Ẑ

Photoionisation beam 2 405 nm 0.87X̂ – 0.34Ŷ + 0.34Ẑ

Cooling beam 1 422 nm – 0.87X̂ – 0.47Ŷ – 0.13Ẑ

Cooling beam 2 422 nm 0.87X̂ – 0.34Ŷ + 0.34Ẑ

Cooling beam 3 422 nm – 0.87X̂ + 0.13Ŷ + 0.47Ẑ

Far detuned cooling beam 422 nm – 0.87X̂ + 0.13Ŷ + 0.47Ẑ

Optical-pumping beam 422 nm X̂

Repumper beam 1 1092 nm – 0.87X̂ – 0.47Ŷ – 0.13Ẑ

Repumper beam 1 1092 nm 0.87X̂ + 0.34Ŷ + 0.34Ẑ

Weak probe beam 674 nm 0.87X̂ + 0.48Ẑ

Intense probe beam 674 nm – 0.87X̂ – 0.48Ẑ

Quencher beam 1033 nm 0.87X̂ – 0.13Ŷ – 0.47Ẑ

Clearout beam 1033 nm X̂

Table 3.1: Summary of beam directions. Unit vectors are defined
using right-handed coordinates such that Ẑ is aligned along the axis
of the endcap trap (c.f. figure 3.1) and Ŷ is in the radial direction,
with the imaging optics in the −Y direction.

controlled to 23◦C. The cavity is set up in a bow-tie configuration of total

length 410 mm with the focusing mirrors having a radius of curvature of

−50 mm. The input coupling mirror has a reflectivity of 97.5% at the funda-

mental wavelength. The crystal cut and beam parameters within the crystal

remain unchanged from the previous design. It is expected that the new,

hermetically-sealed, temperature-controlled, monolithic design should make

the system more robust and easier to operate on a day-to-day basis.
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3.3.2 405 nm photoionisation laser

In the second step of the photoionisation process light at 405 nm is used to

resonantly excite Sr atoms on the 5s5p 1P1—(4d2+5p2) 1D2 transition. The

doubly excited (4d2+5p2) 1D2 state is autoionising and from here one electron

returns to the ground state, while the other is ejected into the continuum.

This process is very rapid, resulting in a very broad transition (∼0.9 nm

[56]). Given this, the transition is driven by light from a temperature con-

trolled, free-running diode laser (Nichea NDHV 310 APCE 1) centred at

404 ± 0.5 nm.

This radiation is overlapped with the 461 nm photoionisation beam on a

dichroic beam splitter, and coupled into an optical fibre. The output from

the fibre is overlapped with the Doppler-cooling light (Doppler-cooling beam

#2, c.f. table 3.1), and 7 mW of power at 404 nm is focused to a spot of 2w0

= 170 µm at the centre of the trap. The light is switched using a mechanical

shutter at the input to the fibre.

3.3.3 422 nm Doppler-cooling laser

Having obtained a single 88Sr+ ion it is initially cooled by Doppler cooling.

Light at 422 nm is used to drive the 5s 2S1/2—5p 2P1/2 dipole transition. It

is generated by frequency doubling 843 nm light from an ECDL using KN in

a resonant build-up cavity. The experimental arrangement is illustrated in

figure 3.4.

The design of the ECDL is similar to that of the 922 nm laser described

in section 3.3.1. 843 nm light from a laser diode (Eagleyard EYP-RWE-0850-
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Figure 3.4: 422 nm laser.
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05010) is collimated, and incident on a ruled grating (1800 lines/mm, 500 nm

blaze, ∼10% feedback) at the Littrow angle (49.4◦) to form a 40 mm long

external cavity. The stability requirements for the Doppler-cooling light are

very much more stringent than those of the 461 nm photoionisation light, so

the 843 nm ECDL is stabilised to a tuneable reference cavity (finesse = 115)

by a side-of-fringe lock. This provides fast feedback to the laser via both

the diode drive current and the tubular piezo on which the cavity grating is

mounted (PZT2, figure 3.4).

The frequency doubling process was modelled using similar reasoning to

the 461 nm system described in section 3.3.1. The 843 nm light is frequency

doubled using a 7 mm long, non-critically phase matched (T = −17◦C [103])

KN crystal in a build-up cavity. The crystal is temperature controlled us-

ing a Peltier cooler mounted on a water-cooled heatsink. The entire crystal

mount—along with the cavity mirrors—is housed inside a monolithic, her-

metically sealed aluminium enclosure, itself temperature controlled to 23◦C.

The enclosure is purged with dry nitrogen to ensure that the KN crystal re-

mains above the dew point, even at −17◦C. The cavity is set up in a bow-tie

configuration of total length 405 mm with the focusing mirrors having a cur-

vature of −50 mm. The input coupling mirror had a reflectivity of 97.5% at

the fundamental wavelength. Around 28 mW of 843 nm light are incident on

the cavity, with a coupling efficiency of 75%. This is focused to a waist of 2w0

= 24 µm inside the crystal, and produces up to 3 mW of frequency-doubled

light. The length of the build-up cavity is stabilised to the laser wavelength

using a Hänsch-Couillaud lock, which feeds back to a piezo stack on which

one of the cavity mirrors is mounted (PZT3).
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The Doppler-cooling transition in 88Sr+ is only 440 MHz above the 5s 2S1/2

(F”=2)—6p 2P1/2 (F”=3) transition in 85Rb [106]. The output light from the

doubling cavity is double passed through a 270 MHz acousto-optic modulator

(AOM) and the resultant down-shifted light is locked to a Rb cell using sat-

urated absorption spectroscopy [82]. The error signal is fed back to the piezo

in the tuneable reference cavity to which the ECDL is locked (PZT4). This

provides an absolute atomic reference which guarantees long-term stability

of the 422 nm light.

The 422 nm radiation output by this laser system is used for three pur-

poses:

1) a far-detuned cooling beam to rapidly Doppler cool the hot ions after

they are first created by photoionisation;

2) a near-resonant cooling beam to Doppler cool cold ions to close to the

Doppler limit;

3) a σ− polarised optical-pumping beam to prepare the ion in the 2S1/2

(mj = −1/2) state in preparation for sideband cooling (details given

in chapter 5).

The light from the doubling cavity passes twice through an AOM en route

to the offset Rb lock. Some of the light is picked off after a single pass and

used to provide the far-detuned cooling beam. This is overlapped with the

near-resonant beam (Doppler-cooling beam #3 c.f. table 3.1) on a polarising

beam splitter. The far-detuned light is switched using a mechanical shutter.

The near-resonant cooling beam is obtained by passing light from the

doubling cavity through a 120 MHz AOM. The wavelength of this light can
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be tuned by varying the frequency of the double pass AOM to the Rb lock.

The Doppler-cooling light is divided into three cooling beams of 25 µW each,

which are focused to spots of 2w0 = 100 µm at the ion. The beam directions

are chosen such that they are all at an angle of 29◦ with the X-axis of the

trap (as defined in figure 3.1), and equidistantly spaced about a cone aligned

with the X-axis. A single beam oblique to all three trap axes is sufficient to

Doppler cool the ion. However all three beams are used to allow micromotion

minimisation (see section 3.4.2) in three dimensions. The beam directions

are summarised in table 3.1. The light is switched using both an AOM and

a mechanical shutter. The AOM provides fast switching times and ∼33 dB

extinction. The mechanical shutter, placed in the beam in front of a pin-hole,

is slower but provides total extinction.

The σ− polarised optical-pumping beam is created by picking off some

light from the near-resonant Doppler-cooling beam, and passing it through

a linear polariser and a quarter wave plate. The optical-pumping beam is

aligned with the applied magnetic field (X-axis of the trap). This beam is

switched using an AOM and a mechanical shutter.

3.3.4 1092 nm repumper laser

Light at 1092 nm is used to drive the 4d 2D3/2—5p 2P1/2 transition, to

prevent the ion decaying to the otherwise dark 2D3/2 state and thereby being

lost from the Doppler-cooling cycle. It is generated by a neodymium-doped

fibre laser [82], illustrated in figure 3.5. An 825 nm diode (SDL-5421-G1)

is coupled into a 6 m length of Nd3+-doped optical fibre. The doped fibre

59



Figure 3.5: 1092 nm laser.

provides the active medium and the output of the fibre is incident on a

grating (1200 lines/mm, 1µm blaze) at the Littrow angle (40.9◦). The laser

cavity comprises the length of the fibre, plus the distance to the feedback

grating. The output of the laser consists of a large number of modes at

15 MHz intervals, under a ∼1.4 GHz wide envelope. The wavelength is set

to 1091.786(1) nm using a wavemeter. The laser is not stabilised in any way,

as when one mode drifts out of resonance with the atomic transition, the

adjacent mode drifts into resonance. 2 mW of 1092 nm light are focused

to a spot of 2w0 = 560 µm, at the centre of the trap. Following the first

pass through the trap (along the same line as Doppler-cooling beam #1), the

repumper beam is redirected back through the trap along a different direction

(along the same line as Doppler-cooling beam #2), and with a polarisation

approximately orthogonal to the first, in order to prevent optical pumping

into dark states (see section 3.4.3). The multimode nature of the repumper

light prevents the fields of the two beams from simply coherently summing
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Figure 3.6: 674 nm laser. The master laser sideband injection locks
a pair of slave lasers. For clarity only one of the slaves is shown.

to give a single effective polarisation. The beam directions are summarised

in table 3.1. The beam is switched using an AOM and a mechanical shutter.

3.3.5 674 nm probe laser

Light at 674 nm is used to sideband cool the ion, and also perform spec-

troscopy, on the 5s 2S1/2—4d 2D5/2 quadrupole transition. The 674 nm laser

system consists of three New Focus Vortex ECDLs in a master-slave arrange-

ment, illustrated in figure 3.6. The master laser is stabilised to an ultra-low-

drift resonator (free spectral range = 1.5 GHz, finesse = 1500) using the

Pound-Drever-Hall technique [107], to realise a linewidth of Γ/2π = 2 kHz

61



[58, 94]. The master laser sideband injection locks a pair of slave lasers to

create two narrow-linewidth sources that can be tuned independently across

the 2S1/2—
2D5/2 transition. This arrangement provides:

1) a sideband-cooling beam with an interaction strength of Ω0 = 2π×
312 kHz (peak intensity I0 ≈ 300 W/cm2) on the 5s 2S1/2 (mj =−1/2)—

4d 2D5/2 (mj = −5/2) transition;

2) a spectroscopy beam with an interaction strength of Ω0 = 2π× 110 kHz

(peak intensity I0 ≈ 10 W/cm2) on the 5s 2S1/2 (mj =−1/2)—4d 2D5/2

(mj = −1/2) transition.

These two beams have antiparallel k vectors, inclined at 61◦ from the Z-axis

of the trap (as defined in figure 3.1), and 29◦ to the X-axis (c.f. table 3.1).

This results in a Lamb-Dicke parameter of ηZ = 0.018. Both beams are

switched using AOMs and mechanical shutters.

3.3.6 1033 nm quencher / clearout laser

Light at 1033 nm is used to shorten the lifetime of the 4d 2D5/2 state by

coupling it to the 5p 2P3/2 level. This allows the ion to return rapidly to the

ground state, and so closes the cooling cycle on a time scale short enough

to allow effective resolved-sideband cooling. It is also used to clear out the

2D5/2 state during pulsed-probe spectroscopy of the 2S1/2—
2D5/2 transition.

The light is produced by a diode in a Littrow configuration ECDL, the design

of which is similar to that of the 922 nm laser described in section 3.3.1 and

the 843 nm laser described in section 3.3.3.
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1033 nm light from a laser diode (Toptica LD-1050-0050-AR-2) is colli-

mated, and incident on a ruled grating (1200 lines/mm, 500 nm blaze, ∼6%

feedback) at the Littrow angle (38.3◦) to form a 40 mm long external cav-

ity. The laser is stabilised to an invar cavity via a side-of-fringe lock, which

reduces the drift to ≤60 MHz/h. The output 1033 nm light is divided into

two beam paths.

For sideband cooling the quencher beam has intensity I0 = 5 W/cm2 and

is red-detuned by '300 MHz from the 2D5/2—
2P3/2 transition. This detuning

is chosen to limit the variation in saturation parameter due to the quencher

laser’s frequency drift. The beam counter propagates to Doppler-cooling

beam #3, as summarised in table 3.1. The quencher beam is switched using

both an AOM and a mechanical shutter. The clearout beam has sufficient

intensity to depopulate the 2D5/2 state within 2 µs. It is overlapped with the

optical-pumping beam on a beam splitter (see table 3.1). The clearout beam

is switched only by a mechanical shutter, as the exact switching time is not

critical.

3.4 Loading an ion

Before cooling an ion to the motional ground state there are certain proce-

dures which must be carried out to prepare the ion and the trap. Specifically,

an ion must be loaded, the micromotion must be minimised, and any ambient

B-fields must be nulled. These processes are now described in turn.
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3.4.1 Loading

During the 10-year history of this experiment at NPL, three separate loading

schemes have been used:

1) electron bombardment using a SrAl4 oven source;

2) electron bombardment using a cleaner, SrO2 combined oven and hot-

plate source;

3) photoionisation using the SrO2 combined oven and hotplate source.

These methods are described here, and compared in chapter 4.

The first electron-bombardment method was employed between August

1999 and December 2002. While this usage predates the current work, it

is instructive for comparison with the other loading methods. By this first

method, Sr vapour was generated by an oven containing SrAl4 and Ni powder

[108]. No hotplate was used; the flux was incident on the trap directly

from the oven. This required a different arrangement of the oven from that

in figure 3.2, in which the oven was situated where the hotplate is shown

in the figure. This source, however, was not particularly clean and could

generate Al and Ni as well as Sr. Atoms created in this way were ionised

by electron bombardment. For this, once the oven had reached a sufficiently

high temperature to emit a significant flux of Sr, a current of 3.5 A was

passed through the filament, which was biased at −35 V with respect to the

DC-grounded trap electrodes. The Sr was then ionised by the high energy

electrons emitted from the filament. The hotplate was also biased at −35 V,

to ensure it did not attract the emitted electrons back towards itself, and
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away from the trapping region. The cooling laser was detuned ∼250 MHz

below line centre of the Doppler-cooling transition, and was incident on the

trapping volume. The larger than usual detuning (> Γ/2) was used to more

efficiently cool the hot ions. If an ion was trapped it could be detected by

the light which was scattered on this transition.

The second method was employed between December 2002 and October

2004. By this method, the Sr was produced using an oven source and hot-

plate filter. Two ovens initially contained a high-purity mixture of SrCO3

and Ta powders. These were heated to ∼650◦C for 24 hours to produce a

SrO:Ta mixture. This process was completed with the vacuum chamber con-

nected to a turbo pump, before the chamber was baked and pumped down

to low pressure. The strontium was further reduced to form Sr and Ta2O5

by heating the ovens to ∼800◦C. The ovens were alternately heated to load

an even coating of Sr on the tantalum hotplate. There was no line of sight

between the oven apertures and the trap, so no material from the ovens could

be evaporated from there onto the electrodes. The hotplate was ∼20 mm

from the trap, and was heated to temperatures in the range 220◦C to 370◦C

by passing a current through it. This generated a Sr vapour in the trapping

region, which could be ionised. The hotplate therefore acts as a vapour pres-

sure filter and reduces the likelihood of impurities being evaporated towards

the trap while loading: any impurity atoms with a vapour pressure signifi-

cantly higher than that of elemental Sr are expelled from the hotplate on its

first use, while impurities with significantly lower vapour pressures remain

permanently on the hotplate, without ever being evaporated toward the trap.

After a Sr reservoir had been deposited on the hotplate, the trap could be
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loaded many times before the reservoir had to be replenished. As in the

first method, the strontium was ionised by electron bombardment. During

loading, the Doppler-cooling laser was incident on the trapping volume and

detuned ∼250 MHz below line centre of the Doppler-cooling transition. If

an ion has been trapped it can be detected by the light which is scattered on

this transition.

The third loading method was employed from January 2005 to date. It

uses the same combined oven source and hotplate filter to produce the atomic

flux as described for method 2, except that the trap is loaded at very much

lower hotplate temperatures: in the region of 120◦C. The Sr atoms are pho-

toionised using a resonant two-step process. This process is fully described

in chapter 4. The atomic trajectory from the hotplate is at a mean angle of

∼90◦ to the photoionisation beams, with the extended size of the hotplate

source resulting in a spread of around ±10◦ in this angle. The most recent

endcap trap has been loaded solely using this photoionisation method, and

so the filaments are not, in principle, required. They have been included

nonetheless, but never used.

3.4.2 Minimising micromotion

As described in section 2.3 the motion of an ion in an RF trap can be de-

composed into a secular component, and a micromotion component. The

micromotion is a driven component at the trap drive frequency, but provided

the ion’s mean position is at the RF null at the centre of the trap [81] and

certain stability parameters are satisfied [60] the micromotion is generally
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small. Imperfections in the trap geometry, patch potentials due to uneven

coating of the electrodes with Sr, or static charges which build up on insu-

lators near the trap, can perturb the potential so that the ion is no longer

at the RF null. This can lead to excess micromotion, which has the effect

of adding RF sidebands to the atomic transitions’ spectra. This complicates

the observed spectra, and reduces the coupling strength of the probe laser

with the ion. The micromotion must therefore be compensated for before

the ion can be effectively cooled to the ground state. This compensation is

achieved using an RF-photon correlation technique as follows [82].

By detuning the Doppler-cooling laser to be Γ/2 below resonance, the

micromotion oscillations Doppler shift the ion closer to and further from

resonance with the blue light. The scattered light from the ion therefore

fluctuates in intensity with the same period as the trap drive, and with an

amplitude related to the severity of the excess micromotion, as shown in fig-

ure 3.7. The position of the ion relative to the RF null can be adjusted by

changing the voltages on the two compensation electrodes and on one of the

outer endcap electrodes (figure 3.1). By iteratively minimising the observed

fluctuations in scattered light from each of the three, non-coplanar Doppler-

cooling beams in turn, the micromotion can be minimised. Figure 3.7 shows

typical examples of the fluorescence modulation signal observed before and

after micromotion minimisation. This procedure is simple, but time consum-

ing; the full process can take up to half an hour. Unless the micromotion-

compensation voltages required are stable over timescales very much longer

than this, the experiment becomes unworkable. Instances of such a problem,

and its solution are discussed in chapter 4.
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Figure 3.7: Typical examples of RF-photon correlation traces ob-
tained by the RF-photon correlation technique. The fluorescence
on the Doppler-cooling transition is recorded, triggered by the RF
trap-drive voltage. The traces show the modulation (a) before and
(b) after minimising the micromotion.

3.4.3 Zeroing the magnetic field

The implementation of sideband cooling used in this experiment drives a

sideband of a particular Zeeman component of the 2S1/2—
2D5/2 transition (as

outlined in chapter 2, and discussed fully in chapter 5). In order to resolve the

otherwise degenerate Zeeman sublevels, a magnetic field of known amplitude

and direction is applied to the ion. To do this, any ambient magnetic fields

(such as from pieces of laboratory equipment, or the earth) must be nulled,

and then an additional, known B-field applied. Two methods are used to

zero the B-field; first coarsely, and then more sensitively.
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Coarse zeroing of the B-field is achieved by minimising fluorescence on the

Doppler-cooling transition. In an applied magnetic field, when the repumper

light is not polarised parallel to this applied field, all Zeeman components

of the 2P1/2—
2D3/2 are driven by the repumper laser [109]. In zero B-field

one or more of the components is no longer driven, and the Doppler-cooling

laser rapidly optically pumps the ion into a dark sub-level. Fluorescence on

the cooling transition therefore goes to zero in zero B-field. By adjusting the

current in the magnetic field coils so that the 422 nm fluorescence is min-

imised for two orthogonal polarisations of the repumper light, the magnetic

field can be roughly set to zero. This method reduces the splitting of the

2S1/2—
2D5/2 quadrupole transition to ∼200 kHz. A more sensitive method of

zeroing the magnetic field is to then minimise the splitting of this quadrupole

transition. This minimisation is repeated for horizontal and vertical polar-

isations of the probe laser until the splitting is reduced to ∼40 kHz. This

corresponds to a field of ∼2 µT. A field of 380 µT at the ion is then applied

using the X magnetic-field coils.

3.5 Summary

This chapter has described the apparatus used to trap and cool a single

88Sr+ ion to the zero point of its motion. Such a state is a prerequisite for

many QIP applications. Several parts of this apparatus were built during

the course of this thesis work. The 922 nm ECDL, 461 nm doubling cavity,

and 405 nm photoionisation laser were all designed and built so that a new

photoionisation scheme could be implemented (described fully in chapter 4).
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Implementation of this scheme was a prerequisite for the low trap heating

rates which allowed the zero-point cooling results reported in chapter 5 to

be taken. Subsequently the 922 nm ECDL design was modified to improve

the pre-existing 844 nm and 1033 nm lasers. These replacement lasers have

proved more stable than the earlier versions, and allow easier running of the

experiment. Most recently, a pre-existing 422 nm doubling cavity has been

replaced with the new design reported here. The compact, monolithic, tem-

perature controlled design of the housing is expected to significantly reduce

the drift of the system over the course of an experimental run. This chapter

has also described the basic procedures required to load a single 88Sr+ ion

into the endcap trap, and prepare the apparatus for the cooling procedures

described in chapter 5.
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CHAPTER 4

Photoionisation

4.1 Introduction

This chapter describes the implementation of a two-step, resonant photoioni-

sation scheme to produce 88Sr+ for precision ion-trap experiments. One of the

significant advantages of ion traps for precision experiments—such as metrol-

ogy and QIP—is that the ions are well isolated, and largely unperturbed by

external influences. Several ion-trap experiments [15, 72, 97, 110] including

the experiment described in this thesis [93] have encountered problems with

degraded trap performance directly or indirectly related to the traditional

trap loading method of electron bombardment (EB). These problems are

thought to be exacerbated by impurities in the atomic source used for load-

ing [97]. The degradation in performance—specifically the very high heating

rates and the time taken to adequately minimise the micromotion—renders

many precision experiments, particularly QIP applications, unworkable.

Photoionisation loading of ion traps has been reported as an alternative
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loading method with several elements, namely Mg [111] Ca [111–113], Cd

[114], and Sr [115]. This chapter presents a demonstration of clean, efficient

and controlled photoionisation loading of 88Sr+, together with quantitative

measures of its benefits. Similar to the observations of Gulde et al. [112]

and Lucas et al. [113], (but in apparent contrast to the work of Vant et

al. [115]) we demonstrate a ∼104-fold reduction in the atomic beam flux

when compared to EB loading. Moreover we observe a significant reduction

in the variation of excess micromotion. In addition to the improvements

due to photoionisation loading, this chapter also presents and quantifies the

improvement in trap operation observed following the introduction of a pure

atomic source of Sr using a two-step evaporation process.

This chapter is arranged as follows. The loading methods of electron

bombardment and photoionisation are reviewed in section 4.2. The relative

merits of several possible photoionisation schemes are described in section 4.3,

and the scheme chosen for this work is highlighted. The factors affecting the

photoionisation rate in the chosen scheme are outlined in section 4.4. Sec-

tion 4.5 describes the experimental details of the loading methods used in

this experiment (historically electron bombardment and latterly photoionisa-

tion). The trap behaviour resulting from these loading methods is compared

in section 4.6. Further work is proposed in section 4.7.
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4.2 Critical review of loading methods

4.2.1 Principal loading methods

The traditionally used method of creating singly-charged, positive ions for

ion-trapping experiments is electron bombardment (EB) of neutral atoms.

To form ions in this manner, a flux of atoms passing through the trapping

volume is bombarded by energetic electrons emitted from a nearby filament.

If an atom of sufficiently low energy is ionised within the trapping volume

then it is trapped.

More recently, some ion-trapping experiments have used photoionisation

to create ions. By this method, atoms passing through the trapping volume

are excited either resonantly or non-resonantly, by one or several photons. If

an atom of sufficiently low energy is ionised in the trapping volume then it

is trapped.

4.2.2 Problems with electron-bombardment loading

Precision ion-trap experiments rely on the fact that the trap provides a well-

controlled, harmonic trapping potential, with minimal undesired external

perturbations. Previous work suggests that the high atomic flux required for

EB loading causes problems with patch potentials on the electrode surfaces

[97, 110]. Even on clean electrodes, surface fields arise from non-uniform spa-

tial variations in the electrode material work-function. Such non-uniformities

occur at the edges of crystal grain boundaries. In addition to this, they can

be caused by chemically adsorbed materials on the electrodes; by Van der
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Waals forces between the electrodes and contaminants; and by contact po-

tentials between the electrode material and regions of material evaporated

from the experiment’s atomic source [96]. Due to unavoidable interactions

with its environment, a trapped ion will be heated by various sources, in-

cluding stochastic fluctuations in the electric field due to electric-field noise

from the trap electrodes. The observed scaling behaviour of the ion-heating

rate with the ion-electrode separation suggests that the heating is not due

to spatially uniform noise sources on the electrodes (such as Johnson noise)

but rather due to an uncorrelated noise source (such as fluctuating patch-

potential fields) [110].

This heating (termed “anomalous heating”) occurs in a large variety of

experiments. It has been observed in traps with electrodes made of beryllium

[97, 110], molybdenum [72, 110, 116, 117], tantalum [94], tungsten [66], gold

[50, 72, 110] and gallium arsenide [71]. The traps have a range of ion-electrode

separations from 30 µm [71] to 600 µm [117], and a variety of trap geometries,

including linear traps [50, 71, 72], ring traps [72, 97, 116] and endcap traps

[94]. Anomalous heating of ions is believed to be thermally activated, and

has been reduced by an order of magnitude by cooling the trap electrodes to

150 K [66], but otherwise appears to be ubiquitous. Despite this baseline due

to the microscopic structure of the electrodes, heating from patch potentials

can be exacerbated by impurity atoms [96] such as those evaporated onto the

electrodes during loading [97].

Many trapped-ion quantum-computing algorithms use the ions’ motional

state as a qubit, e.g. the Cirac-Zoller C-NOT gate [44, 45], Deutsch-Jozsa

algorithm [20], and teleportation [23]. Significant heating during the imple-
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mentation of such algorithms can destroy motional coherence and render the

algorithm unworkable. Even algorithms which are not directly dependent on

the motional qubit, e.g. [118], cannot be carried out if heating is excessive.

For this reason, any ion-heating mechanism which can be reduced or removed

is useful for QIP applications.

In addition to these heating problems, some of the charge emitted from

the filament during EB loading accumulates as static charge on insulating

surfaces near to the trapping region. This can displace the ion from the RF

null and so causes excess micromotion [81, 82], which requires frequent com-

pensation as the static charge drifts over time. If left uncompensated, micro-

motion can lead to reduced laser-ion coupling and increased ion-heating rates,

as discussed in section 2.3.4. With time, the micromotion-compensation volt-

ages required can fluctuate erratically and with increasing amplitude, to a

point where the corrections required become prohibitively difficult [93, 97].

4.2.3 Advantages of photoionisation loading

In recent years, photoionisation techniques have been developed for ion-trap

loading [111–115] in order to avoid these significant problems arising from

EB loading. Photoionisation investigations using calcium [112, 113] have

shown dramatic reductions in the atomic flux required to load a trap. This

should significantly reduce the flux-associated patch potentials thought to

be responsible for the ions’ anomalous heating rates, and subsequent degra-

dation of trap performance over time. A reduction in the fluctuations of

applied micromotion-compensation voltages when compared to EB loading
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Figure 4.1: Energy levels in Sr. This work follows the path shown in
(a) whereby neutral Sr is photoionised by excitation of the 5s2 1S0—
5s5p 1P1 dipole transition at 461 nm, followed by excitation to the
(4d2+5p2) 1D2 autoionising state with 405 nm light [93]. Photoion-
isation has been achieved in Ca using a path analogous to that
shown in (b) [111]. Photoionisation of rare Sr isotopes has been
carried out using the path shown in (c) [122].

is also observed [113], as would be expected given that photoionisation adds

little or no charge to the system.

4.3 Sr photoionisation scheme

There are several reports in the literature of using Sr photoionisation as a

spectroscopic tool e.g. [53, 119–124]. Photoionisation for the purpose of

loading ion traps has been reported for Ca [111–113], which has a similar

electronic structure to Sr. The energy levels for three possible photoionisation

paths for Sr are shown in figure 4.1.

In the path shown in figure 4.1a, neutral Sr is photoionised by excitation

of the 5s2 1S0—5s5p 1P1 dipole transition at 461 nm, followed by excitation

to the (4d2+5p2) 1D2 autoionising state with 405 nm light. The autoionising
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state is doubly excited, so that each excited electron is bound, but their

combined energy is greater than the first ionisation potential (IP). From here,

one electron returns rapidly to the ground state and the other is ejected into

the continuum. It is in principle possible that the atom could decay from

the 1P1 state to the lower-lying 5s5d 1D2 state. However, the transition

probability for this is sufficiently low that the effect would be negligible [52,

125]. The radiations required for this route are straightforward to obtain:

one directly with a diode laser (405 nm), the other by a frequency-doubled

diode laser (461 nm). A full description of these lasers is given in chapter 3.

Photoionisation via similar pathways to this in Ca have been demonstrated

by Gulde et al. [112] and Lucas et al. [113]. The second step in the pathway

used by Gulde et al., however, did not excite the electron into the continuum,

but rather into a Rydberg state, from which the strong electric fields in

the trap were sufficient to subsequently ionise it. The second step used by

Lucas et al. excited the electron into the continuum to an energy which

may be close to an autoionising level, though the position of the autoionising

states in Ca—and hence how close this excitation is to resonance—is not

well known. By contrast, the well documented (4d2+5p2) 1D2 level in Sr

[53, 56, 120, 121, 124, 126–128] is known to have a very large cross section

(5,600 Mbn, where 1 bn = 10−28 m2) and a broad natural linewidth (∼1 nm)

due to its very short lifetime. It has been shown that photoionisation of Ca

does not require that the transition from the 1P1 state to the continuum be

driven by a coherent, narrow linewidth source; light from an LED is sufficient

[113]. Fortuitously, 405 nm is the chosen wavelength for Blu-Ray and HD-

DVD data storage media. Laser diodes around this wavelength with output
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powers of tens of milliwatts are therefore standardly available. Given the

possibility of a doubly resonant process, which can be realised using diode-

laser-based sources, this is the route chosen for this work.

While this path seems the simplest approach for precision ion-trap ex-

periments, it is not the only possible route. The path shown in figure 4.1b

(analogous to that used by Kjærgaard et al. [111] to photoionise Ca) re-

quires ultra-violet (UV) laser radiation for excitation. Sources at similar

wavelengths have been produced by a number of methods. These include:

frequency-doubled dye lasers [111]; frequency-tripled Ti:Sapphire lasers [129];

sum-frequency mixing of YAG and diode lasers [130]; and sum-frequency mix-

ing, followed by frequency doubling of diode sources [131, 132]. Given the

requirements of photoionisation, two reasonable methods for producing a few

milliwatts of 293 nm light were found.

The first method required sum-frequency mixing of 532 nm light from a

frequency-doubled YAG laser with 652 nm light from a diode source, using

critically phase matched (θ = 41.5◦) Beta Barium Borate (BBO) in a doubly-

resonant cavity. A second option required sum-frequency mixing of 1064 nm

light from a YAG laser with 405 nm light from a diode source, using critically

phase matched (φ = 51.3◦) Lithium Triborate (LBO) in a doubly-resonant

cavity. Both methods are expensive and experimentally demanding compared

to generation of the radiations required for the route illustrated in figure 4.1a.

The main expenses in both cases were the purchase of a YAG laser and

obtaining cavity mirror coatings with reflectivities specified over such a broad

range of wavelengths (UV and infrared). Additionally, it is desirable to be

able to fibre-couple light to the trap. Existing commercial fibres are generally
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Figure 4.2: Transition rates for photoionisation. The electron is
excited from |1〉 → |2〉 via absorption of a photon, and back from
|2〉 → |1〉 via both stimulated and spontaneous emission. It can be
excited from |2〉 → |3〉 via absorption, and is then lost from the
system sufficiently rapidly that it cannot be returned to the lower
levels.

designed for carrying longer (visible and infrared) wavelengths. While it is

possible to fibre-couple 293 nm light, it is more difficult and more expensive

than the fibre-coupling of visible radiations.

The path shown in figure 4.1c is that used by Bushaw and Cannon [122]

for selectively ionising the unstable isotope 90Sr. Isotope shifts in this route

are favourable for such a purpose, although it requires three separate laser

wavelengths, and its rate is limited by the nominally spin-forbidden first step.

It is therefore non-ideal for use with more common isotopes.

4.4 Photoionisation rate

Having outlined the excitation path used for photoionising Sr, this section

details the parameters relevant to the photoionisation rate. It also estimates

the expected photoionisation rate, given reasonable experimental parameters,

and shows that these are acceptable for the purpose of trap loading.
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A Sr atom can be modelled as the three-level system shown in figure 4.2.

The atom is excited from |1〉 → |2〉 via absorption of 461 nm radiation, which

has an energy density per unit frequency of u(ν1,2), where B1,2 = A1,2λ
3/8πh

is the Einstein B coefficient for the transition, γ is the linewidth of the 461 nm

laser (assumed to be around 100 kHz), and h is Planck’s constant. It can also

be de-excited from |2〉 → |1〉 via both stimulated and spontaneous emission,

where the Einstein A coefficient, A1,2, is 2.1 × 108 s−1 [52]. The ion can be

excited from |2〉 → |3〉 via absorption of 405 nm light of intensity I2,3. The

transition cross section, σ, is 5,600 Mbn centred at 405.2 nm, with a width

of 0.9 nm, [56] and references therein. Upon ionisation the electron is lost

from the system under consideration, and so cannot be driven back to level

|2〉. The populations of the three levels, Ni (i = 1,2,3), can be described by

three coupled, linear, ordinary differential equations:

d

dt
N1 = −N1 B1,2 u(ν1,2)γ + N2 [ B1,2 u(ν1,2)γ + A1,2] ,

d

dt
N2 = N1 B1,2 u(ν1,2)γ −N2

[
σI2,3

hν2,3

+ B1,2 u(ν1,2)γ + A1,2

]
, (4.1)

d

dt
N3 = N2

σI2,3

hν2,3

,

where at time t = 0: N2 = N3 = 0, and N1 = P , the number of particles.

Only the initial behaviour of the system must be considered as the charac-

teristic times for excitation are long compared to the transit time of a hot

atom through the photoionisation laser beams. Equation 4.1 can be solved

analytically [133] for N3(t).

The partial pressure of Sr at the hotplate, and so the flux of atoms through
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the trapping region, increases exponentially with temperature. Specifically,

for strontium the partial pressure in torr, Pmm, varies with the temperature

in kelvin, T , as [134]:

Log10Pmm = 7.735− 7548

T
, (4.2)

where 1 torr ' 1.33 mbar. To estimate the photoionisation rate, it is assumed

that the atoms from the hotplate travel through the photoionisation beam,

approximately at right angles to the beam (c.f. figure 4.3), and so Doppler

shifts have been neglected. The atoms are then assumed to all travel at the

most probable speed of a thermal velocity distribution. For 1 mW of light on

resonance at 461 nm and 7 mW of light at 404 nm, with each beam focused

to a spot of 2w0 = 200 µm at the trap centre (∼20 mm from the hotplate), it

is calculated that an ionisation rate of several events per second is reached,

once the hotplate is at a temperature of 120◦C. All of these parameters are

reasonable to achieve experimentally, and this ionisation rate is acceptable

for loading single ions into a trap.

Several parameters could, in principle, be optimised for this process. For

example, reducing the spot size of the photoionisation lasers increases the

energy density, u. However, it also reduces the amount of time an ion of

a particular velocity will spend in the radiation field, and reduces the total

number of atoms which will pass through the beam focus, for a given partial

pressure. Given the uncertainty in such experimental parameters as the area

of the hotplate covered by Sr, no great effort has been made to further opti-

mise the photoionisation parameters. It was also deemed unnecessary given
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the acceptable loading rate and the already-significant anticipated reduction

in flux.

4.5 Loading methods used

During the 10-year history of the experiment described here, three separate

loading schemes have been used:

1) electron bombardment using a SrAl4 oven source;

2) electron bombardment using a cleaner, SrO2 combined oven-and-hotplate

source;

3) photoionisation using the SrO2 combined oven-and-hotplate source.

For each loading method the majority of the additional apparatus (lasers,

ion trap, vacuum chamber etc.) has remained unchanged, and is described

fully in chapter 3. To summarise, however, the ion is cooled by 422 nm

light produced by a frequency-doubled diode laser. A neodymium-doped

fibre laser generates light at 1092 nm to ensure that the ion is not lost from

the cooling cycle. The trapping potential is provided by applying an RF

voltage (amplitude V0 = 390 V; frequency ΩT/2π = 15.9 MHz) to an endcap

trap with an ion-electrode separation of 280 µm. This yields axial and radial

motional frequencies of ωZ/2π ' 3.8 MHz and ωr/2π ' 2.0 MHz respectively.

An ion is detected by focusing the near-resonant 422 nm photons scattered

by it onto a photomultiplier tube. The trap is enclosed in a vacuum chamber

at a pressure below 2 × 10−11 mbar.
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4.5.1 Electron-bombardment loading

By the first EB-loading method, Sr vapour was generated by an oven con-

taining SrAl4 and Ni powder [108]. This process is described in section 3.4.1

However, this source was not particularly clean and generated Al and Ni as

well as Sr; these other metals are thought to exacerbate anomalous heating

rates [96, 97].

By the second EB-loading method, Sr vapour was generated using an oven

and hotplate arrangement, analogous to that used in Ba by DeVoe and Kurt-

siefer [97]. A photograph of the apparatus is shown in figure 3.2. For clarity,

orientation of the oven and hotplate setup relative to the photoionisation laser

beams is drawn schematically in figure 4.3. The loading procedure is fully

described in section 3.4.1. While this loading method used a cleaner source

of Sr than the previous method, it still required electron-bombardment ioni-

sation, and incurred the experimental difficulties associated with high atomic

flux and stray static charge described above.

4.5.2 Photoionisation loading

The photoionisation loading method uses the same combined oven source

and hotplate filter to produce the atomic flux as described above, except

that the trap is loaded at very much lower hotplate temperatures: in the

region of 120◦C. The Sr atoms were ionised using the photoionisation scheme

outlined in section 4.3. In this scheme the ion is excited by 461 nm radiation

resonant with the 1S0—
1P1 transition. From here it is resonantly excited

to the (4d2+5p2) 1D2 autoionising state by 405 nm radiation. A pulsed
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Figure 4.3: Schematic of oven and hotplate system. The relative
positions of the ovens, hotplate and trap are shown, as well as the
direction of the photoionisation beams through the trap (projected
onto the plane shown).

photoionisation loading procedure is employed to enable the hotplate to be

turned off as soon as possible after an atom is ionised. This ensures that

only the minimum atomic flux necessary is used.

When the atom is first ionised in the trapping region it is still hot and

the cooling transition is Doppler-shifted by the ion’s motion, resulting in

inefficient cooling by a standard Doppler-cooling laser with detuning ∆ =

−Γ/2. If the ion is not rapidly cooled, it takes longer to detect its presence,

delaying the time at which the hotplate can be turned off, and so increasing

the amount of unnecessary flux evaporated towards the trap. To improve

the efficiency of initial cooling, an additional Doppler-cooling beam, further

84



red-detuned, is used to address the higher velocity of the hot ion. The ini-

tial velocity of the ion determines the optimal detuning of the off-resonant

beam. For the ion loading temperatures used in this experiment a detuning

of around ∆ = −9Γ was used. Calculations by Guido Wilpers show that

when this additional off-resonant beam is present, an ion from the hotplate

experiences a more significant deceleration at all relevant velocities, and is

slowed much more rapidly than it is by the near-resonant cooling beam alone.

The results of this calculation are illustrated in figure 4.4. The ion can thus

be detected much sooner after it is trapped. Given that the Sr flux increases

exponentially with temperature, this faster detection can significantly reduce

the amount of unnecessary flux evaporated towards the trap electrodes.

The loading process proceeds by alternating between periods of photoion-

isation and detection. This is illustrated schematically in figure 4.5. During

the 70 ms photoionisation period, the 461 nm and 405 nm photoionisation

lasers are incident on the trapping volume, as are the off-resonant and near-

resonant cooling beams to rapidly cool any ions which are produced. To allow

detection of the ion with the minimum amount of background scatter, the

off-resonant laser and photoionisation lasers are blocked during the 30 ms

detection period. If the photomultiplier detects a count rate above a cer-

tain threshold during this period it is due to scattering of the near-resonant

422 nm light, and is taken to infer the presence of a cold Sr+ ion. Once this

ion signal has been detected, the Sr source is turned off.

An ion is typically loaded after ∼40 s, at which point the hotplate tem-

perature is ∼120◦C, and increasing at a rate of ∼1.5◦/s. From eq. 4.2 this

means that at the time an ion is loaded, the partial pressure—and hence
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Figure 4.4: Calculated effect of an additional off-resonant cooling
beam. (a) The rate of change of an ion’s velocity amplitude, dv0/dt,
as a function of velocity amplitude, v0. If only the near-resonant
cooling beam is used (dotted) then an ion with v & 300 ms−1 is
inefficiently cooled. With an additional cooling beam (∆ = −9Γ,
with 10 times the intensity of the near-resonant cooling beam),
the ion is more efficiently cooled over the relevant velocity range
(solid). (b) Time taken to cool an ion so that it scatters sufficient
near-resonant photons to be detected (v . 5 ms−1), as a function
of the initial amplitude of the ion’s velocity. When only the near-
resonant beam is used (dotted) the precooling time is around 10
times longer than with both beams (solid).

the flux of Sr from the hotplate towards the trap—doubles approximately

once every 5 seconds. The 100 ms photoionisation-detection cycle means

that detection of the ion is fast compared to this timescale, thereby ensur-

ing that a minimum of Sr is evaporated towards the trap electrodes. As the

photoionisation-detection duty cycle is more rapid than the expected loading

rate of a few events per second (section 4.4), there is a low probability that

multiple ions are trapped during a single cycle.
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Figure 4.5: Timing of lasers for PI loading.

4.6 Results

Reliable, controlled photoionisation of 88Sr+ has been achieved for loading

single ions into an ion trap. This has been demonstrated to require a sub-

stantially lower atomic flux than EB loading, and greatly reduce the variation

in the voltages required to compensate micromotion.

4.6.1 Comparison of loading behaviour

Using photoionisation, single ions can typically be loaded at hotplate tem-

peratures in the range 90◦C to 140◦C (average of 120◦C over 70 loads) cor-

responding to a Sr partial pressure of ∼1 × 10−13 mbar [134]. The hotplate

is turned off if the temperature measured by the thermocouple rises above
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Figure 4.6: Hotplate temperature at which an ion is loaded as a
function of the number of loads, for EB and photoionisation loading.
The points at which the hotplate was replenished from the oven are
indicated with a vertical grey line.

160◦C without an ion having been loaded, although this occurs on < 10% of

attempts. The hotplate temperature required to load the trap as a function of

the number of successful loads using photoionisation is shown in figure 4.6a.

The hotplate was replenished once during this time, although there is no in-

dication that the Sr on the hotplate was significantly depleted by the loading

process.

This contrasts sharply with the loading requirements when using EB,

for which the hotplate typically needed to be run at temperatures above

220◦C (Sr partial pressure of 3 × 10−9 mbar). The hotplate was turned

off if its temperature rose too high without having loaded an ion, which
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Electron Photo- Units
Bombardment ionisation

Loading temperature 220 120 ◦C

Sr partial pressure 3 × 10−9 1 × 10−13 mbar

Observed loading efficiency ∼ 0.3 ∼ 0.9
# loads / # attempts

Table 4.1: Comparison of electron bombardment and photoionisa-
tion loading methods.

occurred on ∼70% of attempts. The hotplate temperature required to load

the trap as a function of the number of successful loads using EB is shown

in figure 4.6b. Over several EB loads the hotplate reservoir became depleted

and the loading temperature required increased to ∼370◦C. The hotplate

ultimately needed to be replenished after around 16 successful trap loads

(and 35 unsuccessful attempts). It is thought that the required increase in

temperature over successive loads with electron bombardment may be due

to inhomogeneous coating of strontium on the hotplate. As strontium is

evaporated, the coating may become patchy, and so higher temperatures are

required to obtain the same partial pressure of Sr at the trap.

A comparison of the effectiveness of the two loading methods is sum-

marised in table 4.1. As the atomic flux through the trapping region is

proportional to the partial pressure at the hotplate, it can thus be seen that

photoionisation loading requires ∼104 times lower atomic flux than EB load-

ing, and loads more reliably.
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4.6.2 Comparison of micromotion behaviour

To minimise micromotion in three dimensions, DC compensation voltages

can be applied to three electrodes (compensation electrodes #1 and #2, and

an outer endcap electrode, c.f. figure 3.1). Variations in excess micromotion

behaviour can be quantified by the variation in the compensation voltages

required to minimise the micromotion. Figure 4.7 illustrates this for each

of the three compensation electrodes, for three periods of data taking; one

period for each type of loading.

The original oven system, using EB loading, lead to significant variations

in the required compensation voltages, which could change by several volts

within a single day (figure 4.7d–e). The new oven system using SrO:Ta (but

still using EB ionisation) introduces fewer impurities to the trap electrodes

than the original oven system. Comparing figures 4.7i) and 4.7ii) clearly

demonstrates the significant reduction (around a factor of 3) in the variation

of required compensation voltages when using this new system. However,

even with the improved oven, there remain significant variations from load

to load. As photoionisation introduces little additional charge into the trap-

ping region, the use of photoionisation loading reduces the variation still fur-

ther (figure 4.7iii)). It is noted firstly that the amplitude of the day-to-day

variation is reduced by over an order of magnitude when using photoionisa-

tion. Secondly, the required compensation voltages vary smoothly, in stark

contrast to operation when using EB loading.
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Figure 4.7: Effect of load-
ing method on micromo-
tion. To compensate
micromotion in three di-
mensions, voltages must
be applied to three elec-
trodes. The change in
compensation voltage re-
quired from the start of
an experiment for each
electrode is shown in
(a)-(c), for three peri-
ods of data taking. In
the different periods i)
used the old SrAl4:Ni
oven and the atoms were
ionised by electron bom-
bardment; ii) used the
new SrO:Ta oven with a
hotplate filter, with EB
ionisation; iii) used the
new oven and hotplate
with photoionisation. In
period i) the compen-
sation voltage required
would fluctuate by sev-
eral volts over the course
of a single day. To illus-
trate this, figures (d) and
(e) show the data from
day 6 of (b)i and (c)i re-
spectively. During this
day a single ion was con-
tinuously trapped, with-
out re-loading the trap at
any time.
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4.6.3 Comparison of heating behaviour

One of the significant motivations for implementing photoionisation loading

is to reduce the large heating rates seen in systems loaded by EB meth-

ods; low heating rates are a prerequisite for almost all scalable trapped-ion

quantum-computing applications. This expected reduction was observed,

and is described fully in chapter 5.

4.6.4 Comparison with other atomic species

Some experiments have reported an increase in heating rate and a degrada-

tion in trap performance over time; this limitation is assumed to be due to

fluctuating patch potentials caused by atomic vapour coating the trap elec-

trodes. The most notable examples are those using Be [110] and Ba [97]. In

contrast there are also examples of systems that do not exhibit this feature,

specifically those with Ca [135] and Cd [72]. Earlier work at NPL (prior

to this thesis work) saw the performance of an endcap trap for Sr degrade.

Specifically it was observed that:

1) the required micromotion-compensation voltages fluctuated erratically

and with increasing amplitude,

2) there was an associated increase in heating rate.

Only after having constructed a trap that was exclusively loaded by photoion-

isation (and hence was exposed to minimal atomic flux) [93] was it possible

to observe the reduction in micromotion described here, and the low heat-

ing rates presented in chapter 5. While the dependence of trap performance
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on atomic species is not understood, Sr deposition on trap electrodes does

appear to adversely affect trap operation over time.

4.7 Further work

The work described here requires only the loading of single 88Sr+ ions (natu-

rally 82.6% abundant). However, trapping of odd-isotopes allows advantage

to be taken of the very long coherence time of the ground state’s hyperfine

structure, and is therefore potentially interesting for QIP experiments [136].

The most abundant odd isotope (87Sr) is only 7.0% abundant naturally. To

load long, isotopically pure ion strings of such an isotope would therefore

require isotope selectivity. Photoionisation work in Ca [112, 113, 137] has

demonstrated isotopic selectivity using similar pathways to those used here in

Sr. Although the isotope shifts in Sr are smaller than in Ca, there is a 56 MHz

shift in the 1S0—
1P1 transition between 88Sr and 87Sr [138]. This compares

to the smallest shift in the same transition in Ca of 154 MHz between 43Ca

and 44Ca. (It should however be noted that when photoionising 43Ca the

most significant impurity contribution is from 40Ca, centred 612 MHz away

[113].) The spectrum in 87Sr is complicated by a hyperfine splitting spanning

60 MHz [139]. Nonetheless, as the natural linewidth of the transition in Sr is

32 MHz [139] isotope selectivity should be realisable, provided Doppler and

power broadening of the transition are minimised.

In the present experiment, this system is used to load single ions. The

principle could easily be extended to load several ions deterministically into

a linear trap. This will become an important capability in the new, linear
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trap, discussed in chapters 6–7.

4.8 Summary

The functioning of an ion trap can be compromised by a variety of issues

arising from the loading method. These difficulties can be largely avoided by

using a pure atomic source, and minimising the amount of stray charge and

atomic flux incident on the trap during loading.

This chapter has presented a method for clean, efficient, and controlled

photoionisation loading of strontium for precision ion-trap experiments. The

two-step photoionisation proceeds via the 5s2 1S0—5s5p 1P1 dipole transi-

tion (λ = 461 nm), and is immediately followed by direct excitation to the

(4d2+5p2) 1D2 autoionising state (λ = 405 nm). A frequency-doubled diode

laser generates the 461 nm radiation and a free-running diode at 404 nm is

sufficient to excite the 0.9 nm-wide transition to ionisation. These relatively

simple laser sources render this a straightforward method for creating 88Sr+

ions. Once an ion is created, near-resonant and far-detuned cooling beams

facilitate rapid cooling to the Doppler limit; at this point the ion can be

detected easily and the atomic source switched off, thus helping to minimise

the atomic flux evaporated towards the trap electrodes.

Using this photoionisation method, the atomic flux required to load the

trap is ∼104 times less than when using electron bombardment. This com-

pares very well with other similar implementations of photoionisation in the

literature [112, 113]. Using photoionisation, we observe a trap loading suc-

cess rate of >90%, which contrasts sharply with ∼30% using EB loading. A
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further advantage of photoionisation is that it substantially reduces the vari-

ation in charge on insulating surfaces during the experiment: the day-to-day

fluctuations of micromotion-compensation voltages are reduced by a factor

of ∼10. Finally, using a clean trap which has only been loaded by photoion-

isation allowed a low ion-heating rate to be obtained. This is discussed in

full in chapter 5.
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CHAPTER 5

Zero-point cooling

5.1 Introduction

Trapped ions are now regarded as a credible physical system for the future re-

alisation of a quantum information processor [140]. The universal set of gates

proposed by Cirac and Zoller [44, 45] requires a linear string of trapped ions,

cooled to the motional ground state. Such an initialised state is also required

for other demonstrated QIP schemes, such as quantum gates [40, 45], algo-

rithms [20, 21], deterministic teleportation [23, 24], ion-photon entanglement

[38], and multiparticle entanglement [28, 29].

Decoherence of superposition and entangled states limits the fidelity of

processing operations, and in principle there are many mechanisms of varying

magnitudes that may contribute to this [15]. In practice, excessive heating

of the trapped ions’ motion [97, 110] can be a significant limitation to the

fidelity of quantum logic operations. Cooling the trapped ions’ motion to

the zero point of its energy, and realising low motional heating rates are
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therefore important capabilities for research in quantum information using

trapped ions.

The Doppler limit (eq. 2.13) means that Doppler cooling is not sufficient

to achieve ground-state cooling for the trap frequencies used in this experi-

ment. Sideband cooling requires the sidebands to be resolved from the carrier,

for which it is required that Γ ¿ ω. This renders cooling on electric-dipole

transitions impractical. Instead, resolved-sideband cooling to the motional

ground state has been achieved using weakly-allowed optical transitions, such

as quadrupole transitions in 198Hg+ [116] and 40Ca+ [117]; the narrow inter-

combination line in 115In+ [141]; and two-photon Raman transitions in 9Be+

[142] and 111Cd+ [72]. Laser cooling to the motional ground state has also

been achieved in 40Ca+ using a technique based on electromagnetic-induced

transparency [143]. Sideband cooling can be extended to more than one ion,

and a collective vibrational mode of an ion string has been prepared in the

ground state using resolved-sideband cooling [135, 144].

This chapter reports resolved-sideband cooling of a single 88Sr+ ion to

the motional ground state, by means of the 674 nm 2S1/2—
2D5/2 quadrupole

transition (natural linewidth 0.41 Hz [31]). This technique is analogous to

those described in [116, 117]. The heating rate of an ion initially prepared

in the motional ground state has also been measured and is found to be

comparable with other reported heating rates [50, 66, 71, 72, 97, 110, 116,

117].

This chapter is arranged as follows. The method used to achieve sideband

cooling to the ground state is given in section 5.2. Section 5.3 presents a

measurement of the final ground-state occupation probability achieved, and
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also of the subsequent trap heating rate.

5.2 Method

The relevant energy levels of 88Sr+ for the cooling scheme implemented are

shown in figure 5.1. For clarity of notation, certain specific states are written

as follows:

|2S1/2, mj = −1/2〉 → |S〉,
|2P3/2 mj = −3/2〉 → |P〉,
|2D5/2, mj = −5/2〉 → |D〉,
|2D5/2, mj = −1/2〉 → |D′〉.

The transition wavelengths and decay rates between the various relevant

electronic states in 88Sr+ have been summarised in table 2.1.

A single 88Sr+ ion is confined in an endcap trap, as described in chapter 3.

This trap provides motional frequencies of (ωX, ωY, ωZ)/2π = (1.94, 1.97,

3.96) MHz. For the experiments reported in this chapter the trap used was

exclusively loaded by photoionisation (and hence was exposed to minimal

atomic flux) as described in chapter 4. Previous traps which had been loaded

using electron-bombardment ionisation were found to have prohibitively high

heating rates for ground-state cooling. The laser systems have been described

in chapter 3, though the relevant details are summarised here. The ion is

initially Doppler cooled by 422 nm light produced by a frequency-doubled

diode laser. A neodymium-doped fibre laser generates light at 1092 nm to

ensure that the ion is not lost from the cooling cycle. A 674 nm ECDL

is stabilised to an ultra-low-drift resonator to realise a linewidth of Γ/2π
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Figure 5.1: Energy levels of 88Sr+. (a) Doppler-cooling scheme.
The ion is Doppler cooled using the 2S1/2—

2P1/2 transition at
422 nm. Repumper light at 1092 nm prevents optical pumping into
the metastable 2D3/2 state. (b) Resolved-sideband-cooling scheme.
Zeeman sublevels (labelled by their mj quantum number) are split
using a magnetic field of 380 µT. σ− polarised light at 422 nm op-
tically pumps the ion into the 2S1/2 (mj = −1/2) sublevel. The
ion is then sideband cooled using 674 nm light tuned to the lower
motional sideband of the 2S1/2 (mj = −1/2)—2D5/2 (mj = −5/2)
transition. A 1033 nm quencher laser returns the ion rapidly to the
ground state, to ensure a fast cooling rate.

= 2 kHz. This master laser sideband injection locks a pair of slave lasers to

create two narrow-linewidth sources that can be tuned independently across

the S—D transition, for sideband cooling on the |S〉—|D〉 transition, and

spectroscopy on the |S〉—|D′〉 transition. The beams are oriented to provide

a Lamb-Dicke parameter of ηZ = 0.018. The 1033 nm quencher and clearout

radiations are also produced by an ECDL, which is stabilised to an invar

cavity, reducing the drift to . 60 MHz/h.

The implementation of ground-state cooling for 88Sr+ proceeds in two

stages. First the ion is Doppler cooled on the 2S1/2—
2P1/2 dipole transition
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Figure 5.2: Timing of lasers for a single cooling and detection cycle.
See the text for details.

using 422 nm light as shown in figure 5.1a. Repumper light of wavelength

1092 nm ensures that if the ion decays into the 2D3/2 state it is rapidly

returned to the cooling cycle. The Doppler limit for the axial motion is

n̄min ' 2, and a mean phonon number of n̄Z ' 8 is routinely achieved (see

figure 5.4a). Confinement of the ion to the Lamb-Dicke regime is therefore

easily obtained (c.f. eq. 2.14).

In the second stage the ion is cooled to the ground state using sideband

cooling. The laser pulse sequence for this is discussed below, and summarised

in figure 5.2. A magnetic field of 380 µT splits the Zeeman sublevels of the

ion’s electronic states (as shown in figure 5.1b). The ion is prepared in

the |S〉 state by optical pumping using σ− polarised light at 422 nm. One

potential limitation during sideband cooling is that the ion may decay from

the |P〉 state to the 2D3/2 state, and then via the repumper laser to |2S1/2,

mj = +1/2〉, thereby becoming lost from the cooling cycle. Short optical-

pumping pulses can be applied to return the ion to the cooling cycle to avoid

this problem. To cool the ion, it is then driven on the lower axial (Z) sideband

of the |S〉—|D〉, ∆m = −2, transition using a 674 nm laser as illustrated in
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figure 5.1b. The ∆m = −2 transition is red detuned of all other transitions

in the Zeeman spectrum, and is therefore chosen to minimise off-resonant

excitation on any other transitions, which can lead to heating of the ion.

For sideband cooling to be feasible, the atomic transition must meet the

condition Γ ¿ ω, where Γ/2π = 0.41 Hz is the natural linewidth of the

transition [31]. However, such a low spontaneous decay rate does not enable

efficient sideband cooling. The |D〉 state lifetime is therefore quenched using

a 1033 nm laser resonant with the |D〉—|P〉 transition, in order to achieve

an appreciable cooling rate. By adjusting the saturation parameter of this

quencher laser, the effective decay rate of the |D〉 state, Γ′D, can be tuned for

optimal sideband cooling [57]. If the quencher coupling is not strong enough,

the decay to the ground state is limited by the long |D〉 state lifetime. How-

ever, as the quencher saturation parameter is increased, there is increased

spontaneous emission from the |P〉—|S〉 and |P〉—|D〉 dipole transitions. In-

creased momentum diffusion arises, which in turn leads to increased heating,

and again the net sideband-cooling rate is reduced. Following the reasoning

of [17, 57] the optimal saturation parameter for the |D〉—|P〉 transition is:

smax(n) = ηΩ0

√
8n/ΓPS (5.1)

where Ω0 is the interaction strength on the |S〉—|D〉 transition and ΓPS is

the |P〉—|S〉 decay rate. This yields an optimised cooling rate of:

.
n̄= ηΩ0

√
2n̄/4. (5.2)
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For this experiment, that is
.
n̄Z ' 12, 000

√
n̄Z s−1. This n̄ dependence requires

that in order to maintain an optimised cooling rate the quencher laser’s sat-

uration parameter must be tuned as n̄ reduces during cooling. This would

of course alter the AC Stark shift of the |D〉 state, and necessitate com-

pensating via tuning the 674 nm sideband-cooling laser accordingly. Due to

this additional complexity, a single saturation parameter is chosen and set,

which provides an acceptable cooling rate for the n̄Z range of the experiment

described here.

After cooling, the motional state of the ion is measured from the sideband

spectrum of the |S〉—|D〉, ∆m = 0 transition. This transition has the great-

est relative coupling strength, compared to other transitions in the S—D

spectrum [145], given the laser beam geometry of our apparatus. The up-

per and lower sidebands are recorded using pulsed-probe spectroscopy [146],

where the Doppler-cooling laser is used to detect the ion’s state with near

unit efficiency via Dehmelt’s electron shelving technique. The mean phonon

number of the ion is calculated from the relative coupling strengths of the

sidebands (eq. 2.16). If the ion is found to be in the |S〉 state, another cooling

and detection cycle can be carried out immediately. If the ion is in the |D〉
state, a clearout pulse of 1033 nm radiation is applied to avoid having to

wait ∼0.5 s for the ion to decay naturally on the quadrupole transition.

As discussed earlier, the sideband-cooling rate is optimised via the satura-

tion parameter of the quencher laser beam. In the experiment, the quencher

intensity is fixed (I = 5 Wcm−1) and the detuning varied (in region of

−300 MHz), in order to tune the saturation parameter. This parameter

is set by minimising absorption of the sideband-cooling laser on the cooling
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Figure 5.3: Modified sideband-cooling measurement. For a fixed
intensity and detuning of the 1033 nm quencher laser, the fre-
quency of the sideband-cooling laser is optimised to account for
the quencher-induced AC Stark shift. With the spectroscopy laser
always set to the peak of the lower detection sideband, the cooling
laser is scanned across the Stark-shifted cooling transition. When
sideband cooling is optimised, the excitation probability of the de-
tection sideband is minimised.

transition, in the presence of the quencher. However, the quencher light AC

Stark shifts the |D〉 state and hence the cooling transition frequency. There-

fore by adjusting the saturation parameter to minimise the absorption, the

cooling transition frequency shifts as a consequence. Once the quencher pa-

rameters are fixed, the AC Stark shift of the cooling transition frequency can

be verified using a modified sideband-cooling measurement as follows. The

sideband-cooling beam’s frequency is scanned across the cooling transition

while the spectroscopy beam is fixed on resonance with the lower detection

sideband; the excitation probability of this sideband is minimised when the

cooling beam is resonant with the cooling transition. This is illustrated in

figure 5.3.
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5.3 Results

5.3.1 Zero-point cooling

The relative amplitudes of the lower and upper axial sidebands of the |S〉—
|D〉, ∆m = 0 transition are used to determine n̄Z before, during and after

sideband cooling, as described in section 2.4.2. Figure 5.4 shows such axial

sidebands following Doppler cooling and also sideband-cooling periods. The

fitted curves in this figure were obtained by summing over the Rabi line-

shapes [147] for each possible n, weighted by the occupation probability,

P (n|n̄) (eq. 2.17). The free parameters used for fitting were n̄ and Ω0. The

fit value of Ω0 = 2π×110 kHz is consistent with the experimentally measured

value. Doppler cooling reduces the ion’s energy well into the Lamb-Dicke

limit with n̄Z ' 8 (figure 5.4a). It is found that the ion’s vibrational energy

is minimised after 5 ms of sideband cooling, where the mean phonon number

is measured to be n̄Z = 0.03(1), corresponding to a ground-state occupation

probability of 97(1)% (figure 5.4c). While a few optical-pumping pulses are

applied during the cooling cycle, these are not observed to affect the final

measured n̄Z.

5.3.2 Heating-rate measurement

The ion’s heating rate was determined by varying the delay between the end

of the sideband-cooling procedure and the measurement of n̄Z (i.e. the spec-

troscopy pulse, see figure 5.2). The results of these measurements, presented

in figure 5.5, show a linear increase in n̄Z, corresponding to a heating rate
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Figure 5.4: Axial sidebands of the |S〉—|D′〉, ∆m = 0 detection
transition after (a) Doppler cooling, n̄Z ' 8, (b) 2 ms sideband
cooling, n̄Z = 0.19(2), and (c) 5 ms sideband cooling, n̄Z = 0.03(1).
The phonon number is calculated from the relative sideband inter-
action strengths (eq. 2.16). The spectroscopy pulse duration was
70 µs in (a) and 160 µs in (b) and (c). The number of interrogations
per point ranged from 400 in (a) to 1200 in (c). The solid lines are
fits to the data. The small background offset visible in the data of
(b) and (c) is due to noise on the spectrum of the 674 nm laser,
which causes resonant excitation of other Zeeman transitions in the
ion’s 2S1/2(mj = −1/2)—2D5/2 spectrum.
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Figure 5.5: Trap heating rate. By increasing the delay between
the end of sideband cooling and the spectroscopy pulse, the trap
heating rate was determined to be

.
n̄ = 0.054(4) quanta/ms. By

extrapolating the data points to zero delay, the phonon number
immediately after cooling is estimated to be n̄Z = 0.014(8).

of
.
n̄Z = 0.054(4) quanta/ms. The minimum delay between the end of the

cooling cycle and the measurement of n̄Z was 0.9 ms, due to the switching

speed of the quencher-beam mechanical shutter. By extrapolating the data

in figure 5.5 back to zero delay, the phonon number immediately after cooling

is estimated to be n̄Z = 0.014(8), corresponding to a ground-state occupation

probability of 98.6(8)% (c.f. eq. 2.17).

As described in section 4.2, the main cause of ion heating is believed to

be stochastic fluctuations in the electric field at the ion due to electric-field

noise from the trap electrodes. A given magnitude of electric-field noise will

give rise to different ion-heating rates dependent upon the ion’s mass, M , and

the motional frequency, ω. To facilitate a meaningful comparison of traps

in different experiments, the measured heating rate is used to calculate the

106



Figure 5.6: Comparison of the spectral density inferred by this
work, with that of other traps reported in the literature. The spec-
tral density of electric-field noise of traps in the literature is shown
as a function of the ion-electrode separation. The spectral density
inferred in this work is marked ‘×’ [94]. For comparison, the figure
also shows results from work in 9Be+: O [50], M [110]; 40Ca+: ◦
[117]; 111Cd+: ¤ [66], ¨ [71], ¥ [72]; 137Ba+: F [97]; and 198Hg+:
¦ [116]. The dotted line indicates the expected gradient due to an
R4 scaling law [110].

spectral density of the electric-field noise, SE(ω), where [110]:

SE(ωZ) = 4M~ωZ

.
n̄Z /e2. (5.3)

This quantifies the source of the heating, independent of M and ω. For the

experiment described here, SE = 3.1(2) ×10−12 (V/m)2 Hz−1. This is plotted

in figure 5.6 along with other results published in the literature, and can be

seen to be comparable with values observed in other traps, once the size of

the trap is taken into account.
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5.4 Summary

The ability to cool an ion to the motional ground state is a requirement of

many trapped-ion QIP applications. The demonstration of traps with low

ion-heating rates is also an important capability for such work. We have

cooled a single 88Sr+ ion to the zero point of its axial motion, using resolved-

sideband cooling on an optical quadrupole transition. The heating rate of the

trapped ion has also been measured. Assuming that the source of this heating

is fluctuating electric-field noise, this yields an inferred spectral density of the

electric-field noise comparable to the values reported by other groups using

different traps and atomic species.
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CHAPTER 6

Trap modelling

6.1 Introduction

The prospect of an operational quantum information processor is the most

significant driver for ion-trap research at present. Experimental demonstra-

tions such as quantum gates [40, 45], algorithms [20, 21], deterministic tele-

portation [23, 24], and ion-photon entanglement [38] have positioned trapped

ions as a viable technology for quantum information processing (QIP). While

current experiments have been performed using only a few qubits at most

[28, 29], the scaling-up of devices to handle large numbers of qubits remains

a significant challenge. Cirac and Zoller’s original proposal for QIP with

trapped ions [44] requires a linear string of ions in a single trapping poten-

tial, where the ions’ internal electronic energy levels represent the qubit logic

states, and the mutual Coulomb interaction facilitates the transfer of quan-

tum information between the ions. Technical and fundamental limits are

placed on the computations that can be carried out by a linear string of ions
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in a single trap [148]. As more ions are introduced to the string, the sideband

spectrum becomes more complicated. It can be ensured that the sidebands

are well spaced in frequency by increasing the axial trap frequency, though

this in turn decreases the physical inter-ion spacing. This increases cross talk

between the addressing laser for a particular ion and the neighbouring ions.

Considering Shor’s algorithm, it is suggested that using typical quadrupole

transitions as a qubit, trapped ion quantum computers with a single segment

could only factorise a ∼10-bit number [148]. It is, however, proposed that

trapped-ion quantum computing systems can nonetheless be scaled to handle

many qubits by using an architecture based on an array of many intercon-

nected ion traps [34]. By segmenting the single, long electrode of a standard

linear Paul trap (described in section 2.3), and applying appropriate volt-

ages to the segments, the axial potential can be made so that many ions

can be held in separate, independent trapping potentials. An example of the

concept envisaged is illustrated in figure 6.1. Such a device would comprise

distinct zones for loading, processing and storing qubits, and ions would be

shuttled between the zones by applying appropriate time-varying voltages to

the electrode segments. This would enable a trapped-ion quantum computer

to realise DiVincenzo Criterion #1 (“A scalable system” [30], see chapter 1

for discussion). It would also facilitate one method of realising DiVincenzo

Criterion #5 (“Qubit specific measurement” [30], see chapter 1 for discus-

sion). Additionally, quantum gates have been proposed for segmented traps

in which ions are moved into and out of stationary laser beams [149]. This

has the benefit over other systems of simplifying the optics required for the

laser systems.
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Figure 6.1: Generic concept for a segmented-trap architecture [34].
Each set of segments traps like a standard linear Paul trap, and
ions can be shuttled between different zones.

There are several types of segmented linear traps that have been either

used or proposed by various research groups, as illustrated in figure 2.3. The

designs demonstrated in the literature have had electrodes arranged in either

two layers [50, 71]; or three layers [72–75]; or had all the electrodes in a plane

[77]. This thesis work proposes a design for a novel ion-trap quantum pro-

cessor chip, microfabricated using a process based on planar silica-on-silicon

techniques [95]. The trap electrodes are made of gold-coated silica (SiO2)

and are spaced by highly-doped silicon in a monolithic structure. This de-

sign is expected to allow a trap of unit aspect ratio, with an ion-electrode

separation down to 100 µm, and which is scalable to many (i.e. 102 → 103)

trapping segments. Any trap design is necessarily constrained by the physics

of the trapping potential, practical limitations such as material properties,

and fabrication considerations. This chapter describes the modelling of the

trapping potential and the operating parameters required to achieve experi-

mentally useful motional frequencies (a few MHz). Several possible practical
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problems are also modelled and are not expected to be a factor limiting the

trap’s operation. The monolithic, unit-aspect-ratio trap proposed is expected

to exhibit a deep potential well with high trap efficiency, and a low RF loss,

when compared to other microfabricated traps. This fabrication technol-

ogy is in principle scalable to complex devices, and may form the basis for

large-scale ion-trap quantum processors.

This chapter is arranged as follows. Section 6.2 outlines the geometry

of the proposed structure. Section 6.3 describes the finite-element methods

used to model the trapping behaviour of this structure. The results obtained

using such methods are given in section 6.4. The modelling of several possible

failure modes is presented in section 6.5, and it is shown that these are not

expected to limit trap operation. The fabrication of the structures modelled

is considered in chapter 7.

6.2 Geometry

The physics of ion trapping in a linear Paul trap is explained in section 2.3.

Importantly, a linear Paul trap [60] can be deformed significantly from its ide-

alised hyperbolic geometry, yet still maintain a harmonic potential, provided

the ion is close to the trap axis (i.e. provided the ions’ vibrational quantum

number, n, is small). Examples of such deformations to the trap geometry

include making traps with very high aspect ratios [70, 71]; changing the num-

ber of electrodes [72–75]; and placing all the electrodes in a plane [76, 77].

Nonetheless, while different realisations of linear RF traps may appear dis-

similar, the basic physics of the trapping potential remains unchanged, save
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Figure 6.2: Microtrap electrode connections for an elementary unit
cell. An RF voltage, V = V0 cos ΩTt, on each of two electrodes
running the full length of the trap provides the radial (xy) trapping
potential, where the trap axis is shown as a dotted line. A DC
voltage, VDC, is applied to the four endcap electrodes and provides
axial (z) confinement. The voltages VC1 and VC2 can be applied to
compensate for micromotion.

for a dimensionless geometrical factor, η, known as the trap efficiency [70].

The most elementary unit cell of the trap required to provide a confining

potential is shown in figure 6.2. The radially confining potential is created

by applying an RF voltage, V (t) = V0 cos ΩTt, to a pair of electrodes which

run the full length of the trap, while all other electrodes are held at RF

ground. The ion is confined axially by a DC voltage, VDC, applied to the

four endcap segments. For realistic traps, imperfections in fabrication and

stray charges on insulating surfaces can displace the ion from the trap axis,

leading to excess micromotion [81]. This is a driven motion at the trap drive

frequency, which is explained in more detail in section 2.3.4. By applying

DC voltages, VC1 to the compensation electrodes (behind the RF electrode)
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Figure 6.3: Trap design concept and parameter definitions. The
electrodes are made of gold-coated SiO2 layers, which are spaced
by highly-doped silicon. The entire construction is created from
a single silicon wafer. The section shown can be extended to in-
clude many more than three segments, or more complicated geome-
tries such as varying a along the length of the trap, or including
junctions. Typical values of the dimensions indicated are listed in
table 6.1

and VC2 across the trap segment electrodes, the ion can be returned to the

trap axis. Micromotion can thereby be minimised independently in each

trapping segment. Throughout this chapter, the coordinate reference frame

shown in figure 6.2 is generally used, with unit vectors x̂ (perpendicular to

the trap axis, in the plane of the wafer), ŷ (perpendicular to the plane of

the wafer), and ẑ (parallel to the trap axis). This is chosen as a reasonable

coordinate system when discussing wafer dimensions. It should be noted that

the principal axes of the trapping potential are not necessarily aligned along

these axes. When a different set of coordinate axes is more appropriate this

is made clear in each such instance.

A cut-away section of the proposed design is shown in figure 6.3. The elec-

trodes, formed by a 5 µm layer of gold overlaid on 15 µm of SiO2, are spaced
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Parameter Value Units
Trap #1 Trap #2 Trap #3

Ion-electrode separation, R 350 160 90 µm
Wafer thickness, d 500 250 150 µm
Electrode separation, a 500 250 100 µm
Recess depth, h 300 300 200 µm
RF-DC electrode spacing, G 50 50 25 µm
DC-DC electrode spacing, g 10 µm
Electrode length, b 20 to 1000 µm
Ion-endcap separation, f 90 to 600 µm
Silica thickness, w 15 µm
Gold thickness, t 5 µm
RF electrode width, l 20 µm
Distance to edge of chip, L ∼ 4000 µm

Table 6.1: Typical dimensions for different sizes of traps. All of
these dimensions are believed to be reasonable, given existing silica-
on-silicon fabrication processes.

by highly-doped silicon. All traps considered have an aspect ratio of one

(i.e. a/d = 1). For the calculations presented in this chapter, silicon wafers

of different thickness, d, are considered in the range 150 µm < d < 500 µm.

The structure shown in the figure is part of a larger ‘chip’, the dimensions

of which are dictated by packaging and electrical connectivity requirements

(as described in section 7.4.5). The un-etched areas of the chip, away from

the trapping region, provide mechanical support for the trap electrodes, and

are gold patterned with bonding pads for electrical connectivity (not shown

in figure 6.3). The radial size of the trap is characterised by R, the distance

from the trap axis to the nearest point on the electrodes. The characteristic

distance for the axial behaviour, f , is the distance from the ion to the near-
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est point of a DC endcap electrode. Table 6.1 lists examples of the physical

dimensions indicated in figure 6.3, for three traps of differing size. The cho-

sen values (or ranges of values) are set by physical or fabrication constraints.

These constraints are explained as they arise in the remainder of this chapter,

and in chapter 7.

The three segments shown in figure 6.3 create a single trapping zone.

However, by extending the design to include more segments, many inde-

pendent trapping zones can be achieved. (Two independent trapping zones

require at least 5 segments, three zones require 7 segments, and so on.) A

trapped-ion quantum computer may be required to carry out a number of

different operations [30, 34, 150], such as loading, storing, shuttling and opti-

cally addressing ions, and bringing together and separating small numbers of

ions. It is useful to have dedicated regions for different tasks. For example,

a region where quantum algorithms are carried out will need a low heating

rate, and therefore require that the electrodes are as uncontaminated as pos-

sible (see discussion in section 4.2). Electrodes in the region where ions are

loaded will receive a certain degree of contamination from the atomic source.

By having separate regions for each purpose, certain limitations (e.g. high

heating rates) can be confined to regions where they are unimportant (in

this case, far from the interaction region). In the proposed segmented design

the geometry of different trapping zones can be optimised for each specific

purpose.
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6.3 Finite-element methods

6.3.1 Introduction

For a limited number of geometries, potential distributions can be calculated

analytically. In general, however, this is not the case and some numerical

method is required. The electrostatic potentials due to the trap geome-

try described above were modelled by finite-element methods (FEM) using

FEMLAB1. This data was then processed using MATLAB2 to calculate the

trapping behaviour of the system. For some results the values obtained by

these methods were independently verified using SIMION 3D3. This ion-

optics package calculated the potentials by a finite difference method (FDM)

and modelled the effect of the full, time-varying RF potential on a charged,

massive ion. The entire modelling procedure is summarised by the flow dia-

gram shown in figure 6.4.

Figures 6.2 and 6.3 illustrate the proposed physical trap geometry. The

notation used for the finite-element modelling is similar to that shown, with

some minor modifications. The nomenclature for DC voltages given in fig-

ure 6.2 is useful for indicating specific voltages, applied to specific electrodes,

for a particular purpose. In modelling the geometry, however, it is often more

convenient to denote a general DC voltage applied to a general DC electrode

as U0. The potential distribution produced by a DC voltage, U0, applied to

a particular electrode geometry is then denoted U , and that produced by an

1FEMLAB 3.2, COMSOL, Inc., MA. 2004. Now called COMSOL Multiphysics.
2MATLAB 7.1, The MathWorks, Inc., MA. 2005.
3SIMION 3D 7.0, Scientific Instrument Services, Inc. NJ. 2003.
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RF voltage, V0, denoted V . In the physical system, the trap electrodes have

some length, L À a (see figure 6.3 and table 6.1). The trap will then be en-

closed in a vacuum chamber, comprising conductors and dielectrics at some

large distance from the ion (as described in section 7.4.5). In the computer

model, the boundary condition is taken to be an insulator. i.e. at the bound-

ary the electric field has only a tangential component to the boundary. The

boundary was then moved back in each direction until the calculated values

for the motional frequencies remained constant. This was found to require

radial distances > 3R and an axial distance > 3f . This is consistent with

the design rules for microtrap fabrication used by other groups [150]. It can

be noted that given the boundary was sufficiently distant to not affect the

trapping potential, essentially identical trapping potentials are achieved by

modelling conducting (instead of insulating) boundary conditions.

For the majority of the work described here, only the unit cell of three

segments is considered. The algorithms required can be easily modified to

consider more segments. However, for many segments (&6) the processing

speed becomes prohibitively slow and other, more efficient methods become

favourable. Using FEM, the entire volume under consideration is discre-

tised, and Maxwell’s equations are solved for the potential distribution on

the electrodes. Other work modelling similar systems has been carried out

using boundary-element methods (BEM) [151–153]. By this method, only

the electrode surfaces are discretised, and Maxwell’s equations are solved for

the charges on these surfaces. FEMLAB was chosen for the work described

here as (for smaller systems) the benefits gained from the ease of using the

software and its interface with other programmes were believed to outweigh
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any reduction in speed.

6.3.2 Two-dimensional modelling

Much of the trap behaviour can be well modelled by considering a cross-

section through the centre of the trap in the z = 0 plane, and assuming

that the electrodes extend uniformly and infinitely far in the axial direction.

This is a good approximation provided that the gap between the electrodes,

g, is small compared to the gap’s distance from the ion, f , (i.e. g ¿ f)

and that any discontinuities in voltage occur at distances much greater than

the ion-electrode separation. For the proposed trap the 2D model therefore

provides a good description of the RF trapping potential. The fact that a

voltage applied to the DC endcaps necessarily breaks the uniformity along

the z-axis means that the DC potential cannot be described by a 2D model.

The 3D modelling is described in section 6.3.3.

The general process for the 2D modelling is summarised in figure 6.4,

and illustrated in figure 6.5. First, the electrode geometry is entered into

FEMLAB. The boundary conditions can be set as required, and the geometry

is meshed (figure 6.5a). The mesh is set to be finer near the tips of the

electrodes as these are the regions of greatest potential gradient, and the

finer mesh here reduces numerical errors. The mesh is also finer near the trap

centre as this is the region over which most of the later fits are done, and a

coarse mesh can give rise to significant interpolation errors. FEMLAB then

solves for the potential, V (x, y), produced by the geometry and boundary

conditions specified (figure 6.5b). As described in section 2.3 (eq. 2.4) the
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Figure 6.4: FEM process summary. This shows the dependencies for different
calculations, and how the parts of the modelling process fit together. See text
for details of each stage.
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Figure 6.5: 2D modelling process. (a) The geometry is entered into FEMLAB
and meshed. (b) The potential, V (x, y), is solved for the specified bound-
ary conditions. The figure shows equipotential lines for 1V being placed on
diagonally opposite electrodes. (c) V (x, y) is imported into MATLAB and
the pseudopotential is calculated. The figure shows equipotential lines for
the pseudopotential. (d) The potential, U(x, y), due to the DC potentials
applied to various electrodes is calculated. (e) If required, the instantaneous
potential calculated in (b) can be decomposed into weighted circular har-
monics, using a fitting algorithm in MATLAB.
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pseudopotential, ψ, is given by:

ψ =
e2

4MΩ2
T

|OV (x, y, z)|2. (6.1)

This pseudopotential is calculated for the specified trap geometry in MAT-

LAB, using the potential obtained by FEMLAB (figure 6.5c). This pseu-

dopotential can then be considered directly if required. Alternatively, the

instantaneous potential can be decomposed into a set of harmonics for fur-

ther analysis (figure 6.5e).

The algorithm for finding the weighted harmonics is carried out as follows.

In general, an arbitrary 2D potential, V (r, θ), can be decomposed into a series

of circular harmonics:

V (r, θ) = V0

[ ∞∑
n=0

Cn

(
r

r0

)n

cos(nθ) +
∞∑

m=1

Sm

(
r

r0

)m

sin(mθ)

]
(6.2)

where r0 is the radius over which the fit is made, and Cn and Sm are coeffi-

cients of the expansion. The expansion coefficients in eq. 6.2 are found using

the following fitting algorithm. Let the potential calculated by FEMLAB be

called V FEM, and the potential generated by the summation in eq. 6.2 with

some arbitrary set of Cn, Sm be V fit. The fitting problem then becomes one

of minimising the parameter:

F (C) =

I,J∑
i,j=1

(
V fit

ij (C)− V FEM
ij

)2
, (6.3)
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where

V fit
ij (C) =

K∑

k=1

CkPijk , (6.4)

C = (C0, C1, C2, ..., CN , S1, ..., SM) , (6.5)

and each layer, Pk, is the basis harmonic potential corresponding to Ck. I and

J correspond to the size of the x, y array of data exported from FEMLAB.

K = N + M is the number of harmonics included in the summation. It may

be noted that eq. 6.4 is entirely equivalent to eq. 6.2, if eq. 6.2 is terminated

at n = N , m = M instead of being an infinite series, and if V0 = 1 V.

Differentiating F (C) with respect to each of the Ck and setting the differential

to zero will give a minimum in this parameter, i.e. the best fit.

∂F

∂Ck

=

I,J∑
i,j=1

2
(
V fit

ij (C)− V FEM
ij

) ∂V fit
ij (C)

∂Ck

= 2

(
K∑

k=1

CkAijk − bij

)
= 0 (6.6)

where

A = P PT , (6.7)

b = P VFEM. (6.8)

It can be seen from eq. 6.6 that solving the minimisation problem is equivalent

to solving the problem CA = b. This can be done efficiently in MATLAB.
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Secular frequency

As described in section 2.3, the secular frequency of an ion confined in a

linear RF trap of arbitrary geometry is given by:

ωr =
e V0 η√

2 M ΩT R2
. (6.9)

All terms on the right hand side are known, except for the efficiency, η, which

is defined as the ratio of the quadrupole component of a given trap to that of

a hyperbolic trap of the same characteristic dimension. An ideal hyperbolic

trap has only a quadrupole component. This means that, from eq. 6.2, for

an ion-electrode separation R, Shyp
2 = 0.5(r0/R)2, and all other expansion

coefficients are zero. For a general trap the efficiency can therefore be given

as:

η =
2 S2 R2

r0
2

. (6.10)

By eq. 6.9, the secular frequency of the ion can be then calculated. It is worth

noting that because each basis function in eq. 6.2 is orthogonal to each of the

others, the best fit value of S2 found by the optimisation algorithm should

be independent of how many higher orders are added to P. In practice

adding higher orders changes the optimised value of the fit S2 by less than

one percent.

By way of testing the algorithm, several analytically solvable cases can

be modelled. One simple case is that of a hyperbolic trap which by definition

has an efficiency of 1. The algorithm described above gives the correct answer

to within 0.5 %, where the discrepancy is due to the model boundary being a
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finite distance away, rather than the electrodes asymptotically approaching

each other. A second analytically solvable case is that of a trap in the limit

of high aspect ratio (i.e. a/d → ∞) where η → 1/π [70]. The algorithm

described here agrees to within 1 % for an aspect ratio of 100.

Trap depth

In determining the maximum energy of an ion which can be trapped, or how

energetic a collision with the background gas can be before the ion is lost from

the trap, it is useful to know the depth of an ion trap’s potential. The trap

depth is determined by the saddle point which occurs in the effective potential

between the electrode tips, indicated in figure 6.6. To calculate the depth

of the proposed trap, the pseudopotential is calculated and the difference

between the potential at the saddle point and the potential minimum is

taken.

Compensation voltages

In a physical trap imperfections in fabrication or static charges on insulators

can perturb the trapping potential so that the ion no longer resides at the RF

null. The ion can be moved back in to position by applying DC compensation

voltages (VC1 and VC2, figure 6.2). The effect of such compensation voltages

can be modelled in 2D by calculating the potential, U , due to a voltage

applied across the trap segment (figure 6.5d). When this is added to the

pseudopotential, the position of the minimum in the total effective potential

is translated. This procedure is repeated for voltages applied to one of the

compensation electrodes.
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Figure 6.6: Calculating the trap depth. The lowest point of the trap
“wall” is set by the position of the saddle point in the pseudopo-
tential between the electrode tips. The trap design model shown
here is slightly simplified in that the compensation electrodes (c.f.
figure 6.2) effectively have an RF voltage applied. The effect of this
at the saddle point is negligible.

6.3.3 Three dimensional modelling

To this point, it has been assumed that a linear trap can be modelled in two

dimensions. While this is a good approximation for the RF pseudopoten-

tial, it does not hold when considering the effect of the DC endcaps; clearly,

for example, a potential which is uniform along its length (as in the 2D ap-

proximation) does not axially confine ions. Three-dimensional modelling is

therefore required to calculate the axial motional frequency, and also correc-

tions to the radial motional frequency, due to the DC endcap potential. It

is noted that the trap efficiency is dependent only on the RF potential, and

remains unaltered by considering a 3D trap.

126



The 3D modelling process is summarised in figure 6.4 and illustrated in

figure 6.7. It is carried out in a similar fashion to the 2D case. The geome-

try is entered into FEMLAB and meshed. The potential is then solved for

the specified boundary conditions. An example of the calculated potential

is shown in figure 6.7a. From the RF potential, the pseudopotential is cal-

culated in MATLAB, a 2D section of which is shown in figure 6.7b. The

DC potentials due to each of the DC electrodes (including compensation

electrodes) are also calculated and summed (figure 6.7c). For some of the

calculations outlined below the potential must be converted into cylindrical

coordinates, and rotated about the z-axis of the trap. To facilitate this in

MATLAB, all data points which lie outside a radius of interest are removed,

as can be seen at the corners for figure 6.7c. The total effective potential

that the ion experiences is then the sum of the RF pseudopotential and the

DC potential.

Principal axes

In the treatment so far, the ion’s radial motion has been degenerate. In this

section that degeneracy is lifted, and the radial secular frequency is split into

ωr1 and ωr2 . To cool all three motional degrees of freedom, the cooling laser

must have a component of its k-vector oblique to all three principal axes of

the motion (i.e. r1, r2, and z). When planning the cooling-laser beam angles

it is therefore necessary to know what the principal axes of the ion’s motion

are. Additionally, the direction of these axes must be known to calculate the

new motional frequencies, ωr1 , ωr2 .

Near the trap axis, the pseudopotential due to the RF voltage is radially
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Figure 6.7: Calculation of the 3D potential. (a) The DC potential
is calculated in 3D using FEMLAB. The potential is calculated for
the entire volume, although for clarity only three cross sections are
shown. The processing to achieve this is essentially a 3D generali-
sation of figure 6.5a–b. (b) The pseudopotential is calculated in a
similar fashion to before. Here only a 2D slice is shown. (c) The
total potential due to the DC electrodes is calculated. This is con-
verted into cylindrical coordinates to facilitate the calculation if the
principal axes, as described in the text. The total effective poten-
tial is found as the sum of the RF pseudopotential, and the total
DC potential.
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symmetric. This can be seen in figure 6.7b. The ion therefore does not have

any preferred direction. From eq. 6.9 it can be seen that this is generally true,

independent of the geometry of the trap; the inclusion of η does not break the

radial symmetry of ωr near the trap axis. Rather, the symmetry is broken

by the addition of the DC endcap potentials (see figure 6.7c); the saddle

shape of the DC potential adds to the pseudopotential in one direction, and

subtracts from it in another. To find the principal axes, the curvature of the

DC potential is calculated at the trap centre. i.e.

∂2

∂r2
U(r, z, θ)

∣∣∣∣
r=z=0

(6.11)

is calculated in the range 0 6 θ 6 π. The principal axes occur at the two

extrema of this expression. These are found by taking sections through the

origin (i.e. at the trap centre) at different values of θ = θ′, and fitting a

quadratic curve of the form:

U(r, θ′) = c2r
2 + c1 r + c0 (6.12)

to each. The second derivative of this quadratic is equal to 2c2. By plotting

c2(θ) the angles of the two extrema of eq. 6.11 (i.e. the principal trap axes)

can easily be found.

Motional frequencies

As established from eqs. 2.1–2.2 the DC potential due to the endcaps can-

not be trapping in all three dimensions. For the traps considered here the
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potential is trapping in the axial direction, and one radial direction, and

anti-trapping in the perpendicular radial direction. The addition of this DC

potential to the pseudopotential therefore necessarily gives rise to a splitting

of the radial, secular frequency which was calculated above. Considering the

quadratic component of the potential near the trap centre, the Taylor expan-

sion of a symmetric but otherwise arbitrary DC potential U(r1, r2, z) can be

written as:

U =
U0

2
(Dr1r

2
1 + Dr2r

2
2 + Dzz

2) + c (6.13)

where r̂1 and r̂2 are the principal axes in the radial direction, c is a constant,

and Dr1 , Dr2 and Dz are expansion coefficients which give a measure of the

tightness of the trap at the centre. By comparing eqs. 6.12–6.13, it can be

seen that these coefficients can be expressed as:

Di =
2

U0

c2,i. (6.14)

for i = r1, r2, z. From these Di the axial frequency and the corrected radial

frequencies can be calculated [70]:

ωz =

√
2 κ e U0

M f 2
,

ωr1 =
√

ωr
2 − ε ωz

2 , (6.15)

ωr2 =
√

ωr
2 − (1− ε)ωz

2 ,
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where:

ε = −Dx

Dz

= 1 +
Dy

Dz

, (6.16)

κ =
Dzf

2

2
. (6.17)

Given the reasoning of eqs. 6.13–6.17, the problem of finding the motional

frequencies along each axis is now equivalent to calculating the total effective

potential for a given electrode geometry in three dimensions, and evaluating

the second derivative of that potential at the origin.

A test for the code’s self consistency can be seen from eq. 6.16: there are

two methods of calculating ε which, in principle, should both give the same

result. In practice, uncertainties in the numerical calculations mean the two

values (termed εx and εy respectively) are slightly different. For the results

quoted here, εx and εy vary by . 2% and the mean value has been taken.

Ion transport

The ability to transport (“shuttle”) ions from one trap segment to another is

a promising method of scaling trapped-ion quantum computers beyond the

level of a few ions [34, 75, 154]. Shuttling of ions has been demonstrated

in linear segmented traps [50, 71] and through junctions [73, 75]. It has

also been demonstrated to preserve the coherence of electronic states when

implemented between steps of quantum protocols [22, 24, 50, 155]. Ions are

moved by varying the DC potentials on different segments of the trap, and

thereby moving the axial position of the trap minimum.

To investigate the shuttling of single ions, a trap model with five seg-
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ments was used. It is required that sets of DC electrode voltages are found

which provide—for each point along the trap axis—a harmonic axial confin-

ing potential. The trap is modelled in 3D using FEMLAB and MATLAB as

described above. The potential due to each electrode is calculated by apply-

ing 1 V to each electrode in turn, while all other electrodes remain grounded.

By superposition of these solutions a potential due to an arbitrary combi-

nation of voltages can be found without the time-consuming requirement

of re-running the finite-element solver. The potentials along the trap axis

(x = y = 0) are taken, and thereafter the problem is treated as being one

dimensional. This is a reasonable approximation, provided the DC potential

at the ion is small compared to the depth of the pseudopotential, and the

stability parameters aL and aDC (eqs. 2.9–2.10) are sufficiently small that

the trap remains stable.

Calculation of the voltages needed for shuttling an ion requires that elec-

trode voltages be found for each of the five DC electrode pairs which provide

a harmonic potential for different axial positions of the potential minimum.

To do this, the reasoning of section 6.3.2 can be modified to solve a 1D prob-

lem. The nomenclature may now seem a little strange, but it is used to follow

the formalism of eqs. 6.3–6.8. The 1D potentials due to each of the five pairs

of DC electrodes were taken as five basis sets, each point of which is denoted

Pik. A MATLAB routine then optimises the five DC electrode voltages (Ck)

so that over an arbitrary range the resultant axial potential (V fit) will fit a 1D

harmonic potential (V FEM). By doing this over a range of positions for the

harmonic potential minimum, a set of smoothly varying electrode voltages

can be obtained which shuttles ions between trap segments.
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It is not necessary for the axial potential to be harmonic along the full

length of the trap. If the algorithm is required to fit a potential over too

great a range then it will improve the fit away from the trap centre (which is

of no interest) at the cost of the quality of fit close to the ion. Additionally,

the electrode voltages calculated to provide a harmonic potential along an

extended region can be large (hundreds or thousands of volts) which is im-

practical and unnecessary. The axial distance over which the fit was required

was set to ensure that the range was useful, and the voltages required were

practical.

If the DC voltages used for shuttling are too large they can cause the trap

to be unstable (c.f. eq. 2.10. Note, the large voltages mentioned above in

connection with the range of the fit should be avoided on grounds of practi-

cality: the electrodes in question are far from the ion and have little effect

on the potential the ion experiences. The stability problem considered here

is a separate issue). To ensure that the shuttling voltages moved the ion

as expected, and the trap remained stable throughout the shuttling opera-

tion, the calculated voltages were applied to a 3D model of the trap using

SIMION 3D. Rather than simply calculating the pseudopotential approxima-

tion, this programme models the effect of the full, time-varying RF potential

on a charged, massive ion.

6.4 Finite-element results

Motional frequencies and trap depths are calculated for a range of trap sizes,

voltages and drive frequencies. This is done to show that, in principle, the
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geometry described here can provide a stable trapping potential for achiev-

able experimental parameters. The effect of compensation voltages on the

position of the potential minimum is calculated, and shown to allow compen-

sation of expected perturbations using reasonable voltages. Finally, smoothly

varying DC voltages are calculated which will shuttle an ion between trap

segments while maintaining a harmonic axial potential.

6.4.1 Motional frequencies

For traps of the design proposed here, the efficiency increases with decreasing

size, from η = 70% for a trap with R = 350 µm, to η = 79% for R = 90 µm.

This change is due to the SiO2 thickness, w, not being scaled with the trap

size, R; as the trap size becomes smaller the proportionally thicker SiO2

better approximates a hyperbola. Ideally the grounded, conducting surfaces

of the silicon are sufficiently far from the ion that they do not perturb the

potential. For mechanical reasons (discussed in section 6.5) and due to fabri-

cation constraints (chapter 7) the undercut distance, h (figure 6.3), cannot be

arbitrarily deep. The trap efficiency as a function of the recess depth for dif-

ferent trap sizes is shown in figure 6.8. Several points are of interest. Firstly,

it is noted that there is little additional benefit to undercuts of h À R. Also,

in the limit of zero undercut, while the efficiency is dramatically reduced,

it does not fall to zero. This can be simply understood by observing that

electrostatically h = 0 is not a physically important limit, as the conducting

silicon is still a/2 from the ion.

As stated in section 2.3, in order to be experimentally useful, traps are
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Figure 6.8: Trap efficiency as a function of recess depth and trap
size. For large recesses (h À R) the efficiency tends asymptotically
to its final value. This ultimate value is larger for smaller traps. In
the limit as h → 0, the efficiency remains non-zero.

required to have motional frequencies of a few MHz. Using the calculated

efficiencies, the voltages required to operate traps of different sizes can be

calculated from eq. 6.9. Examples of the RF voltage required for different

trap sizes as a function of ωr are shown in figure 6.9. For R = 160 µm,

and requiring q = 0.6, a radial secular motional frequency of ωr/2π = 4.3

MHz is realised using V0 = 160 V and ΩT/2π = 20 MHz, thus demonstrating

that reasonable frequencies can be reached with achievable experimental pa-

rameters. Examples of some typical parameters for different sized traps are

tabulated in table 6.2.

With the operation parameters quoted above, a stable string of four ions

can have an axial frequency of up to 2 MHz (c.f. eq. 2.12). This requires

endcap voltages of a few volts, which varies as a function of the segment

length, b. If the trap segment is very long, then the ion experiences very little

effect from the endcaps and, for a given endcap voltage, the axial motional
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Figure 6.9: Voltage required to achieve a specific radial mo-
tional frequency for traps of ion-electrode separation in the range
30 µm < R < 340 µm, assuming q = 0.6, h À R and 88Sr+ ion
species.

frequency is low. Conversely, if b is very small then the ion experiences

very little effect from the (grounded) trap segment electrode, and again the

axial frequency is low. It has been found that the length of trap electrodes

that gives the highest axial frequency for a given endcap voltage is around

b ∼ 1.4R, as exemplified in figure 6.10.

The DC voltages applied to the four endcap electrodes lift the degeneracy

of the radial motional modes. The principal axes of motion will then lie along

the diagonal lines (x̂ ± ŷ), and have frequencies split by a few hundred kHz.

This orientation of the principal axes of motion is advantageous for cooling,

as both radial degrees of freedom can be cooled by a single laser with a

k-vector along the y-axis of the trap.
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Figure 6.10: Axial frequency as a function of segment length. For
both very long segments and very short segments curvature of the
axial potential is low. The curvature (and so the axial motional
frequency) is found to be maximised for a trap-segment electrode
length of b ' 1.4R. There is an uncertainty in the calculated mo-
tional frequency of ∼5% introduced by interpolation within the
meshed elements in FEMLAB. This graph shows axial frequencies
for a trap where R = 160 µm; V0 = 170 V; VDC = 5.1 V; ΩT/2π
= 21 MHz.

6.4.2 Trap depth

It is desirable that the trap depth be significantly greater than the kinetic

energy of ions loaded directly from a thermal atomic source. This enhances

the probability of loading ions, and minimises the likelihood of ion loss due

to collisions with the background gas. In practice, this requires potential

depths of ∼1eV.

To compare different-sized traps, ΩT, V0 and VDC were chosen to ensure

that up to 4 ions can be trapped in a stable linear string. The results for traps

with R = 160 µm and R = 90 µm are summarised in table 6.2. The trap

design presented here was also compared to a microfabricated trap which
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Parameter Value Units

Trap size, R 160 90 30 µm
Ion 88Sr+ 88Sr+ 111Cd+

Wafer thickness, d 250 150 42 µm
Trap segment length, b 225 125 130 µm
RF voltage, V0 170 54 8.0 V
Endcap voltage, VDC 5.1 1.6 1.0 V
Trap drive frequency, ΩT/2π 21 21 15.9 MHz
Radial motional frequency, ωr/2π 4.5 4.5 5.0 MHz
Axial motional frequency, ωz/2π 2.0 2.0 0.7 MHz
Trap depth 5.3 1.7 0.6 eV

Table 6.2: Summary of trap depths for different trapping condi-
tions. For 160 µm and 90 µm traps the parameters V0, VDC, and ΩT,
were chosen to confine 4 ions in a 1D string with ωz/2π = 2 MHz.
For the 30 µm trap, the conditions were chosen to mimic those of
[71].

has demonstrated successful operation; the calculation of trap depth was re-

peated running the model for proposed trap design under the same conditions

(R, ΩT, V0 and VDC) as were used for the high-aspect-ratio GaAs trap [71].

Under these conditions, the silica-on-silicon trap proposed here has a poten-

tial depth of 0.6 eV: seven times deeper than that of the GaAs trap. This

demonstrates a significant advantage to be gained from a unit-aspect-ratio

geometry.

The depth of the trapping potential was also modelled in 3D, in order

to ascertain the effect of the endcap voltages. For the magnitude of endcap

voltages being considered (see table 6.2) the trap depth was reduced only

marginally (.3%). However, the calculation incurred a large uncertainty due
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to the coarser mesh necessitated by the much larger memory requirements

of the 3D problem solver.

6.4.3 Micromotion compensation

Stray static charges that can build up on insulating surfaces near the ion

can perturb the potential and these effects must be corrected for. The area

of the bare insulating surfaces near the trap has been reduced as much as

possible: the underside of the SiO2 in the undercut is to be gold coated to

within 50 µm of the silicon, and the silicon itself is grounded and doped to

be highly conducting. Nonetheless, dedicated compensation electrodes are

required to move the ion back to the trap centre if the potential is perturbed.

The trap design allows independent compensation of micromotion in each

trapping segment. This is achieved in the proposed design using:

1) compensation electrodes behind the RF electrode, and

2) an additional potential difference across the DC trap segment electrodes

(see figure 6.2).

The distance over which the potential minimum is expected to move as

a function of applied compensation voltage was calculated using FEMLAB,

and are illustrated for a trap with R = 160 µm in figure 6.11. By applying a

voltage VC1 across the compensation electrodes (see figure 6.2), the potential

minimum moves along the line 0.09 x̂ - 0.99 ŷ . Applying a voltage VC2

across the trapping segment electrodes shifts the potential minimum in the

direction −0.71 (x̂ + ŷ). These are sufficient degrees of freedom to minimise

micromotion in two dimensions. For example, an ion displaced by (∆x =
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Figure 6.11: Displacement of the ion as a function of applied
compensation voltage. For no applied compensation voltage
(VC1 = VC2 = 0 V) the displacement is zero. The open points show
the position of the trap minimum for increasing compensation volt-
age VC1 (with VC2 = 0 V), where each successive point represents a
1V increase in voltage. The closed points do the same for VC2 (with
VC1 = 0 V) at 0.1 V intervals. The results shown are obtained with
the trap parameters specified in table 6.2 for a trap of R = 160 µm.

−3 µm, ∆y = 2 µm) from the trap axis because of stray charges, must be

compensated by an opposite shift (∆x = 3 µm, ∆y = −2 µm) to minimise

the micromotion. Point S in figure 6.11 shows that this can be achieved using

voltages VC1 = 6 V, VC2 = −0.5 V. The direction and magnitude of the effect

for a given applied compensation voltage are different for VC1 and VC2 due to

the different geometry of the electrodes: there is direct line of sight between

the ion and the trap segment electrodes, while the compensation electrodes

are shielded from the ion by the RF line.

In order to estimate the magnitude of the displacements which may be

necessary in the new linear trap, the known behaviour of the existing endcap
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trap was modelled using SIMION 3D. The endcap trap (described in sec-

tion 3.2) typically requires compensation voltages of ∼10 V applied across

the outer endcaps in order to minimise axial micromotion. (Note that the re-

sults reported in section 4.6.2 refer to a reduction in the variation of required

compensation voltages, not in the required compensation voltage itself. Non-

zero—though now very much more constant—compensation voltages are still

required.) The effect of 10 V applied across the outer endcaps has been mod-

elled and leads to a 4 µm translation of an ions equilibrium position. As-

suming that such a displacement may also be required in the proposed linear

trap, it is clear from figure 6.11 that this can be achieved with compensation

voltages of a few volts.

6.4.4 Shuttling

To allow specialisation of different trap regions for tasks such as loading,

storage or processing, and to physically move ionic qubits between interac-

tions, it is required that ions can be shuttled between trapping segments.

Electrode voltages can be found to smoothly shuttle the ion from one trap

segment to another. An example of shuttling voltages, where the potential

was required to be harmonic over a 200 µm range about the ion, is shown in

figure 6.12. The maximum required DC voltage for a shuttling procedure is

dependent upon the axial harmonicity required at the minimum; the range

over which the potential is required to be harmonic; and the axial size of the

electrodes.
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Figure 6.12: Example voltages for ion shuttling within a segmented
trap. A trap of R = 160 µm with a continuous RF electrode,
and five DC segments of varying length was modelled (shown here
schematically, on the same horizontal scale as the graph above).
The voltages required to place the trap minimum at positions be-
tween the 2nd and 4th segments are shown. By applying these
voltages as a function of time, an ion can be shuttled from one zone
to another.

6.5 Practical considerations

The modelling described in sections 6.3–6.4 demonstrates that the proposed

design will provide a suitable trapping potential, with motional frequencies

and trap depths appropriate for QIP applications. Beyond this, there are

several practical factors that must also be considered. Specific requirements

of the trap include:

1) adequate dissipation of heat generated in non-perfect conductors and

dielectrics;

2) electrical breakdown voltages which are well above required operating
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conditions;

3) minimal ion-heating rate,
.
n̄;

4) mechanical integrity of the structure.

These are now each addressed in turn.

6.5.1 RF heating of substrate

One of the reasons put forward for avoiding silicon-based technology is the

power dissipated in the material [11, 76], as even highly-doped silicon has

high RF loss compared to low-resistivity metals, such as gold. The proposed

design is expected to circumvent these problems, as the electrodes themselves

are made of gold rather than silicon; the silicon is simply used as a spacing

material, and is isolated from the electrodes by a 15 µm layer of SiO2. The

RF loss is therefore expected to be a less significant problem than if the

silicon were used as the electrode material [11, 156, 157]. At RF frequencies,

however, there is a non-negligible capacitive coupling from the gold to the

silicon through the SiO2 dielectric, so heating in the silicon and SiO2 layers

must still be considered.

To calculate the heating effects due to this RF loss, each part of the trap

was modelled as a lumped element, as shown in the circuit in figure 6.13.

The lumped element approximation is valid since the trap features (< 5 mm)

are much smaller than the RF wavelength (∼10 m). The most significant

elements are:

• the resistance of the gold tracks leading to the RF electrodes, RA;

• the resistance of the gold RF electrodes, RB;
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Figure 6.13: Lumped-element-circuit model of the trap showing
the dissipative elements near the trapping region, and in the sub-
strate away from the trapping region. The resistive and capacitive
components that provide a significant dissipative contribution are
labelled, and are explained in the text. Other elements drawn have
been considered but were calculated to be insignificant.

• the resistance of the compensation electrodes, RC;

• the resistance of the silicon from the trapping region to ground, RD;

• the capacitance between the RF electrode and the compensation elec-

trodes, through the SiO2, CE;

• the capacitance between the gold track to the RF electrodes and the

silicon substrate, through the SiO2, CF.

Other dissipative elements were also considered, but were found to be neg-

ligible compared to those listed here. To model the power dissipated in the

trap structure, capacitances were calculated assuming the components con-

sisted of either a pair of parallel plates or long thin wires, depending on which

geometry was the closer approximation. The loss in the capacitors is due to

the loss tangent of the SiO2, tan δ = 4×10−5 [158], giving rise to an effective
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Figure 6.14: Power dissipated in the trap chip as a function of sil-
icon resistivity. The contributions from components RA, RD, CE,
CF (as defined in figure 6.13) are shown by solid lines. The total
power dissipated is given by the dotted line. At high resistivities,
very little current flows through the silicon, and for low resistivi-
ties very little voltage is dropped across it. In both cases, power
dissipation is low. However in the intermediate case, RF heating
is significant. The grey box marks a range of resistivities for com-
mercially available ‘pure’ silicon. Resistivities below this range can
be achieved by doping.

series resistance.

The introduction of a dopant can change the silicon resistivity by several

orders of magnitude. In the limit of the silicon having a high resistance, no

current would flow through it, while in the limit of low resistance, no voltage

would be dropped across it. In both cases very little resistive heating occurs,

but between the two extremes significant amounts of heat may be produced.

Using the circuit shown in figure 6.13, and for a trap with R = 160 µm, RF

electrode length, LRF, of 3.2 mm (c.f. figure 6.3) and ωr/2π = 4.5 MHz,

the power dissipated in the various parts of the trap as a function of silicon

resistivity is shown in figure 6.14. Pure silicon is near the worst case, with
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the total thermal power generated Pth ∼ 1 W. No significant reduction in

heating occurs when the silicon resistivity is below ∼10−3 Ωcm, since losses

in other materials dominate. Choosing this value of the silicon resistivity,

Pth ' 0.4 mW. With reference to figure 6.13, the dominant sources of heat

are the resistances RA and RD, and the effective series resistances associated

with capacitances CE and CF.

In calculating the upper limit to the chip’s temperature rise due to 0.4 mW

of generated heat, it is assumed that radiation is the only effective heat loss

mechanism. The heat is generated in localised volumes within the chip, and

must be conducted effectively throughout the chip to avoid excessive local

heating. A very simple thermal transport model was developed to estimate

the temperature gradient across the chip. By modelling each part of the trap

as a lumped thermal resistance, a heat load of 0.4 mW leads to a temperature

variation of less than 100 mK across the chip. The temperature rise is small

because any heat generated in the thin SiO2 layer is well heatsunk to the gold

and silicon layers, which are good conductors. Given this expected thermal

uniformity, it is reasonable to model the chip as a blackbody radiator of

uniform temperature, in a room-temperature heat bath. Of the chip’s total

surface area, around 50% is likely to be gold-coated tracks leading to the trap

electrodes. Since gold has a very low emissivity (ε = 0.03) compared to SiO2

(ε = 0.8), only ∼50% of the surface area is therefore an effective radiator.

For a 9 mm × 9 mm square chip, 0.4 mW of heat yields a 10 K temperature

rise to 303 K.

This calculation has been performed for traps of other sizes. The RF

electrode length, LRF, was scaled with R and the chip size remained as

146



Parameter Value Units

Trap size, R 350 160 90 µm
RF voltage, V0 250 170 54 V
Radial motional frequency, ωr/2π 2.3 4.5 4.5 MHz
Thermal power generated, Pth 800 400 36 µW
Temperature gradient, dT/dx 40 20 1 mK/mm
Temperature rise, ∆T 16 10 1.2 K

Table 6.3: Summary of substrate-heating effects. Heating rates
are calculated for a 9 mm × 9 mm chip, for a fixed number of
segments, where the axial length, b, of each segment is scaled with
R. As the traps are reduced in size, the thermal power generated
in the traps is reduced, and the temperature rise due to a given
number of trapping electrodes becomes smaller.

a 9 mm × 9 mm square. The results of this calculation are presented in

table 6.3, and show that as the characteristic trap size, R, decreases, the

thermal power generated and the chip’s temperature rise also decrease. An

approximate reasoning suggests that this is to be expected: for a constant

motional frequency ωr, Pth ∝ R4 (because Pth ∝ V 2
0 and V0 ∝ R2, c.f.

eq. 2.8). In reality, as the trap size is reduced, not all the components are

scaled in proportion. Specifically, the SiO2 thickness, and the gold thickness

remain at a constant value. This means that the trap efficiency, η, is not

constant, and the RF losses of different components do not scale exactly

with size. A full calculation was performed to investigate how Pth scales with

R, while maintaining a fixed motional frequency. The results, presented in

figure 6.15, do indicate that Pth ∝ R4 is in fact a good approximation.

This scaling relationship applies to the thermal power generated by a single
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Figure 6.15: Power dissipated in the trap chip as a function of
size. A simple model suggests that the power dissipated in the trap
should scale with R4 (see text), as indicated by the solid black line.
The points show results of a full calculation using the circuit shown
in figure 6.13 and demonstrate that the simple approximation holds
reasonably well for this design.

linear trap comprising several segments. However, to realise arrays of ions

stored and manipulated in a large number of interconnected traps [34], the

areal density, na, of unit-aspect-ratio traps on a single chip will need to

increase. The total thermal power generated on chip, Ptot, scales with the

areal density according to Ptot ∝ Pthna. Since na ∝ R−2, then Ptot ∝ R2.

As R decreases to enable devices of increasing density and complexity, Ptot

and the resulting temperature rise are therefore not expected to limit the

device performance.

6.5.2 Electrical breakdown

There are several places in the trap where the RF electrode is in close prox-

imity to a conductor at RF ground. It must therefore be ensured that, under
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the operating conditions required, there is no danger of electrical breakdown.

The most likely point for breakdown is expected to be between the RF elec-

trode and the compensation electrodes, across the surface of the SiO2. At this

point the electrodes are close, and surface effects can mean that arcing along

the SiO2-vacuum interface can occur at much lower voltages than would be

possible through either vacuum or bulk SiO2 alone [159]. This effect is not

well understood, but is known to be dependent on many factors including

the RF frequency, the geometry, surface finish, adsorbed gases in the mate-

rial and any history of previous arcing events. Blackburn et al. [160] report

devices with a DC breakdown field of ∼430 V/µm across an SiO2-vacuum

interface. Results showing an AC (100 MHz) breakdown field of ∼ 30 V/µm

between sharp-edged electrodes through vacuum were presented by Gerhard

et al. [161]. Given the uncertainty regarding surface breakdown effects,

the proposed design uses a 50 µm separation between the RF and compen-

sation electrodes, resulting in a maximum AC electric field of 5 V/µm. We

conclude that this should be sufficiently low to avoid surface flashover and

vacuum breakdown at a few tens of MHz.

6.5.3 Ion heating

The most significant process contributing to the heating of the ions’ mo-

tion is thought to be fluctuating patch potentials on the electrode surface.

This is far from understood, although observations indicate that the ions’

heating rate,
.
n̄, is inversely proportional to R4 [72, 110]. For metallic elec-

trodes, surface quality is also thought to be a significant parameter affecting
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patch potential fluctuations. The trap design proposed here uses electrodes

of gold-coated SiO2 which, after electroplating, will have a surface roughness

of < 10 nm RMS. This figure is entirely limited by the electroplating process

and not by the surface quality of the SiO2. This compares favourably with

other traps in the literature (e.g. [50]), and should help minimise the ions’

heating rate [96].

6.5.4 Mechanical integrity

When a voltage is applied to the RF electrode there is an attractive force be-

tween this electrode and the DC electrodes on the opposite side of the wafer

due to image charges. The electrodes are therefore mechanically driven at

twice the trap drive frequency, 2ΩT/2π. It must be ensured that any me-

chanical resonances of the electrodes are far from this frequency. To calculate

this, the electrodes are modelled as SiO2 cantilevers of uniform rectangular

cross section with thickness w, and length h. These will have a resonant

frequency of [162]:

ωres

2π
= 0.16

w

h2

√
E

ρ
, (6.18)

where E = 73 GPa [158] is the Young’s modulus of SiO2, and ρ = 2.2 ×
103 kg m−3 [158] is its density. For a trap with h = 300 µm, w = 15 µm (see

figure 6.3 and table 6.1), this gives a resonant frequency of 150 kHz. Given

that the cantilever is expected to have a mechanical Q of several thousand

[163], this should be sufficiently far from 2ΩT/2π to avoid resonant effects.

It must additionally be ensured that the force acting on the cantilevered

electrode will not give rise to mechanical failure. Following [70, 164], when
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far from resonance, so that only the DC deflection of the electrode need be

considered, the maximum voltage which can be applied before the electrode

fails, V Max
0 , is given by:

V Max
0 =

dw

h

√
σ

ε0

(6.19)

where σ = 50 MPa is the ultimate tensile strength of silica [158]. For typical

trap dimensions (table 6.1) with h ∼ R, this has a value of several tens of

kV. This is well outside the planned operating region.

6.6 Summary

A design for a novel, monolithic, linear RF ion trap has been described.

The three-dimensional symmetric trap structure, to be microfabricated on a

chip using silica-on-silicon processing techniques, is of significant interest for

implementations of QIP using trapped ions. The trap electrodes are formed

by gold-coated SiO2, and are spaced by highly-doped silicon.

Finite-element modelling has shown that under practical operating con-

ditions, the trap design provides deep potentials with motional frequencies of

several MHz. The design also incorporates the means to compensate micro-

motion independently in each of the chip’s trapping segments. Heating of

the trap chip due to RF loss has been investigated, and is not anticipated

to be a factor that limits the trap’s performance, even in traps with larger

ion-electrode distances. The dimensions have been chosen such that the elec-

trical failure due to RF breakdown, and mechanical failure should not be of

concern. Finally, the surface of the electroplated gold which forms the elec-
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trode material should be of sufficient quality that it does not aggravate to

excessive ion heating.

The microfabricated trap design detailed in this chapter has specific ad-

vantages over surface electrode traps [76, 77] and the high-aspect-ratio GaAs

chip trap [70, 71]. The unit-aspect-ratio trap results in a significantly greater

trap depth compared to the surface trap and the GaAs trap (up to a factor

of ∼7 deeper in the latter instance). A further consequence of the design is a

greater trap efficiency; the unit-aspect-ratio structure presented in this work

has an efficiency twice that of the GaAs trap. As in the surface electrode trap,

the gold electrodes in our trap design have a low resistive impedance, and

the SiO2 dielectric has a low capacitive reactance. These features result in

RF losses (and subsequent heating of the trap chip) that are calculated to be

significantly lower than in the GaAs trap. Thus our design for a monolithic

unit-aspect-ratio trap is expected to exhibit a deep potential well, a high

trap efficiency, and a low RF loss, which contrasts with some features of the

other microfabricated traps. These differences will contribute to an increased

understanding of ion trap materials and structures for QIP applications.
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CHAPTER 7

Trap fabrication

7.1 Introduction

This chapter describes the progress towards the fabrication of a novel, mono-

lithic, linear, RF ion-trap chip. Scalable trapped-ion quantum computing

requires an architecture that is scalable to many ions, and one method of

realising this uses microfabricated, segmented linear traps. Plans for such

an architecture have been proposed [34, 150], though the fabrication of truly

scalable systems remains a significant challenge. It is proposed that the 3D

trap structure outlined in chapter 6 can be microfabricated using a process

based on planar silica-on-silicon techniques. The trap electrodes are made of

gold-coated silica (SiO2) and spaced by highly-doped silicon in a monolithic

structure. Once demonstrated, the fabrication processes used are scalable to

enable handling of many ionic qubits.

The work presented in this chapter was carried out in cooperation with

the Centre for Integrated Photonics (CIP) in Ipswich. Working together an
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initial concept was arrived at, which NPL was satisfied would act as a trap,

and which CIP believed was fabricable. Following the modelling described

in chapter 6, NPL presented CIP with the design specifications and CIP

proposed the original fabrication process to achieve this design. CIP also

carried out all of the initial fabrication work. Work has been done at NPL

to inspect the results of these fabrication efforts, model the effects of any

artefacts not originally envisioned, and provide feedback to CIP regarding

the impact of any fabrication difficulties upon the physics of the problem.

Possible modifications to the design or the fabrication process were then

worked out in discussion between NPL and CIP. Latterly, Patrick See (of

NPL, working at the University of Cambridge) has worked directly on process

development.

This chapter is organised as follows. The work already carried out by

other groups into ion-trap microfabrication is reviewed in section 7.2, and

the potential advantages offered by the proposed fabrication method are

highlighted. The original concept of the fabrication process is explained

in section 7.3. The progress which has been made towards realising this

process, along with the difficulties encountered, and the changes which have

been made are summarised in section 7.4. This section also includes work

towards fabricating “intermediate” traps to demonstrate principal aspects

of operation. Section 7.5 outlines the remaining work required to realise a

functioning silica-on-silicon microtrap.
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7.2 Review of microtrap fabrication methods

Traps have been successfully fabricated in other groups using gold-coated

alumina [24, 50, 72, 73] . Such traps have been used to demonstrate trapping

of a linear string of ions, separation and recombination of small groups of ions

[24, 50, 73], basic algorithms carried out over spatially distinct locations [24,

50], and shuttling of one or more ions through junctions [73]. There remain,

however, two significant fabrication limitations. Firstly, the traps consist of

several separately fabricated layers which must be assembled following the

wafer processing. This is non-ideal particularly for larger, more complex

trap arrays. Secondly, the machining of alumina is a serial process; the work

required increases in proportion to the size of the trap array. A two-layer ion

trap, with electrodes of boron-doped silicon spaced by borosilicate glass, has

also been demonstrated [11], but this too requires post-processing assembly

of the electrode and insulator layers.

Geometries suitable for monolithic microfabricated ion traps include asym-

metric planar electrode structures [76], and symmetric, three-dimensional

high-aspect-ratio GaAs structures [70]. Operational ion traps based on these

geometries have been demonstrated [71, 77]. The latter geometry is perhaps

more demanding to fabricate than the former, however it enables greater

optical access and results in a deeper trapping potential. This thesis pro-

poses a symmetric trap geometry that is also monolithic and suitable for

microfabrication, but which possesses additional advantages over the GaAs

semiconductor chip trap demonstrated by Stick et al. [71]. Specifically, the

fabrication process is capable of producing a trap with unit aspect ratio,
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which resulting in a deeper trapping potential (up to ∼7 times that of the

GaAs trap) while maintaining adequate optical access (f/# = 1). In addition,

it uses metallic electrodes and a low-loss dielectric, resulting in significantly

lower heating of the ion-trap chip. Using silica-on-silicon processing tech-

niques, it may ultimately be possible that this design could be used to create

traps where the characteristic ion-electrode separation, R, varies by over an

order of magnitude in the range 350 µm > R > 20 µm.

Other groups are also investigating alternative microfabrication approa-

ches. For example, Slusher [165] has been developing planar ion traps con-

structed on a p-doped silicon wafer; the electrodes are tungsten/aluminium

conductors and are spaced by silicon nitride (Si3N4; SiN) and SiO2 dielectrics.

Compatibility with CMOS technology is one of the criteria central to this

design. MEMS (Micro Electro-Mechanical Systems) techniques have been

employed by Blain et al. [166–168] to develop planar segmented traps; the

trap is constructed on a silicon substrate, has gold-coated tungsten electrodes

and uses SiN and SiO2 dielectrics. Three-dimensional trap configurations are

possible using MEMS processes.

7.3 Planned fabrication method

The basic trap structure has been described in section 6.2, and is illustrated

in figure 6.3. This structure can be microfabricated using planar processing

techniques developed in the semiconductor industry. For reviews of standard

processing techniques available see [169, 170]. The processing steps required

for the proposed trap involve standard techniques, although some are used
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in a novel context. To fabricate the proposed trap design, a silicon wafer

is oxidised and then processed using lithographic patterning, isotropic and

anisotropic etching, and metallic evaporation and electroplating. A simpli-

fied version of the processing stages is illustrated schematically in figure 7.1.

These stages are now outlined sequentially.

1) Thermal oxidation of double-sided-polished n-doped silicon wafers, re-

sulting in a 15 µm thick layer of SiO2 on both surfaces of the silicon

wafer. This is followed by an inductively coupled plasma (ICP) reac-

tive ion etch (RIE) through the SiO2 to produce SiO2 “windows” at the

corners of each chip. These allow metal pads on the silicon for ground-

ing purposes. (These pads are well away from the trapping region, and

for clarity are not shown in figure 7.1. They can, however, be seen in

figure 7.2.)

2) Evaporation of 500 nm of gold onto SiO2, resulting in the electrode

pattern. 50 nm of titanium is laid down as a base layer on the SiO2,

prior to the gold evaporation, to ensure the gold adheres to the surface.

A 150 nm thick nickel mask is also laid down on top of the gold to

protect it during step 4.

3) ICP RIE etch of SiO2 to expose the silicon where the volume of free

space is required and to create individual segmented DC electrodes.

The features are masked with a standard photoresist called SU8.

4) Isotropic SF6 RIE etch of silicon to create the clear aperture through

the structure and the free-space undercut between the two parallel SiO2

layers. A fresh SU8 mask is applied for this step.
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5) Shadow evaporation of titanium and then gold to coat the edges and

surface of the SiO2 in the undercut. This creates a continuous surface

of gold from the outside of the electrodes to the underside. A nickel

mask is then evaporated onto gold surfaces of the DC electrodes in the

undercut.

6) Removal of SU8 mask, wet etch of the titanium and gold between the

DC segments, then removal of the nickel mask. A further wet etch of

silicon ensures no electrical connection between the gold in the undercut

and the silicon.

7) Electroplating of gold electrodes to a thickness of 5 µm, with surface

roughness < 10 nm RMS.

The steps described involve standard techniques, although some are used in a

novel context. Two steps are notable in this regard. The first is the through-

etch of the wafer to create a 3D structure from an otherwise planar piece

(step 4). The second is gold coating the underside of the SiO2 cantilevers

(step 5). Extending the design to incorporate many segments of varying

sizes is simply a matter of mask design; increasingly complex traps do not

necessarily lead to increased complexity of fabrication. For clarity only three

segments have been shown in figure 7.1, though the full trap designs can

have many more segments. Figure 7.2a shows an example of a trap from the

current fabrication run, with 10 independent trapping zones, and a loading

region. The parallel nature the processing means that this is essentially

no more difficult or time consuming to fabricate than a trap with a single

trapping zone. Furthermore, a 100 mm diameter wafer can produce 60 chips,
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Figure 7.1: Outline of fabrication process. This begins with ther-
mal oxidation of a silicon wafer and is followed by a series of steps
consisting of lithographic patterning, anisotropic etching of SiO2,
isotropic etching of silicon, and metallic evaporation and electro-
plating. The specific steps of the process are detailed in the text.
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where not all chips need be of the same design. Figure 7.2b shows an example

of a design planned for a future fabrication run. The qualitative change

from linear traps to junctions will require more complex fabrication methods,

particularly for the undercut (step 4) and shadow evaporation of gold (step 5).

Both of these steps in the linear design can be treated as two-dimensional

problems; they are axially invariant. However, in the junction design it is

not necessarily clear how the processes will behave near a junction structure.

For example, the etchant may well behave differently when attacking a plane

surface compared to when attacking a corner. These steps will therefore need

careful process development.

The trap designs specified by figure 6.3 and table 6.1 (with wafer thick-

nesses in the range 150 µm → 500 µm), are expected to be achieved using

existing processes, or modifications thereof. The processes do, however, set

limits on the degree to which particular parameters can be varied. The max-

imum SiO2 layer thickness in our design is limited by the rate at which it can

be grown. The duration of the thermal oxidation process increases exponen-

tially with the required oxide thickness. For example, 1 µm of SiO2 can be

grown in ∼3 hours, while the 15 µm used in our designs takes 24 days. This

thermal oxidation process is used in the fabrication of photonic devices con-

taining silica-on-silicon planar lightwave circuits (typically constructed on a

plane of 16 µm thick SiO2). The low-loss optical quality of resulting devices

demonstrates the low density of defects present in the thermal oxide, together

with the uniformity of the oxide density. It may be noted that other oxida-

tion techniques, such as high pressure oxidation, can deposit SiO2 faster,

although these oxides are of a lower optical quality than thermal oxides. If
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Figure 7.2: Examples of trap-chip designs. The designs shown are
9 mm to a side. (a) shows a design for a 150 µm-thick wafer, with 10
independent trapping regions (left hand side of the free space) and
a wider loading region (right hand side of the free space). (b) shows
a design for the next fabrication run. The junction design will need
more processing steps, (i.e. the same steps, but repeated for both
the upright and transom of the cross) and will require additional
process development, beyond that of the linear traps exemplified in
(a).
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the SiO2 layer is made significantly thicker then mechanical resonances may

become important (c.f. eq. 6.18). The minimum SiO2 thickness is set by RF

heating considerations (described in section 6.5).

Presently, the minimum wafer thickness (d ∼ 150 µm) is set by the

decreasing yields expected for increasingly thin and fragile wafers. This limit

may be overcome by further process development, or by using silicon-on-

insulator (SOI) fabrication methods. The dimensions of the gold features in

the xz-plane are constrained by the fabrication process to be greater than

or equal to the gold-layer thickness. The 5 µm thickness of the gold layer is

chosen to ensure that the resistance of the RF lines is sufficiently small to

avoid excessive resistive heating. This constraint can, however, be relaxed in

smaller traps where the required RF voltages are smaller. Further details of

this reasoning are given in section 6.5.

7.4 Fabrication progress

The fabrication methods proposed in this chapter aim to create traps with

a 3D structure by making use of processing technologies that were originally

developed for planar devices. Prior to any process development, the major

uncertainties were expected to be associated with:

1) the silicon through-etch and under-etch,

2) the SiO2 fingers’ structural integrity,

3) shadow evaporation of electrodes’ inside surface.
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Fabrication development has been dominated by these steps; the difficulties

encountered and associated progress are now described.

7.4.1 Silicon through-etch and under-etch

In the very first instance it was envisaged that the removal of the silicon from

the trapping region (step 4) could be achieved in two stages. First using an

anisotropic (KOH) etch through the silicon, followed by an isotropic, wet

etch to create the undercut. Following a trial of this two-stage method it is

believed that the KOH and isotropic wet etch affect integrity of SU8. An

alternative method requiring a single, dry SF6-based silicon isotropic etch

was therefore pursued to provide the under-etch.

Using such an isotropic etch, the process was performed in equal measures

from each side of the wafer. After breakthrough of the aperture, the etch

virtually stopped. This left a sharp silicon “knife edge” around the perimeter

of the aperture in the plane of the wafer, exactly halfway through the wafer

thickness. Figure 7.3a shows the cross-section of the wafer and illustrates how

the isotropic silicon etch is expected to proceed, resulting in the silicon being

etched back underneath the SiO2 layers. Figure 7.3b shows the initial extent

of the knife edge formed after the through-etch, unable to proceed due to the

cessation of the etch following breakthrough. A scanning electron microscope

(SEM) image of this knife edge on one trap chip is presented in figure 7.4,

which clearly shows that the etch is not isotropic as expected. After varying

the RF power during the RIE etch the etch-back now reaches a depth of

∼150 µm (see figure 7.3c). From finite-element modelling (section 6.4) it
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Figure 7.3: Progress made with “isotropic” etching of silicon.
Schematic cross-sections of the wafer around the aperture illustrate:
(a) hypothetical evolution of the isotropic etch, (b) results observed
initially, where the etch stopped once the wafer had broken through,
and (c) results observed after further investigation. The improve-
ment was largely due to better optimising the RF power during the
RIE etch.

is clear that the latest under-etch results should provide a usable trapping

potential, though it is not ideal.

7.4.2 Mechanical integrity

The modelling presented in section 6.5.4 suggests that under normal op-

erating conditions the cantilevered electrodes should not fail mechanically.

However, the stresses to which the structures are subjected during fabrica-

tion are very different to those of standard trap operation. Difficulties have

been encountered with the SiO2 fingers breaking off at various stages of the

fabrication process. Examples of this, and the progress made, are illustrated

in figure 7.5. The main problems arising were:
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Figure 7.4: “Knife edge” problem during under-etch development.
SEM image of a trap structure following “isotropic” SF6 RIE etch
(figure 7.1 step 4). The image shows DC electrodes and the RF elec-
trode at the boundary between a loading zone and another trapping
zone. The viewing angle of 45◦ from the normal shows the silicon
knife edge and the silicon surface which has been etched anisotrop-
ically.

1) The initial techniques for holding the processed wafer while dicing it

into individual chips was to mount it onto a mylar backing. This caused

breakage and removal of SiO2 electrode fingers, as shown in figure 7.5a.

This has been solved by using an alternative mounting technique during

dicing whereby the processed wafer is held on a substrate using a water-

soluble wax.

2) The RF electrode was broken off due to the etch process attacking

the SiO2 during the silicon etch, as shown in figure 7.5c. This etch

was expected to attack SiO2, but at a rate of only 1% of that for

silicon. Several possible solutions exist, including increasing the initial

oxide-layer thickness. To date the problem has been reduced by better
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Figure 7.5: Progress made with integrity of cantilevers after processing. SEM
images show trap apertures and electrodes following the through-etch pro-
cessing step. In chronological order of development, (a) shows the extent
of finger breakage using the original dicing technique, (b) shows that all of
the narrow electrodes have been broken and (c) shows the RF electrode is no
longer present along portions of the trap. (d) demonstrates that all electrodes
are intact on at least some traps in the latest processing iteration.

166



optimising the parameters of the silicon etch.

3) The removal of the SU8 mask causes finger damage for several reasons.

The mask expands during the lift-off process. The SU8 between the

fingers therefore stresses the SiO2 causing the fingers to break off. This

is a particularly significant problem for the thinnest of the fingers. In

addition, if the SU8 does not fully delaminate from the wafer it can

pull fingers off with it when it comes away. Under normal processing

for photonics components a small amount of SU8 remaining on the

surface is not necessarily a problem. However, for trap applications

the additional insulator in the region of the trap is unacceptable. The

additional steps required to ensure that the SU8 is fully removed (e.g.

fuming nitric acid) are prohibitively harsh to the trap structure.

SU8 was originally chosen as a mask because it is able to planarise the

deep (15 µm, unit aspect ratio) features etched in the SiO2. However

in the light of the difficulties encountered with the SU8 removal here,

and additional problems caused by the SU8 outlined elsewhere in this

chapter, it is believed that alternative masks may be more suitable.

The mask AZ9260, for example, is used as a thick photoresist in bulk

micromachined MEMS structures, and will be trialed for use in the

present context.

7.4.3 Shadow evaporation and electroplating

The technique of shadow evaporation was proposed to coat gold onto the

SiO2 surfaces inside the aperture. By evaporating gold towards a tilted wafer,
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Figure 7.6: Shadow evaporated sample. SEM image of the trap
chip viewed at an angle of 25◦ from the normal, and shows the
gold coating on the underside of the RF electrode. DC electrodes
originally existed on the left of the picture, and masked the RF
electrode, as indicated by the well-defined edge of evaporated gold.
These DC electrodes were broken off in the mask lift-off stage of
the process.

the electrodes on the top side of the wafer mask the inside surfaces of the

electrodes on the bottom side. The angle of tilt controls the area of this

inside surface that is coated. The technique can be used on both sides of

the wafer to coat all of the SiO2 surfaces. The use of existing structures to

shadow-mask certain regions during evaporation of metals (including gold)

is an established and controllable technique. It has been used for some time

in the fabrication of high contrast grating structures [171], and provides a

high quality surface finish [172]. It has also been used to fabricate thin film

microstructures [173]. This technique has been tested and demonstrated to

work as anticipated. Figure 7.6 shows an SEM image of such a test.

Electroplating of evaporated gold initially resulted in a surface that had
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Figure 7.7: Progress with quality of electroplating. SEM image of
electroplated gold (a) using initial standard process, and (b) using
Metalor ECF64 electroplating solution. The latter shows a much
smoother surface.

feature sizes of ∼1 µm. An SEM image of such a sample is shown in fig-

ure 7.7a. This is a relatively rough surface, and its reflectivity is much less

than that of evaporated gold. A dramatic improvement was observed when

using the Metalor ECF64 electroplating process. Using this, gold tracks

appear much brighter with reflectivities of 80-90% and look more like evap-

orated gold. Surface roughness is less than 10 nm RMS. Uniformity is very

good across the wafer with a standard deviation in thickness of less than 2%

for 7 µm thickness. Such a sample is shown in figure 7.7b.
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7.4.4 Intermediate traps

Given the difficulties described above, an “intermediate” trap fabrication

method is being investigated. This proceeds as before for steps 1–2 (fig-

ure 7.1). The through-etch of the silicon is then achieved by an anisotropic

Bosch process [174]. This consists of short, alternating phases of isotropic

etching and passivation, resulting in a vertical-walled aperture. In the first

instance, this structure could be electroplated immediately after Bosch pro-

cessing, thus removing the requirement for under-etching and shadow evap-

oration. It would also mean that the electrodes would be supported during

the mask-removal steps. There are, however, several limitations to the per-

formance of such a design. Firstly there would remain a 15 µm-wide strip of

exposed, insulating SiO2 along the front edge of each electrode. It is not clear

how significant such a region of bare insulator would be, but it is considered

best practice to minimise the surface of bare insulators as far as possible.

Secondly, the trap would have a grounded, conducting surface at a distance

R/
√

2 from the ion and the efficiency would be reduced to around 25% (c.f.

figure 6.8). This would in turn require either that the RF trap voltage be

three times higher, or that the ions’ motional frequencies are lower by a factor

of three (or some compromise of the two. c.f. eqs. 2.11, 6.9). The substrate

heating has been modelled for the intermediate trap design (following the

same method as outlined in section 6.5.1) and is not expected to be worse

than in the main design. Without any gold in the undercut the much nar-

rower RF electrode has a significantly larger resistance. Most of the current

therefore flows to ground in the substrate away from the trapping region (CF,

170



Figure 7.8: Bosch processing. SEM image of a Bosch-processed
wafer, viewed from the trap axis, looking towards the electrodes
in the plane of the wafer. The silicon has been etched from both
sides. The line along the middle of the trap is where the vertical
sidewalls etched from each side of the wafer do not meet perfectly
due to imprecision of initial mask alignment. The pits seen on the
left are thought to be from a slightly prolonged dip in an aggressive
polishing etch, which can be avoided in future work.

RD, figure 6.13). While increased heating may be expected due to the higher

resistance of RA and the increased current through the substrate, this is off-

set by the much lower current flowing through RA, and the effective removal

of any capacitive coupling through the SiO2 near the trap, CE. While the

limitations of the bare insulator and the reduced efficiency are undesirable

for a final trap design, there remains a significant amount of work and testing

which could be accomplished with such an intermediate design.

Ultimately the Bosch process could be followed by an isotropic under-etch

and then processing steps 5–7 (figure 7.1) can be carried out as described

previously. Initial tests of the Bosch process have been carried out and

produce vertical sidewalls as expected. An SEM image of a sample structure

is shown in figure 7.8.
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7.4.5 Trap mounting

In parallel with the work of this thesis, a system of mounting the trap into an

ultra-high vacuum (UHV) chamber has been developed by Guido Wilpers.

The system is briefly outlined here. The microtrap must be mounted inside a

vacuum chamber which is pumped to low pressure (10−11 mbar ' 10−9 Pa).

and which allows adequate optical access for the incident lasers beams re-

quired. The chip itself has electrodes on both sides of the wafer which must

be connected via filters to control electronics outside the vacuum chamber.

The chip will be mounted on an intermediate aluminium nitride (AlN)

substrate. While alumina is more standard and easier to machine, the ther-

mal expansion coefficient of alumina and SiO2 are very poorly matched,

leading to the possibilities of poor adhesion and damage to the chip dur-

ing the bake-out procedure. By contrast, the thermal expansion of AlN is

very well matched to that of SiO2. The intermediate substrate contains elec-

trical tracks and vias to position all of the trap’s electrode connections on the

upper surface of the substrate. The intermediate substrate is then mounted

into a standard-sized 64-pin ceramic leadless chip carrier (CLCC), measuring

approximately 30 mm × 30 mm × 2 mm (inner cavity dimension of 11.92 mm

× 11.92 mm). Custom laser machining of the CLCC is required to provide

optical access to the trap chip from both sides, and also to ensure adequate

vacuum pumping on both sides of the chip. The CLCC is then assembled

into part of a small UHV chamber. This entire assembly is illustrated in

figure 7.9

This mounting approach allows maximum optical access to both sides of
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Figure 7.9: Microtrap mounting and vacuum chamber setup. The
trap chip is mounted on an intermediate substrate to bring all elec-
trical connections on to one side of the device. This is then mounted
in an 84-pin CLCC, custom machined for optical access and vacuum
conductance. The CLCC is mounted onto the front of a custom-
machined chamber, with seals being formed by indium wire. A filter
board consisting of surface mount device (SMD) filters on a custom
made PCB is then mounted over the CLCC, to provide connections
to the electronic control hardware.
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the trap chip through optical quality windows. All of the trap electrodes

are connected to the outside of the UHV chamber through the CLCC, which

eliminates the need for complicated and tedious wiring inside the chamber,

and simultaneously provides UHV feedthroughs for several tens of conduc-

tors. A circuit board containing filters for all DC electrodes can be mounted

directly around the CLCC. This minimises the electrical path from the elec-

trodes to the filters, yet does so outside the vacuum chamber.

The one drawback is that the chamber cannot be baked out to greater

than 120◦C due to the melting point of the indium seals (see figure 7.9).

However, it will be possible using pre-baking techniques to reach pressures

in the 10−11 mbar range with final bake-out at this limited temperature.

7.5 Further work

There remain several outstanding actions required for the realisation of the

proposed trap structure. A significant difficulty is that of removing the SU8

photoresist layer. It is thought that a different masking substance, such as

AZ9260, should be used. This will be trialed on an intermediate design, and

ultimately on the full traps. While each individual step of the fabrication

process has been demonstrated, a single wafer has yet to be taken through

the full process from beginning to end, to produce the trap design originally

specified.

Once the traps have been fabricated, mounted and tested, work must be

carried out to load, trap and cool a string of a few ions. There are various

aspects of trap performance which it will be instructive to characterise. Most
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notable among these are the trap efficiency and the heating rate. Having

characterised the trap, a string of cold ions can be used to demonstrate

shuttling of ions and eventually to implement QIP protocols and demonstrate

quantum-enhanced metrology capabilities. To realise this ultimate aim, the

existing experimental apparatus must be upgraded in several respects. The

agility of the frequency- and phase-switching of the probe laser system must

be improved, so that arbitrary pulse sequences can be applied. The imaging

optics must also be improved to allow the spatial resolution of a string of

ions. This is planned to involve a series of high numerical aperture lenses

(NA of 0.5–0.7) imaging the fluorescence from the ion onto a CCD camera.

In addition to the work on the existing fabrication run of traps, NPL is

part of a European Union collaboration involving six institutions (IST 2006-

517675-MICROTRAP). This collaboration will require further advances in

the silica-on-silicon fabrication methods developed to date, and extend them

to traps with cross junctions (figure 7.2), as well as linear traps similar to

those described in this chapter.

Ultimately, it may be possible for such devices to be integrated with other

technologies such as optical fibres, on-chip waveguides and MEMS optical

components. Furthermore, as with photonics components, construction of

hybrid devices which integrate electronics components onto the silica-on-

silicon trap chip could be feasible.
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7.6 Summary

This chapter has described the progress made towards the fabrication of

novel, monolithic, linear, RF ion traps, based on silica-on-silicon fabrication

techniques. A fabrication process is being developed in order to achieve the

structure modelled in chapter 6. Each individual step of the originally pro-

posed process has been demonstrated separately, although there have been

difficulties associated with performing the entire sequence. Notable among

these problems are those associated with the SU8 photoresist and its removal,

and alternative photoresists have been proposed to circumvent such issues.

An intermediate design has also been proposed which should provide a rea-

sonable trapping potential, and allow initial tests of trap performance while

the full fabrication process is being refined. As the development progresses,

it is expected that certain aspects of the design may need to be modified.
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CHAPTER 8

Conclusion

8.1 Summary

This thesis has described photoionisation loading of a single 88Sr+ ion into

an RF endcap trap, resolved-sideband cooling of this ion to the zero point

of its motion, and a measurement of the ion’s subsequent heating rate. It

has additionally described the design and modelling of a novel, monolithic,

silicon-based linear ion trap, and the progress that has been made towards

fabricating the proposed design. This work has been carried out in the con-

text of developing experimental techniques which will be required for realis-

ing trapped-ion quantum computing, and investigating scalable technologies

which will provide architectures for quantum computation involving many

trapped ions. Ultimately, this project aims to implement quantum oper-

ations in a segmented trap, and perform quantum-enhanced metrology on

strings of entangled ions.

During the course of this work, a number of improvements have been
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made to the pre-existing experimental system. Most notable among these

has been the implementation of a photoionisation method. The external-

cavity diode laser designed for this implementation was then adapted to

upgrade the previous 844 nm ECDL (for the Doppler-cooling laser system)

and the 1033 nm ECDL (quencher/clearout laser). These lasers have proved

to offer more reliable day-to-day operation than the earlier laser designs. A

monolithic, temperature-controlled 844 nm doubling cavity was also made to

replace an earlier design. The new cavity is expected to significantly improve

the ease of running the cooling laser.

The two-step resonant method for clean, efficient, and controlled pho-

toionisation loading of strontium was implemented using diode-laser-based

systems. This replaced the previously used electron-bombardment loading

method, with the aim of reducing the flux of Sr and electrons towards the

trap, thereby improving both trapping stability over time, and reducing ion-

heating rates. The two-step photoionisation process proceeds via the 5s2

1S0—5s5p 1P1 dipole transition (λ = 461 nm), and is immediately followed

by direct excitation to the (4d2+5p2) 1D2 autoionising state (λ = 405 nm).

Once an ion is created, near resonant and far-detuned Doppler-cooling beams

(λ = 422 nm) facilitate rapid cooling to the Doppler limit. Using this pho-

toionisation method, the atomic flux required to load the trap is ∼104 times

less than when using electron bombardment ionisation. The photoionisa-

tion loading method also substantially reduces the variation of charge on

insulating surfaces during the experiment: the day-to-day fluctuations of

micromotion-compensation voltages are reduced by a factor of ∼10. Addi-

tionally, using a clean trap which has only been loaded by photoionisation
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allowed a low ion-heating rate to be obtained.

A single trapped 88Sr+ ion has been cooled to the ground state of its axial

motion using resolved-sideband cooling on an optical quadrupole transition.

Ground-state cooling is a prerequisite of many trapped-ion QIP procedures.

Realising a low heating rate is also essential for preserving motional coherence

during quantum gate operations. Cooling to the ground state was achieved by

first Doppler cooling the ion to the Lamb-Dicke regime, and then implement-

ing sideband cooling on the lower axial motional sideband of the 5s 2S1/2—

4d 2D5/2 transition. A laser at 1033 nm, resonant with the 4d 2D5/2—5p 2P3/2

transition, shortened the 2D5/2 state lifetime in order to allow an appreciable

cooling rate. The ion was measured to have a mean axial phonon number

of n̄z = 0.03(1), 0.9 ms after cooling ended. It is estimated that this corre-

sponds to a value of n̄z = 0.014(8) immediately after cooling, corresponding

to a ground-state occupation probability of 98.6(8)%. The heating rate of

the trapped ion has been measured to be
.
n̄ = 0.054(4) quanta/ms. Assuming

that the source of this heating is fluctuating electric-field noise, this yields an

inferred spectral density of the electric-field noise comparable to the values

reported by other groups using different traps and atomic species. This low

heating rate was only achieved after constructing a trap that was exclusively

loaded by photoionisation, and hence was exposed to minimal atomic flux.

A novel, monolithic linear RF ion trap design has been proposed. The

three-dimensional trap structure, to be microfabricated on a chip using silica-

on-silicon processing techniques, is of significant interest for implementations

of QIP using trapped ions. The design provides a number of adjacent trap-

ping zones, between which ions can be shuttled, and may form the basis of a
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scalable trapped-ion quantum-computing architecture. The trap electrodes

are formed by gold-coated SiO2, and are spaced by highly-doped silicon. The

electrostatics of such a structure were modelled using FEMLAB, MATLAB

and SIMION. Simple lumped-element models were also developed to inves-

tigate the effect of RF heating on the substrate. Under practical operating

conditions, the trap design is calculated to provide deep potentials with mo-

tional frequencies of several MHz, exhibit a deep potential well, a high trap

efficiency, and a low RF loss. These features contrast with some of the other

microfabricated traps reported in the literature. These differences will con-

tribute to an increased understanding of ion trap materials and structures

for QIP applications.

Progress has been made towards fabrication of the ion-trap design de-

scribed, working with the Centre for Integrated Photonics. A fabrication

process to achieve the desired structure has been proposed. This process con-

sists of lithographic patterning, anisotropic etching of SiO2, isotropic etching

of silicon, and metallic evaporation and electroplating. Each individual step

of this process has been demonstrated separately, although there have been

difficulties associated with performing the entire sequence; notably with re-

gards achieving an acceptable under-etch, and removing the SU8 photoresist.

An intermediate design has been proposed which should provide a reasonable

trapping potential, and allow initial tests of trap performance while the full

fabrication process is being refined.
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8.2 Further work

There remain several outstanding actions required for the realisation of the

proposed trap structure. While each individual step of the fabrication process

has been demonstrated, a single wafer has yet to be taken through the full

process from beginning to end, to produce the trap design originally specified.

Further process development is required to achieve this. In the first instance

it is expected that an intermediate trap design will be used to perform initial

testing of mounting and loading methods, though such traps are expected to

have low motional frequencies and high heating rates. In preparation for the

full trap design, there are several further upgrades which must be made to

the existing apparatus.

The coherent evolution of the S—D transition can be manipulated by

applying various probe-laser pulse sequences [41]. Using the present system,

only simple pulse sequences are possible. The agility of the frequency and

phase switching of the probe-laser system must be improved, so that arbitrary

pulse sequences can be applied. Currently the imaging optics can detect only

the number of fluorescence counts. The imaging system must be improved

to allow the spatial resolution of a string of ions. It may also be necessary to

improve the 461 nm laser linewidth and stability to allow selective loading

of isotopically pure strings of 88Sr+ ions.

Once the full trap designs have been fabricated, it is intended to use

these to demonstrate ground-state cooling of a one-dimensional ion string,

shuttling of ions, and ultimately quantum-enhanced spectroscopy, where the

measurement noise is reduced by entangling of the ions’ electronic states. In
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addition to the work on the existing fabrication run of traps, NPL is part of

a European Union collaboration, which will provide further advances in the

silica-on-silicon fabrication methods developed to date, and extend them to

traps with cross junctions.

In future, silica-on-silicon technology should provide a platform which is

scalable to more complex devices, and which could be integrated with other

technologies such as optical fibres, on-chip waveguides and MEMS optical

components. Furthermore, as with photonics components, construction of

hybrid devices which integrate electronics components onto the silica-on-

silicon trap chip are feasible. Planar silica-on-silicon technology therefore has

the potential to form the basis for large-scale ion trap quantum processors.
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8.3 Journal publications

The work described in this thesis has given rise to a number of journal pub-

lications. Namely:

Controlled photoionization loading of 88Sr+ for precision ion-trap exper-

iments, M. Brownnutt, V. Letchumanan, G. Wilpers, R.C. Thompson,

P. Gill, A.G. Sinclair, Appl. Phys. B 87 (2007) 411–415.

Zero-point cooling and heating-rate measurements of a single 88Sr+ ion,

V. Letchumanan, G. Wilpers, M. Brownnutt, P. Gill, A.G. Sinclair,

Phys. Rev. A 75 (2007) 063425–063428.

Monolithic microfabricated ion trap chip design for scaleable quantum

processors M. Brownnutt, G. Wilpers, P. Gill, R.C. Thompson, A.G. Sin-

clair, New J. Phys. 8 (2006) 232–249.
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APPENDIX A

Proposed fabrication process

Chapter 7 describes the progress made towards the fabrication of a mono-

lithic, linear RF ion-trap chip. Section 7.3 outlines the planned fabrication

method which was originally envisioned, and the steps for this method are

sketched in figure 7.1. This appendix illustrates the steps in more detail.

Each step is shown in figure A.1, and explained in the text.

1) The process begins with commercially bought, double-sided-polished n-

doped silicon wafers. For the first development run, three thicknesses

were used: 500 µm, 250 µm, and 150 µm.

2) The wafers are thermally oxidised for 24 days, resulting in a 15 µm

thick layer of SiO2 on both surfaces of the silicon wafer. The growth of

the SiO2 slightly reduces the thickness of the silicon, so that the final

thickness of silicon in the oxidised wafers is around 15 m less than that

of the unoxidised wafers. This effect is of little importance for the wafer

thicknesses being used here.

3) A mask is applied for “windows” to be etched through the SiO2 to the
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silicon. Figure A.1.3 shows one corner of the trap chip. The mask is

similar at the other three corners.

4) An inductively coupled plasma (ICP) reactive ion etch (RIE) is used

to etch through the SiO2 to produce windows at the corners of each

chip to the silicon. These allow metal pads on the silicon for ground-

ing purposes. It should be noted that these pads must be electrically

isolated from the rest of the gold during the gold electroplating process

(step 22 below), as the silicon is conductive, and so can also become

plated.

5) A mask is applied for the electrode pattern. Figure A.1.5 shows the

central portion of the chip, where the trapping region will be.

6) 50 nm of titanium is evaporated onto the SiO2 as a base layer to ensure

the gold adheres to the chip surface. 500 nm of gold is then evaporated

into this base layer, resulting in the electrode pattern.

7) A 150 nm thick nickel mask is laid down on top of the gold to protect

it during step 19.

8) Photolithographic mask layer is removed, to leave the electrode struc-

ture, with a nickel mask.

9) An SU8 mask is applied to protect the electrodes during the SiO2 etch.

The mask covers both the metal electrodes, and the SiO2 between the

electrodes on the RF-side of the trap, leaving exposed SiO2 in the

region where the volume of free space is required for the trap, and be-
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tween the DC fingers. SU8 is a standard photoresist used in photonics

manufacturing.

10) ICP RIE etch of SiO2 to expose the silicon where the volume of free

space is required for the trap, and to create individual segmented DC

electrodes.

11) Remove the SU8 mask.

12) Apply a fresh SU8 mask, leaving the silicon exposed where the free

space is required for the trap.

13) Isotropic SF6 RIE etch of silicon to create the clear aperture through

the structure and the free-space undercut between the two parallel SiO2

layers.

14) Shadow evaporation of titanium and then gold to coat the edges and

surface of the SiO2 in the undercut. Titanium (and subsequently

gold) are evaporated from the direction indicated by the arrow in fig-

ure A.1.14. This creates a continuous surface of gold from the outside

of the electrodes to the underside. The back of the undercut, where it

is required that there is electrical connection between the gold and the

conducting, grounded silicon, is masked from the evaporation source as

it is in the shadow of the electrode above.

15) Shadow evaporation is repeated from four diffent directions, to coat the

inside surfaces of all four electrodes. It may be noted that the process

also coats the SU8 with a layer of metal; indeed the geometry of the
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situation means that the metal layer coating the SU8 is twice as thick

as the metal layer in the undercut.

16) Shadow evaporate a nickel layer to protect the gold during step 19. As

with shadow evaporation of the titanium and gold, this requires that

the process is carried out from four different directions.

17) Removal of SU8. Figure A.1.17 shows a cross section through the DC

electrode fingers, taken along the length of the trap, in the yz plane

(c.f. figure 6.3). The position of this cross section is shown by the

dotted line in figure A.1.16.

18) Removal of the SU8 leaves the titanium and gold between the DC

fingers exposed.

19) A wet etch removes the metal between the DC fingers, while the metal

on the electrodes themselves is masked by the nickel.

20) The nickel is removed to ensure there are gaps between the DC fingers,

and that the chip is free of (magnetic) nickel.

21) The electrodes are plated with 5 µm, giving a surface roughness of

< 10 nm RMS.
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Figure A.1: Details of planned trap fabrication method. See text
for explanation.
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