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Abstract

In the last 15 years, quantum information processing has developed into a major field

of research in physics. During this period various quantum systems were investigated

as possible systems for quantum computation or quantum simulation and experimen-

tal control over these systems advanced significantly. Among them, trapped ions are

very promising candidates for the realization of quantum algorithms, and a vast pool

of experimental techniques has already been demonstrated with this type of quantum

system.

This thesis reports on the implementation of such tools in three applications: precision

spectroscopy, the demonstration of a quantum walk and the quantum simulation of the

Klein paradox.

A new spectroscopic method of repetitive laser pulses is employed to measure the

branching ratio of the 4s2P3/2 level of 40Ca+ with high precision. The branching frac-

tions into the 4s2S1/2, 3d
2D5/2 and 3d2D3/2 levels are found to be 0.9347(3), 0.0587(2)

and 0.00661(4), respectively. For the branching ratio A(P3/2−S1/2)/
∑

J A(P3/2−DJ) =

14.31(5), a precision of better than 1% is achieved. The method is also applicable to

other ion species that share a similar level structure.

A quantum walk on a line in phase space is experimentally demonstrated. The walk

is performed to up to 23 steps, where each step subjects an ion to a state-dependent

displacement operation interleaved with quantum coin-tossing operations. The ion’s

motional state is analyzed after each step with a technique that maps the probability

distribution onto the internal state of the ion. The measured properties of the final state

after the quantum walk clearly show a difference from the classical random walk. In

addition, both the reversibility of the quantum walk and an extension with two ions are

demonstrated.

The same measurement procedure is used in a quantum simulation of the Klein para-

dox. The position and momentum of a relativistic Dirac particle are mapped to the

respective quadratures of the harmonic oscillator of the trap. While the spinor of the

Dirac particle is mapped to one ion, a second ion is used to realize a linear and a quadratic

potential. For both potentials, the reconstruction of the wave function in phase space is

used to visualize the tunneling of the particle into regions that are classically forbidden.

In addition to these experiments, a new trap setup is presented. With a slightly modi-

fied trap design and improved vacuum conditions this new setup offers new experimental

options.
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Zusammenfassung

Die Quanteninformationsverarbeitung hat sich in den letzten 15 Jahren zu einem großen

und aktiven Forschungsgebiet innerhalb der Physik entwickelt. Auf der Suche nach ge-

eigneten Quantensystemen für eine Implementierung in einem Quantencomputer oder

Quantensimulator werden verschiedenste Systeme erforscht. Gespeicherte Ionen gehören

hier zu den vielversprechenden Kandidaten und inzwischen existiert eine Fülle an expe-

rimentellen Techniken, die eine hohe Kontrolle über diese Systeme erlaubt.

In dieser Arbeit werden einige dieser Techniken in einer Spektroskopiemessung, für

die Implementierung einer diskreten Quantenbewegung und in einer Quantensimulation

des Klein-Paradoxons zur Anwendung gebracht.

Mittels wiederholter Laserpulse wird das Zerfallsverhältnis des 4s2P3/2 Energienive-

aus von 40Ca+ gemessen. Die Zerfallsanteile in die Energieniveaus 4s2S1/2, 3d
2D5/2 und

3d2D3/2 wurden mit 0,9347(3), 0,0587(2), respektive 0,00661(4) bestimmt. Diese Mess-

methode erreicht für das Zerfallsverhältnis A(P3/2−S1/2)/
∑

J A(P3/2−DJ) = 14.31(5)

eine Präzision von unter 1% und kann bei anderen Ionenarten mit ähnlichem Energie-

schema Anwendung finden.

Eine eindimensionale, diskrete Quantenbewegung im Phasenraum wird experiemen-

tell demonstriert. Bis zu 23 Schritte werden ausgeführt, wobei bei jedem Schritt ein

zustandsabhängiger Verschiebungsoperator und ein Quantenmünzwurfoperator auf das

Ion angewendet werden. Der Bewegungszustand des Ions wird anschließend mit einer

Messmethode analysiert, bei der die Aufenthaltswahrscheinlichkeit auf den elektroni-

schen Zustand des Ions abgebildet wird. Verschiedene Messungen zeigen deutliche Un-

terschiede zur klassischen Zufallsbewegung. Des weiteren wird die Quantenbewegung auf

zwei Ionen erweitert.

Dieselbe Abbildungsmethode wird in einer Quantensimulation des Klein-Paradoxons

verwendet. Für diese Simulation werden Impuls und Ort des relativistischen Dirac-

Teilchens auf den Phasenraum des harmonischen Oszillators der Ionenfalle abgebildet

und der Spinor wird im elektronischen Zustand eines Ions kodiert. Ein weiteres Ion wird

verwendet, um ein lineares und ein quadratisches Potential zu realisieren. In beiden

Fällen zeigt die rekonstruierte Wellenfunktion, wie das Teilchen in klassisch verbotene

Regionen tunnelt.

Zusätzlich zu den beschriebenen Experimenten wird ein neuer Fallenaufbau vorgestellt.

Durch Modifikation der Falle und Verbesserungen der Vakuumqualität eröffnet dieser

Aufbau neue experimentelle Optionen.
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1 Introduction

The idea of quantum simulation was introduced by Richard Feynman [1] and others in

the early 80’s of the previous century. The aim is to use a quantum system that is

controllable in the laboratory to simulate the model of a system that, e.g., can not be

controlled to the extent needed or not measured due to technical limitations.

Very significant for this approach is the potential to simulate quantum mechanical sys-

tems that are intractable for classical computers. The limitations to perform simulations

of quantum systems with classical computers are caused by the exponential growth of

computational space needed to store the parameters and the differential equations that

describe such systems. Hence, these limitations can not be overcome easily by simple

technological improvements.

To realise such a quantum simulator, certain requirements need to be met. Naturally,

the laboratory system must be suited to the problem by having observables and inter-

actions that can be mapped to the simulated system. During such an analogue quantum

simulation the interactions are switched on as required, and the observables of the quan-

tum simulator evolve continuously. However, control over the laboratory system with a

sufficiently high degree was not available at that time [1].

In the 1990’s, research in this direction gained new momentum with the introduction

of quantum computation. Here, the peculiar effects of quantum mechanics are used to

process abstract information. The smallest information piece is not a “bit” that can

only have the value 0 or 1 but a two-level system that can be described by quantum

mechanics. This information piece is called a quantum bit or qubit. These qubits are

grouped in registers then manipulated and made to interact with one another using

quantum gate operations.

In 1994, Peter Shor presented a factorisation algorithm [2] that would render public

key encryption useless. Two years later, Lov K. Grover found a quantum algorithm that

could search an unsorted database much faster than its classical counterpart [3].

During the same time, Barenco et al. [4] and DiVincenzo [5] proved that an arbitrary

quantum algorithm can be constructed out of single and two-qubit gates. In 1996,

Seth Lloyd showed that a quantum computer with such a universal set of gates could

1



1 Introduction

perform arbitrary quantum simulations [6]. This type of quantum simulation differs

from Feynman’s original idea in that quantum computation, i.e., application of discrete

quantum gates acting on a register of qubits, is used to calculate the solution of the

quantum mechanical problem. Therefore this approach is usually referred to as digital

quantum simulation.

Quantum computation and quantum simulation are both aspects of the concept of

quantum information processing (QIP), which aims at using quantum mechanical sys-

tems to encode, process and read out information. A suitable quantum mechanical sys-

tem has to meet certain criteria [7], and several quantum systems are currently beeing

investigated as candidates for QIP [8]. The list of candidate systems today includes nu-

clear spins [9], superconducting Josephson junctions [10, 11], photons [12, 13], quantum

dots [14, 15], neutral atoms [16–18] and trapped ions [19, 20].

Development of ion traps started in the 50’s of the previous century, when Wolfgang

Paul developed the first radio frequency traps for charged particles. Over the following

decades these devices had a considerable impact on mass spectrometry, spectroscopy and

atomic physics. These so-called Paul traps offer advantages for the charged particles such

as isolation from the environment, localization and the possibility to probe them with

light. It is especially the latter, which with the advent of the laser, became important.

The laser allowed for laser cooling, which was theoretically predicted in 1975 [21] and

experimentally demonstrated with ions three years later [22]. In 1980 Neuhauser et al.

trapped a single ion for the first time [23]. Advanced control over the internal state of

the ion followed, such as initialization [24], readout [25–27] and long coherence times of

the internal state [28].

With this level of experimental control available, trapped ions already fulfilled several

of the criteria for QIP when experimental reasearch started in the mid-1990s. In the last

fifteen years, several building blocks of the quantum computer have been demonstrated

using trapped ions. As early as 1995, Cirac and Zoller proposed a CNOT gate [29], and in

the same year, an experimental two-qubit gate with a single ion was demonstrated [30].

The Cirac-Zoller gate with two ions was realized experimentally in 2003 [31]. At around

the same time, an implementation of the Deutsch-Josza algorithm [32] and quantum

teleportation [33, 34] were demonstrated.

In recent years, combinations of the building blocks for a two-qubit ion trap quan-

tum processor have been demonstrated [35, 36]. Also a two-ion gate operation with

an infidelity of < 10−2 was experimentally realized [37]. In theory, this already satis-

fies the requirement for fault-tolerant quantum computing, given a sufficient number of

auxiliary qubits. The same quantum gate operation was successfully used to entangle

2



fourteen ions [38] and for the implementation of a repetitive quantum error-correction

algorithm [39].

However, improvements have not yet reached a stage where a large-scale quantum

computer can be realized, as this is ongoing research. Not only has scaling up to a

large number of qubits proven to be challenging, but also the infidelity of the operations

performed on the qubits limit the complexity of current experiments. Both aspects

need significant improvement to allow for the implementation of arbitrary quantum

algorithms.

For analogue quantum simulations, on the other hand, requirements on the systems

and the fidelity of the performed operations are not as demanding and even systems with

a relatively small number of qubits—on the order of 40 to 50—can simulate non-trivial

systems that are not solvable with current classical computers [40]. In special cases

the number reduces further if the quantum simulator also includes higher-dimensional

quantum systems than qubits, e.g., a quantum harmonic oscillator. In the case of digital

quantum simulation the number of qubits needed depends on the complexity of the sim-

ulated system. In certain cases a digital quantum simulator can compute the solution for

a quantum mechanical system with fewer qubits than the simulated system contains [41].

To date, ions have been successfully used to simulate a quantum magnet [42], a frus-

trated spin system with three [43], a phase transition with up to nine spins [44], a

relativistic Dirac particle [45] and an open quantum system [46].

More recently, a simulation of up to six spins has been demonstrated [47] using the

Trotter approximation [48]. For this technique, quantum gate operations developed for

quantum computation are implemented in rapid succession to approximate the desired

time evolution of the simulated system.

This thesis presents several experiments which draw on or contribute to QIP with

trapped ions. The thesis is structured as follows: Chapter 2 reviews some aspects of

quantum mechanics and introduces the corresponding notation. The level structure and

atomic properties of the ion species used, 40Ca+, is covered in chapter 3. Chapter 4

gives a theoretical description of the ion-laser interaction, as lasers are the main tool to

control and manipulate the ion’s state. The experimental setup is presented in chapter 5.

In addition to the trap and vacuum vessel, the laser systems used are explained. Chap-

ter 6 introduces experimental techniques that are commonly used for the experiments

described in the following chapters.

In chapter 7, a precision measurement of the branching ratio of the decay of the excited

4p2P3/2 level to the lower lying levels is presented. This spectroscopic measurement was

carried out using techniques that are commonly employed in QIP with ions. A one-

3



1 Introduction

dimensional quantum walk in phase space is presented in chapter 8 and the resulting

probability distributions are visualized. The quantum walk is of interest for search

algorithms in quantum computation, and, e.g., it is investigated in the context of energy

transport in molecules involved in photosynthesis in plants [49]. The same wave function

reconstruction method was used to visualize the relativistic scattering of a Dirac particle

in a quantum simulation presented in chapter 9. If performed with only one additional

ion as a second Dirac particle, the resulting problem is in general unsolvable for a classical

computer [50].

Finally, chapter 10 gives a summary and an outlook for future experiments. In parallel

to the experiments presented in this thesis, a new ion trap was set up. This new setup will

open up new possibilities for future experiments and is briefly presented in appendix A.
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2 Quantum-mechanical description of cold

trapped ions

The following chapter will summarize the mathematical description of a two-level quan-

tum system as well as the quantum-mechanical oscillator. The combination of both

systems is sufficient to describe most of the experiments performed in our setup. In

addition, certain aspects of the measurement process and quantum computation will be

introduced.

2.1 Quantum bits and composite quantum systems

This section briefly summarizes the mathematical notation for a two-level system and for

composite quantum systems. It also introduces some basics of quantum computation,

such as quantum gates. A more detailed description on this topic can be found in

introductory textbooks [48, 51]. In particular, the sections about composite quantum

systems were greatly inspired by Ref. [51].

2.1.1 Single quantum bit

In classical computing, the smallest building block is represented by a bit that holds

either 0 or 1 as values. This bit is usually implemented as a voltage or a magnetization of

an electronic device storing and processing that information. Analogously, the quantum

bit—or qubit—is defined by selecting two states of a quantum-mechanical system. These

states will be represented by the quantum states |↓〉 and |↑〉. As a consequence, the state

of the qubit is not limited to either |↓〉 or |↑〉. Rather any superposition is allowed as

stated by quantum mechanics

|ψqb〉 = α|↓〉 + β|↑〉. (2.1)

The coefficients α and β are complex numbers where their absolute value squared rep-

resents the probability to measure the qubit in the corresponding state. As each mea-

surement has to have an outcome, they also have to fulfill the normalization condition

|α|2 + |β|2 = 1.

5



2 Quantum-mechanical description of cold trapped ions

z

y

x

Fig. 2.1: Bloch-sphere representation of a pure qubit state |ψqb〉.

By rewriting Eq. (2.1) as

|ψqb〉 = cos

(
θ

2

)

|↓〉+ sin

(
θ

2

)

eiφ|↑〉 (2.2)

it can be seen that the qubit state can also be represented by the two real numbers θ

and φ, where a global phase was dropped as it cannot be observed. Because of this, the

qubit is also often represented by a vector on a unit radius sphere with rotation angles

θ and φ. This so-called Bloch vector and the Bloch sphere are shown in Fig. 2.1.

For ions, a qubit can be realized using two long-lived electronic states corresponding

to |↓〉 and |↑〉.

2.1.2 Product space

The qubit presented in the previous section is a very simple quantum system with only

a two-dimensional Hilbert space. More complex systems can be obtained by combining

multiple quantum systems which represents an essential step for any quantum compu-

tation or quantum simulation.

Let us consider two quantum systems SA and SB that do not need to have the same

dimensions. Mathematically these systems can be combined using the tensor product

HA,B = HA ⊗HB. (2.3)

Let |ψA〉 ∈ HA and |ψB〉 ∈ HB be the state vectors of their respective systems. Then

the product state of the two systems can be expressed as

|ψA〉 ⊗ |ψB〉 =: |ψA, ψB〉. (2.4)

6



2.1 Quantum bits and composite quantum systems

With the basis vectors {|nA〉} and {|iB〉} of HA and HB, respectively, {|nA〉 ⊗ |iB〉}
forms a basis of HA,B. Any vector |ψA,B〉 can therefore be written as

|ψA,B〉 =
∑

n,i

αni|nA, iB〉 (2.5)

where αni is the state amplitude satisfying the normalization condition
∑

n,i|αni|2 = 1.

From the last expression, the general interest in quantum computation and quantum sim-

ulation can be directly motivated. As additional quantum systems are added, the number

of state amplitudes αni grows exponentially as dim(HA) ·dim(HB) · dim(HC) · . . . . Even

for fewer than one hundred low-dimensional quantum systems, this number becomes im-

possible to process for a classical computer. However, this does not pose a limit on

a quantum computer or a quantum simulator, as they are built on the same physical

principles.

It is evident that the formalism presented here is directly applicable to a system

comprised of multiple qubits. Such a system is also referred to as a quantum register in

analogy to the register in classical computers.

With a description for a general state vector in hand, let us now turn to operators that

act on the product space. Linear operators that act on their respective Hilbert space

can be written as

[
CA ⊗DB

]∑

n,i

αni|nA, iB〉 =
∑

n,i

αni|CAnA,DBiB〉 (2.6)

where CA or DB can also be the identity matrix 1 to form an operator that only acts

on one Hilbert space. The trace of the product space follows as

tr
[
CA ⊗DB

]
=
∑

n,i

〈nA, iB |CA ⊗DB |nA, iB〉 = trA
[
CA
]
trB

[
DB
]
. (2.7)

In quantum mechanics, one important operation is the partial trace, which is defined as

trA
[
CA ⊗DB

]
=
∑

n

〈nA|CA ⊗DB|nA〉 = trA
[
CA
]
DB . (2.8)

The resulting operator acts only on HB .

Entanglement

Entanglement is one of the most peculiar effects in quantum mechanics, as it cannot be

explained by classical correlations [52]. Based on our previous discussion, we can define

entanglement in the following way:

7



2 Quantum-mechanical description of cold trapped ions

Any state vector |ψA,B〉 that cannot be written as a product state, i.e.

|ψA,B〉 6= |ψA〉 ⊗ |ψB〉 (2.9)

is called entangled.

All other states are called separable or product states. Entanglement can be generated

by the application of suitable operators that act on both systems.

2.1.3 Density matrix representation

Up to this point, only pure quantum states have been considered. For each quantum

state |ψ〉, we define the density operator

̺ := |ψ〉〈ψ|. (2.10)

This operator is positive, that is, 〈ψ|̺|ψ〉 > 0 and tr [̺] = tr
[
̺2
]
= 1.

However, it is not always valid to assume a pure state. A given quantum state can

be mixed (e.g. due to experimental imperfections) or not fully known. In this case, the

density operator is composed out of several pure states ψi weighted by λi

̺ =
∑

i

λi|ψi〉〈ψi| (2.11)

where
∑

i λi = 1 has to be fulfilled.

For product spaces, the reduced density operator for one Hilbert space can be obtained

by tracing over the other Hilbert space:

̺A = trB
[
̺AB

]
. (2.12)

2.1.4 Measurement

The measurement process is another important aspect of quantum mechanics and holds

particular interest in the context of quantum computation or simulation. The chosen

process determines which information and how much information is extracted from the

quantum-mechanical system. A measurement does not necessarily happen only at the

end as it affects the quantum state of the system. Various implementations and proposals

also use measurements within an algorithm or simulation.

This mathematical description of the measurement process closely follows Ref. [51].

The measurement is described with a set of generalized measurement operators {Mm}.

8



2.1 Quantum bits and composite quantum systems

For each measurement outcome m, there exists exactly one operator Mm. For pure

states the probability of finding m is given by

p(m) = 〈ψ|M †
mMm|ψ〉 (2.13)

while the quantum state after the measurement is given by

|ψ̃m〉 = Mm|ψ〉
√

p(m)
. (2.14)

The operators Mm do not have to be Hermitian, as they are not observables
(
MmMm′ 6= δm,m′Mm

)
. The operator M †

mMm is positive, so p(m) ≥ 0. In order to

fulfill
∑

m p(m) = 1, the measurement operators have to be complete:

∑

m

M †
mMm = 1. (2.15)

Using the previously introduced density operator, p(m) can be written as

p(m) = tr
[

M †
mMm̺

]

(2.16)

and the quantum state after the measurement as

˜̺ =
1

p(m)
Mm̺M

†
m. (2.17)

In the special case Mm = Pm, where the generalized measurement operators are or-

thogonal projection operators, the number of measurement operators equals the dimen-

sion of the Hilbert space. This case is know as projective or von Neumann measurement.

For a given observable O, the expectation value can be expressed simply using the

density operator and the trace

〈O〉 = tr [̺O] . (2.18)

Analogously, the expectation value of a local observable of a product space is given by

〈OA〉 = tr
[
̺ABOA

]
= trA

[
̺AOA

]
. (2.19)

Measurement on a quantum system is often carried out in the basis of the energy states

that is represented by the observable σz. Measurement of other observables usually

requires the application of suitable unitary operations prior to the measurement.

Another important aspect of quantum measurement is that any generalized measure-

ment on system SA can be carried out by expanding it to include the ancilla system SB,

applying a unitary operation acting on HA⊗HB followed by projective measurement on

SB . This is especially useful in cases where SA cannot be directly measured.

9



2 Quantum-mechanical description of cold trapped ions

For the proof of this statement, let SB have the same number of measurement opera-

tors as it has dimensions, while the number of dimensions of SA is arbitrary. We choose

a basis in SB to be {|mB〉} and set it to a fixed state |0B〉. Then we define the linear

operator

UAB |ψA, 0B〉 =
∑

m

MA
m|ψA〉 ⊗ |mB〉 (2.20)

where |ψA〉 is the state to be measured. It can be shown that UAB exists for the entire

Hilbert space formed by HA ⊗ HB [51]. The projective measurement in HB is carried

out using

PB
m := 1

A ⊗ |mB〉〈mB |. (2.21)

As a consequence, the combined system is transformed to the state

Cnorm ·PB
mU

AB |ψA, 0B〉 = MA
m|ψA〉|mB〉

√

〈ψA|MA†
m MA

m|ψA〉
(2.22)

with Cnorm as a normalization constant. The probability of finding m is given by

p(m) = 〈ψA, 0B |UABPB
mU

AB |ψA, 0B〉 = 〈ψA|MA†
m MA

m|ψA〉 (2.23)

where PB
m = PB†

m PB
m was used in the last step. These last two equations can be directly

compared to Eqs. (2.14) and (2.13). From this result we can conclude that given a

suitable unitary transformation acting on the combined Hilbert space of both systems,

those two systems become entangled. In consequence, a generalized measurement of SA

can be realized by means of a projective measurement on SB.

2.1.5 Quantum gates operations

Controlled unitary operations on one or more qubits are called quantum gates. These

quantum gates are analogous to logic gates in classical computers. Given a sufficient

set of local and many-qubit operations, any arbitrary quantum algorithm can be real-

ized [48].

Single qubit gates

For a single qubit, the identity and the three Pauli matrices form a complete set that

can be used to describe any qubit operation. Their matrix representation is given by

1 =

(

1 0

0 1

)

, σx =

(

0 1

1 0

)

, σy =

(

0 −i
i 0

)

, σz =

(

1 0

0 −1

)

. (2.24)
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2.2 Quantum harmonic oscillator

The two eigenstates of each Pauli matrix are usually denoted as |±〉j , where j is either

x, y or z.

On the Bloch sphere, the identity corresponds to no operation and each Pauli matrix

to a rotation around its respective axis. The corresponding rotation matrices are given

by

Rx(θ) = e−i θ
2
σx =

(

cos θ
2 −i sin θ

2

−i sin θ
2 cos θ

2

)

(2.25)

Ry(θ) = e−i θ
2
σy =

(

cos θ
2 − sin θ

2

sin θ
2 cos θ

2

)

(2.26)

Rz(θ) = e−i θ
2
σz =

(

e−i θ
2 0

0 ei
θ
2

)

(2.27)

where θ denotes the angle that is covered by the rotation.

Multiple qubit gates

Gates that simultaneously interact with more than one qubit are needed in order for

qubits to be of computational use.

One example of a two-qubit interaction is the Mølmer-Sørensen gate [53, 54]. Its

matrix representation is given by

UMS =









1 0 0 i

0 1 −i 0

0 −i 1 0

i 0 0 1









(2.28)

where the matrix is notated in the {|↓↓〉, |↓↑〉, |↑↓〉, |↑↑〉} basis. The gate mechanism

works very well for optical qubits, achieving fidelities above 99% [37]. The properties

of the gate were thoroughly investigated in our experiment [55, 56]. Recently, this

gate operation was used to demonstrate a digital quantum simulation using the Trotter

approach [47].

2.2 Quantum harmonic oscillator

The quantum harmonic oscillator is the other quantum-mechanical system that describes

trapped ions. As a matter of fact, trapped ions are often referred to as the toy model for

the quantum-mechanical oscillator. This section first briefly revisits the notation for the

quantum-mechanical oscillator, as it can be found in almost any introductory textbook
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2 Quantum-mechanical description of cold trapped ions

on quantum mechanics (e.g. Refs. [57–59]). This introduction is followed by a description

of the driven quantum harmonic oscillator which was inspired by Refs. [19, 57, 60].

By replacing position and momentum in the classical equation of the harmonic oscil-

lator with their respective operators x̂ and p̂, the Hamiltonian reads

Hh.o. =
p̂2

2m
+

1

2
mω2x̂2 (2.29)

where the operators obey the following commutation relation

[x̂, p̂] = i~. (2.30)

Introducing the operators

â =

√
mω

2~
x̂+

ip̂√
2mω~

and â† =

√
mω

2~
x̂− ip̂√

2mω~
(2.31)

we can express the position and momentum operator as

x̂ =
(

a+ a†
)

∆ and p̂ = i
a† − a

2

~

∆
(2.32)

where the characteristic length ∆ =
√

~/2mω was used. This also allows us to rewrite

Eq. (2.29) in the quantized form

Hh.o. = ~ω

(

a†a+
1

2

)

. (2.33)

The term a†a is also referred to as the number operator as its eigenvalues are the numbers

of quanta in the harmonic oscillator

a†a|n〉 = n|n〉. (2.34)

Hence the Hamiltonian in Eq. (2.33) shows an equidistant level spacing, with the ground

state energy given by E0 = ~ω/2. Applying the operators a and a† to the eigenstates of

the oscillator yields the following relations

a†|n〉 =
√
n+ 1|n+ 1〉, (2.35)

a|n〉 =
√
n|n− 1〉. (2.36)

As they increase or decrease the number of quanta in the wave function, the two operators

are often referred to as creation and annihilation operators. It also follows from Eq. (2.35)

that applying a† n times results in the state

|n〉 = 1√
n!

(

a†
)n

|0〉. (2.37)
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2.2 Quantum harmonic oscillator

2.2.1 Coherent states

Now let the quantum-mechanical oscillator be driven by a classical oscillating force

F (t) = Asin (ωdrivet+ φ) =
A

2i

(

ei(ωdrivet+φ) − e−i(ωdrivet+φ)
)

. (2.38)

The Hamiltonian for this force is given by

Hf = −x̂ ·F (t). (2.39)

The time dependence suggests a transformation into the interaction picture, for which

we choose U = eiHh.o.t/~ with Hh.o. from Eq. (2.29). The transformation Hint = U †HU

then yields

Hf,int = −∆
(

ae−iωt + a†eiωt
)

·
A

2i

(

ei(ωdrivet+φ) − e−i(ωdrivet+φ)
)

. (2.40)

With the resonance condition ω = ωdrive, we can make a rotating wave approximation

and neglect two of the four terms. The resulting Hamiltonian is given by

Hf,int = −A∆
2i

(

ae−iφ + a†eiφ
)

. (2.41)

Applying the force can therefore be written as the unitary operator

D(α) = eα
∗a−αa† (2.42)

with α = −A∆teiφ/2~. This operator is called the displacement operator and its appli-

cation on the ground state creates the coherent state |α〉

D(α)|0〉 = |α〉 = e−|α2|/2∑

n

αn

√
n!
|n〉. (2.43)

Coherent states play an important role in quantum optics and the remainder of this

section will discuss some of their properties. As they exhibit certain analogies to classical

states, they are also called quasi-classical states.

The eigenvalues of the creation and annihilation operators acting on |α〉 are given by

a|α〉 = α|α〉 and 〈α|a† = α∗〈α|. (2.44)

With these it can be shown that the expectation values for x̂ and p̂ are given by

〈α|x̂|α〉 = 2∆Re{α} and

〈α|p̂|α〉 =
~

∆
Im{α}.
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2 Quantum-mechanical description of cold trapped ions

(a) (b)

Fig. 2.2: (a) Application of the displacement operator D(α) on the ground state.
The wave function is translated in phase space without distortion of its shape.
(b) Phase space representation of the coherent state |α〉. 〈α|x̂|α〉 and 〈α|p̂|α〉 are
represented in units of 2∆ and ~/∆, respectively. The time evolution of the coherent
state is indicated by the rotation arrow and the rotation frequency is given by the
trap frequency ω.

As a result, the real part of the coherent state is associated with the position and

the imaginary part with the momentum operator. It is therefore convenient to write

|α〉 = 〈x̂〉+ i〈p̂〉, which can be visualized in the complex plane (see Fig. 2.2).

One important property of coherent states is that the expectation values for position,

momentum and energy are equal at all times to those of a classical system. Another

important property is that the wave packet shows no dispersion but a width that is

constant in time as |α〉 evolves in the harmonic oscillator. For the complete calculation,

the reader is referred to Ref. [57]; only the results are stated here.

To find the dispersion of the wave packet the expression for the coherently displaced

wave function ψcoh(x) has to be evaluated in position space

〈x|α〉 = e
α∗2−α2

4 eix〈α|p̂|α〉/~ψ0(x− 〈α|x̂|α〉). (2.45)

Here, ψ0 is the wave function of the ground state which is displaced by 〈α|x̂|α〉 from

the origin. The phase factor is position-dependent, but the shape of the wave function

is not. This result can also be obtained by looking at the standard deviation of the

position and momentum operators of |α〉

δx̂α = ∆ and δp̂α =
~

2∆
, (2.46)

which are constant in time.

The time-dependent behaviour of the wave packet is retrieved by using the time-

independent Hamiltonian Hh.o. from Eq. (2.33) on a initial and coherent state
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2.2 Quantum harmonic oscillator

|ψ(t = 0)〉 = |α0〉

|ψ(t)〉 = e−iHh.o.t/~|ψ(0)〉. (2.47)

Evaluating this expression yields

|ψ(t)〉 = e−iωt/2|α(t)〉 (2.48)

with

α(t) = α0e
iωt. (2.49)

This expression shows that α(t) remains a coherent state but oscillates in phase space

around the origin with the trap frequency ω.

Chapter 4 will present how the displacement operator can be realized in an ion trap us-

ing a bichromatic light field. However, the oscillation in phase space cannot be observed

in our experiments as the laser creating the displacement acts as a reference oscillator

that rotates with the coherent state.
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2 Quantum-mechanical description of cold trapped ions
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3 Atomic properties of 40Ca+

All experiments described in this thesis were carried out using 40Ca+. The two qubit

levels are realized using the ground state and a higher lying state that is connected via

a dipole-forbidden transition. This configuration results in lifetimes of the upper qubit

state on the order of a second, which is several orders of magnitude longer than the

typical length of the laser pulses used to manipulate or read out the qubit.

With one valence electron, 40Ca+ has a level structure similar to that of neutral alkali

atoms. Fig. 3.1 shows the three lowest orbitals available to the valence electron. The

ground-state is a 4S orbital while the next higher level is a 3D orbital. As the transition

from the 3D orbital to the 4S orbital is dipole-forbidden, the 3D orbital is a meta-stable

state.

The next higher level is the 4P orbital, which is connected via dipole transitions to

the ground state as well as to the 3D orbital. The decay from the P-orbitals is therefore

a competing process between both possible decay channels.

The numeric value of the branching ratio of these decay channels can be estimated

by looking at the spontaneous decay rate Γsp. For a simple two-level atom this is given

by [58]

Γsp =
e2ω3D2

12

3πǫ0~c3
= A12 (3.1)

where D12 denotes the dipole moment of the atom and A12 is the Einstein coefficient

associated with the spontaneous decay. With the reduced Planck constant ~, the speed

of light c and the elementary charge e beeing constant most significant in the expression

above is the cubic dependence on the transition frequency ω. With wavelengths of

≈ 400 nm for the P → S decay and ≈ 850 nm for the P → D decay, one expects a ratio

of approximately 10:1, which is close to that of the measured data [61]. The branching

fractions are also given in Fig. 3.1. For more advanced theoretical calculations on this

topic, the reader is referred to the references given in chapter 7.

The 3D orbital and the 4P orbital consist of two-levels D3/2, D5/2 and P1/2, P3/2,

respectively. In both cases the two-levels are well separated by a few nanometers. As

there is no dipole transition between the P1/2 and the D5/2 level, the latter is well suited
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3 Atomic properties of 40Ca+
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Fig. 3.1: Detailed level scheme of 40Ca+ showing the lowest three orbitals of the
valence electron. All possible transitions are indicated along with their wavelength in
air, their natural lifetime and their branching fractions given in percent [61–64]. Our
setup included lasers for all transitions shown except the one at 732 nm connecting
the S1/2 and the D3/2 orbital.

as the upper qubit level. Both the missing dipole transition and the lifetime of this

meta-stable state make it possible to use the S1/2 ↔ P1/2 transition for state detection.

Excitation on the S1/2 ↔ P1/2 transition at 397 nm and the D3/2 ↔ P1/2 transition at

866 nm will cause the ion to fluoresce, if it is in the S1/2 or the D3/2 level, but not if it is

in D5/2. This allows one to discriminate between the two qubit levels. The second light

field at 866 nm is necessary to avoid unwanted trapping of population in the D3/2 level.

In order to use the ground state and the D5/2 level as a qubit the degeneracy of the

levels has to be lifted. For this purpose, a magnetic field of a few Gauss is applied that

splits all levels into sublevels by a few megahertz due to the Zeeman effect. At this field

strength, the fine structure cannot be resolved for the 21 MHz-broad dipole transitions,

but for the quadrupole transitions which have a linewidth of about 0.14 Hz.

The external magnetic field splits the S1/2 manifold into two sublevels mj ± 1/2 and

the D5/2 level into six sublevels mj = ±1/2,±3/2,±5/2. For most of our experiments

the qubit was encoded in the S1/2,mj = 1/2 and D5/2,mj = 3/2 levels.

One important property of 40Ca+ is that it has a nuclear spin of 0. This property
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causes the levels to have a linear dependence on the magnetic field and makes them

sensitive to magnetic field fluctuations. The shift in transition frequency for our qubit

levels is given by

∆ωS→D =
µB
~

(

mSgS1/2
−mDgD5/2

)

B (3.2)

where µB is the Bohr magneton and gi denotes the Landé-factor of the level i. The

qubit using the |D5/2,m = +3/2〉 ↔ S1/2,m = +1/2〉 transition does not show the

lowest sensitivity to magnetic field fluctuations, which would be the case for ∆m = 0

transitions with a sensitivity of 560 kHz/G. The sensitivity of the used qubit is two times

higher but the coupling strength can be maximized by properly setting the polarization

and direction of the light field with respect to the magnetic field. In turn, the coupling

strength to other levels gets supressed yielding less off-resonant excitation of these levels

for operations with the same laser intensity. As a consequence, higher laser intensities

can be used that achieve the same fidelity, allowing us to shorten operation times.
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4 Ion-laser interaction

This chapter covers the laser-ion interaction that is used in all our experiments for coher-

ent state manipulation. The mathematical description of the interaction will be briefly

presented and certain aspects that have to be considered for an experimental implemen-

tation will be discussed. The chapter also includes a presentation of the bichromatic

light field used to realize the displacement operator D(α) as described in Sec. 2.2.1. The

chapter is concluded by a description of how D(α) can be used to reconstruct the wave

function of the ion’s motional state. This method was used in the experiments presented

in chapters 8 and 9.

4.1 Driving the quadrupole transition

The quadrupole transition between S1/2 and D5/2 can be driven with a strong coherent

light field at 729 nm. For this interaction, the gradient of the electric field E(t) couples

to the electronic quadrupole moment. This coupling causes the occupation probability

of the electron to oscillate between the two states. For the following description, it is

convenient to assign a pseudo-spin to the coupled states. The lower(upper) energy level

can then be identified with |↓〉(|↑〉). The Hamiltonian of this interaction is given by

Hl = ~Ω
(
σ+ + σ−

) (

ei(kx−νlt+φ) + e−i(kx−νlt+φ)
)

(4.1)

where σ+ = 1
2(σx + iσy) and σ− = 1

2(σx − iσy) are Pauli spin operators. The wave

vector k, the frequency of the laser beam νl, and its phase φ are properties of the light

field. The Rabi frequency Ω describes the strength of the coupling between the two

atomic states. An expression for the Rabi frequency can be derived by comparing the

interaction Hamiltonian in Eq. (4.1) with the expression for the induced quadrupole

moment Q̂ coupling of the gradient of the electric field E(t)

HI = Q̂∇E(t). (4.2)

This equation takes the form of Eq. (4.1) if we define Ω as [64, 65]

Ω =

∣
∣
∣
∣

eE0

2~
〈S,m| (ǫ · r) (k · r) |D,m′〉

∣
∣
∣
∣
. (4.3)
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4 Ion-laser interaction

Here, E0 is the amplitude of the electric field, r the position operator of the valence

electron relative to the center of mass of the atom and ǫ the polarisation vector. The

gradient of the electric field in HI shows up in this expression as it is proportional to k.

Selection rules for this type of transition allow for ∆m = 0,±1,±2.

From Eq. (4.3) it can be seen that geometric factors such as polarisation as well as the

angle between the quantization axis and the laser beam influence the coupling strength.

This expression can be evaluated further to give the more convenient form [64]

Ω =
eE0

2~

√

15

cα

ΓD5/2

k3
Λ(m,m′)g∆m(φ, γ) (4.4)

with c as the speed of light and ΓD5/2
the spontaneous decay rate of the D5/2 level. Λ

represents the Clebsch-Gordon coefficient for the Zeeman sublevels m and m′ of the S1/2
and the D5/2 manifold (see appendix C).

The function g∆m(φ, γ) gives only the geometric dependence of Ω. The angle between

the laser beam and the quantization axis is given by φ. The angle between a linear polar-

ization and the magnetic field vector projected onto the plane of incidence is represented

by γ. Explicit expressions for g∆m(φ, γ) can be found in Ref. [66].

One can make use of the geometric dependency in order to maximize or minimize the

coupling for certain transitions, depending on the given task that is carried out with the

laser.

4.2 Ion-laser Hamiltonian

With the ion modeled as a qubit and confined in the harmonic potential of the trap, the

system can be described by the following two Hamiltonians

Hh.o. =
p2

2m
+

1

2
mω2x2 (4.5)

He =
1

2
~νσz. (4.6)

The first Hamiltonian represents the ion with mass m oscillating with frequency ω, while

the second accounts for the ions internal or electronic state with its energy splitting of

~ν. The interaction of the internal state with an external light field is given by Eq. (4.1).

All three Hamiltonians combined are needed to describe the laser-ion interaction. We
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4.2 Ion-laser Hamiltonian

will rewrite them using the creation and annihilation operators a and a† as

H0 = Hh.o. +He = ~ω

(

a†a+
1

2

)

+
1

2
~νσz (4.7)

Hl = ~Ω
(
σ+ + σ−

) (

eiη(a+a†)e−i(νlt−φ) + e−iη(a+a†)ei(νlt−φ)
)

(4.8)

where we have introduced the Lamb-Dicke parameter η, defined as

η = kez

√

~

2mωz
(4.9)

with ez being the unit vector along the trap axis. The Lamb Dicke parameter indicates

the ability of the light field to couple to the ion’s motional state along the z-direction of

the trap.

After combining Hh.o. and He into H0, we go into the interaction picture via the trans-

formation Hint = U † (H0 +Hl)U , where U = eiH0t/~. A rotating-wave approximation

yields the Hamiltonian

Hint(t) = ~Ω
(

σ+eiη(ae
−iωt+a†eiωt)e−i((νl−ν)t−φ) + h.c.

)

. (4.10)

The detuning of the laser from the resonance frequency determines the coupling be-

tween the two qubit states and the motional state of the ion. If the detuning ν−νl = s ·ω

for integer s, then the two states |↓, n〉 and |↑, n + s〉 are coupled, where n is the vibra-

tional quantum number. The case s = 0 is called a carrier transition, while s < 0 or

s > 0 are referred to as the |s|th red and blue sideband, respectively. The matrix element

〈n+ s|eiη(a+a†)|n〉 is given by Ref. [67]

〈n+ s|eiη(a+a†)|n〉 =
√
(
n<!

n>!

)

e−
η2

2 η|s|L|s|
n (η2) (4.11)

where n< is the smaller number of {n + s, n} and n> the other. Lα
n(x) is the given by

the Laguerre polynomial

Lα
n(x) =

n∑

s=0

(−1)m
(
n+ α

s− n

)
xs

s!
. (4.12)

One important result of Eq. (4.11) is the dependence of the coupling strength on the

number of quanta in the motional state. A plot of the coupling strength of the carrier

transition and the first sideband transition as a function of the phonon number in the

motional state is shown in Fig. 4.1. The sideband transitions are resolvable for Ω ≪ ω,

which is the case for typical parameters in our setup.
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Fig. 4.1: Relative coupling strength of the carrier and first sideband as a function
of the phonon number in the motional state for η = 0.06. The dashed lines are
derived taking only first order effects into account. The deviation between the solid
and dashed lines illustrates how higher order effects become more prominent with
more phonons in the motional state.

4.3 The Lamb-Dicke regime

For low values of n the spatial extent of the ion’s wave function is much smaller than

the wavelength of the incident light. When the inequality η(2n + 1) ≪ 1 is fulfilled

Eq. (4.10) can be rewritten by using a Taylor expansion on the eiη(ae
−iωt+a†e−iωt) part

and neglecting higher-order terms O(η2). This simplification yields the Hamiltonian

Hint(t) = ~Ωσ+
(

1 + iη
(

ae−iωt + a†eiωt
))

e−i((νl−ν)t−φ) + h.c. (4.13)

which has three spectral components. These are considered in turn below.

Carrier transition For νl = ν, the motional quantum number stays the same and only

the electronic state is changed. The Hamiltonian further simplifies to

Hcar(t) = ~Ω
(

σ+eiφ + σ−e−iφ
)

. (4.14)

This interaction couples the states |↓, n〉 ↔ |↑, n〉.
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4.3 The Lamb-Dicke regime

Fig. 4.2: Schematic representation of the harmonic oscillator of the trap combined
with the two-level system of the qubit. On the right-hand side, carrier transitions
are drawn in black and the red and blue sideband transitions in their respective
colors.

Red sideband In the case of νl = ν−ω, the states |↓, n〉 ↔ |↑, n− 1〉 are coupled by the

effective Hamiltonian

Hred(t) = i~ηΩ
(

aσ+eiφred − a+σ−e−iφred

)

(4.15)

The coupling strength is given by Ωn,n−1 = Ω
√
nη.

Blue sideband For νl = ν +ω, the states |↓, n〉 ↔ |↑, n+1〉 are coupled as described by

Hblue(t) = i~ηΩ
(

a+σ+eiφblue − aσ−e−iφblue

)

(4.16)

Similar to the case of red sideband the coupling strength is given by Ωn,n+1 =

Ω
√
n+ 1η.

Fig. 4.2 shows a graphical presentation of the two-level system combined with a har-

monic oscillator and the coupling of the three transitions.

The high level of control available over the internal and motional state of the ion makes

ions very good candidates for the investigation of quantum states. All three transitions

have applications: the red sideband is used for sideband cooling, enabling the ion to

reach the ground state of motional with very high probability. The blue sideband can

be used to analyze the motional state [68] or to transfer information from the internal

state to the ion’s motional state [29].

For the case of a resonant excitation of the carrier transition, the time evolution of

the state can be expressed by |ψ(t)〉 = U(t)|ψ(0)〉, where

U =

(

cos Ωt −ie−iφ sinΩt

−ieiφ sinΩt cos Ωt

)

. (4.17)
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This time evolution can be visualized as a rotation on the Bloch sphere (see Fig. 2.1)

around the cos (φ)ex + sin (φ)ey direction. The phase φ is set by the first laser pulse,

and all following pulses are referenced to it. Acousto-optic modulators (AOM) are used

to control the relative phase of the external light. In the experiment, setting the phase of

the light field allows us to realize the Rx(θ) and Ry(θ) rotations presented in Sec. 2.1.5.

In the case of multiple ions, the spectrum exhibits additional components due to the

increased number of vibrational modes of the ion crystal. For the experiments described

in this thesis, at most two ions were used. In our setup the potential has one direction

with a weaker confinement compared to the other two. The two ions have six vibrational

modes. Three center of mass (COM) modes, one breathing mode along the weaker

axial direction of the trap and two rocking modes where the ions rotate around their

center of mass moving along the axial and one of the two transverse directions [69]. All

experiments making use of a vibrational mode used the COM mode in the axial direction

as it has the lowest frequency. A detailed analysis of the formation of ion crystals and

their normal modes is given in Ref. [64].

4.3.1 AC-Stark shifts

As the resonant interaction is limited to the equatorial plane of the Bloch sphere, a

third rotation around the z-axis (Rz(θ)) is needed in order to realize arbitrary single

qubit rotations. This rotation is achieved by addressing the ion with an off-resonant

beam with a detuning much bigger than the Rabi frequency (δ ≫ Ω). The non-resonant

light field will induce the so-called AC-Stark effect that will shift both levels in opposite

directions [70]. The direction of the shift depends on the detuning of the beam. If

the beam is detuned to the red the levels will split further, while in the case of a blue

detuning they will approach one another.

The relative difference in frequency caused by this effect amounts to

δAC = 2
Ω2

δ
(4.18)

which has equal contributions from both levels.

The AC-Stark effect has two important consequences. On one hand, by setting δ ≫ Ω,

the time evolution is a rotation on the Bloch sphere around the z-axis completing (with

Eq. (4.17)) the set of all three rotations described in Sec. 2.1.5. A convenient feature

of this technique is that there is no need for phase coherence between the far-detuned

beam and other beams involved in the experimental sequence.

On the other hand, the AC-Stark shift can also cause unwanted effects. Important

examples are the sideband transitions discussed in the previous section. If the laser
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4.4 State-dependent coherent displacement

frequency is set on resonance with the sideband, the light field will also couple to the

much stronger carrier transition. Intensity fluctuations will directly translate to relative

phase fluctuations of the superposition state. This unwanted effect can be canceled by

extracting a second light field from the same beam with a detuning in the opposite

direction and a Rabi frequency that exactly cancels this effect. By using the same beam,

the second light field has the same intensity fluctuations as the light field used for the

actual coupling [71]. However, as our experiments usually do not rely on single-sideband

operations with very high fidelity, this technique is not implemented in the current setup.

4.3.2 Off-resonant excitations

Another unwanted effect is the occurrence of off-resonant excitations. These also occur,

e.g., when driving a sideband transition. Because the light field also drives the carrier

transition coherently, the population of the target state shows unwanted oscillations.

This effect can be on the order of a few percent and therefore should be avoided if one

aims to achieve high-fidelity operations.

However, by adiabatically switching on and off the laser pulse that drives the transi-

tion, this effect can be largely suppressed. The benefit of this method is twofold: Firstly

it avoids high frequency components in the Fourier transform. Secondly it adiabatically

transforms the off-resonant excitations to zero since the amplitude of the pulse starts and

stops at zero. Additional information on this topic, especially concerning the hardware

that is used in our experiment to achieve this, is given in Ref. [72].

4.4 State-dependent coherent displacement

By combining the red- and the blue-sideband Hamiltonian (Eqs. (4.15) and (4.16)),

another interesting application can be realized. The Hamiltonian of this bichromatic

light field can be rewritten as

Hdisp = ~ηΩ [σx cosφ+ − σy sinφ+]

⊗
[

(a+ a†) cosφ− + i(a† − a) sinφ−
]

(4.19)

where 2φ+ = φred +φblue and 2φ+ = φred +φblue were used. The sum and the difference

of the creation and annihilation operators can be identified as the x̂ and p̂ operators of

the harmonic oscillator. With the additional identification α = iηΩt/∆ (∆ being the

width of the ground state of the harmonic oscillator), it is evident that application of

the Hamiltonian is very similar to the displacement operator presented in Sec. 2.2.1.
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4 Ion-laser interaction

However, in contrast to the standard displacement operator, the displacement operator

of the bichromatic light field is state-dependent. The axis of the displacement within

phase space can be set arbitrarily with φ−. The direction along this axis is determined

by the internal state of the ion and the setting of φ+ determines which eigenstates are

selected.

It should be noted that the Hamiltonian presented is only valid within the Lamb-Dicke

regime. For states with high phonon numbers, higher order terms of η become relevant

and have to be taken into account. As a state gets displaced from the origin, its average

phonon number increases quadratically with |α|. In Fig. 4.1 it can be seen that for a

state with 100 phonons, the coupling strength of the sidebands is already reduced by

one-sixth in comparison to the Lamb-Dicke approximation. These higher order effects

set certain boundaries to the displacement operations that can be realized in our setup.

Experimental implementation of the displacement operator is straightforward. As

the qubit in 40Ca+ is realized with two levels connected via a quadrupole transition, the

bichromatic light field can be set up in a co-propagating configuration. This configuration

can directly be achieved by sending the light of the laser through an AOM driven with

two frequencies that differ by twice the trap frequency. As both beams share the same

optical path, phase stability is not compromised by mechanical vibrations or thermal

drifts in the setup. Both beams have the same intensity and opposite detuning from

the carrier transition avoiding AC-Stark shifts from this transition. However, AC-Stark

shifts from other quadrupole transitions and the dipole transitions are present. These

shifts can be compensated for by shifting the frequencies of the two light fields by the

same amount and by adjusting the laser intensities. For the experiments presented in

this thesis adjusting the frequencies was sufficient to realize the displacement operation

with very high fidelity.

On the other hand, the displacement operation in phase space is very sensitive to the

trap frequency. The trap frequency has to be stable to about 10 Hz for the experiments

described in this thesis, corresponding to a stability of 10−5. Slow drifts or a simple

mismatch of the trap frequency compared to the bichromatic light field are possible

error sources that have to be checked carefully. A mismatch in frequency modifies the

displacement operation so that it is performed in a circle rather than a straight line,

where the curvature is given by the detuning [73]. This behaviour can be used to match

the frequencies of the trap and the laser or to check for drifts.

To this end, the ion is prepared in its motional and electronic ground state. As the

electronic ground state |−〉z ≡ |S1/2,m = 1/2〉 is a superposition of eigenstates of σx or

σy, the wave packet coherently splits under the evolution of Hdisp from Eq. (4.19) into

28



4.5 Wave function reconstruction

Fig. 4.3: Schematic representation in phase space of the procedure to match the
laser and the trap frequencies. The electric ground state of the ion is colored in
blue and excitation of the ions’ internal state indicated by red. (a) Case where the
frequencies of the bichromatic light field exactly match the trap frequency. The wave
packet coherently splits along a straight line and the reversed displacement operation
recombines the wave packets in the center. (b) In the case of a detuning, the
displacement is performed along a curved line. Therefore, the two wave packets will
not perfectly overlap in the center upon a reversed application of the displacement
operator. The result is a remaining excitation in the internal state of the ion.

two parts along the axis set by φ−, where the internal states are the two eigenstates set by

φ+. The displacement operator is applied for a suitable time, followed by a small waiting

time and the sequence is concluded by a reversal of the displacement, recombining the

wave packets in the ground state. If the frequencies are set correctly, the two wave

packets interfere back to the electronic ground state and the internal state of the ion

shows no excitation. In the case of a frequency mismatch, the curved displacement

inhibits the two wave packets from overlapping perfectly, resulting in an excitation of

the internal state of the ion. A schematic representation of the two cases is given in

Fig. 4.3.

4.5 Wave function reconstruction

With the bichromatic light field introduced in Sec. 4.4, it is possible to reconstruct the

probability distribution of a wave function along a line in phase space [74]. This line is

perpendicular to the displacement performed and determined by φ− in Eq. (4.19). In

order to reconstruct the distribution along the x̂-axis in phase space φ− and φ+ are set
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to 0, yielding the unitary operation

Up = ei/~Hdisp = e−ikx̂σx/2. (4.20)

Here k = 2ηΩpt/∆ where ∆ is again the width of the ground state and t the time for

which the bichromatic light field is applied. With the equality exp (iθσx) = cos (θ)I +

i sin (θ)σx and σiσj = ǫijkσk (I and σ are given in Eq. (2.24)), it can be shown that

application of this unitary operation followed by a fluorescence measurement is equivalent

to measuring the observable

O(k) = U †
pσzUp = cos (kx̂)σz + sin (kx̂)σy. (4.21)

From this expression, it can be seen that the probability distribution 〈δ(x̂ − x)〉, or
|Ψ(x̂)|2 in the case of pure states, can be obtained with two measurements. By setting the

internal state of the ion to either |+〉z or |+〉y, a measurement with varying k will yield

the even or uneven Fourier components of the probability distribution. This procedure

performs a generalized measurement on the motional state of the ion as presented in

Sec. 2.1.4. The displacement operator constitutes the unitary operation on the combined

system of the internal and motional state of the ion. As this operation entangles both

systems, a projective measurement on the qubit allows one to measure the motional

state of the ion.

Prior to the desired eigenstate being set, we have to trace out the internal state of the

ion, leaving the partial density operator of the motional state of the ion unchanged. This

additional step is necessary as the internal and external state of the ion generally become

entangled during the preceding experiment. To this end, all population in |S1/2,m =

1/2〉 ≡ |−〉z is transfered to the auxiliary state |D5/2,m = 5/2〉 manifold, and the

population in |D5/2,m = 3/2〉 ≡ |+〉z is then transferred to |−〉z. These two first pulses

are usually performed using Rapid Adiabatic Passages [75] as these are less sensitive to

the phonon number in the motional state compared to a normal π-pulse on resonance. A

short pulse at 854 nm excites the population in |D5/2,m = 5/2〉 to |P3/2,m = 3/2〉, from
which it spontaneously decays to |−〉z. The efficiency of this process is > 99%, limited

only by the small branching fraction to the D3/2 state. Fig. 4.4 depicts all relevant levels

and the four steps of this process. At the end of the recombination process it is possible to

set the ion’s internal state as required for this analysis method. The disadvantage of this

procedure is that the motional state of the ion might change but the probability is very

low due to the small Lamb-Dicke parameter. The problem of changing the ion’s motional

state could be completely circumvented by analyzing the motional state associated with

internal states |−〉z and |+〉z separately, resulting in twice the measurement time.
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4.5 Wave function reconstruction

Fig. 4.4: Level scheme of 40Ca+ showing the recombination process that is used
to trace out the internal state of the ion. Only relevant levels are drawn. The
qubit levels, |S1/2,m = 1/2〉 and |D5/2,m = 3/2〉, are indicated by circles and
the magnetic number m is used to label the sublevels. The first pulse with the
quadrupole laser transfers all population in the lower qubit state to the auxiliary
state |D5/2,m = 5/2〉. A second laser pulse then takes the population from the
upper qubit level to the lower one. The third step is a short pulse at 854 nm that
excites the population in the auxiliary state to |P3/2,m = 3/2〉, from which it decays
to the lower qubit level, completing the process.

With a finite number of measurements the expectation values of 〈cos (kx̂)〉 and 〈sin (kx̂)〉
can only be determined for a number of k values and the measured expectation values

are also limited by errors—mostly by the finite number of measurements (see Sec. 6.2).

A direct Fourier transformation of the measured data may result in negative and thereby

unphysical components of the probability distribution. Instead, we apply a constraint

least-squares fit based on convex optimization [76].

In order to use this technique, the problem has to be cast in a function F that can

be minimized by the algorithm. In our case, we discretize the position space by using a

suitable set of points xi and search among the probability distributions with p(xi) ≥ 0

for all xi the distribution that minimizes

F =
∑

k

(
∑

i

p(xi) cos (kxi)−Ck

)2

+
∑

k

(
∑

i

p(xi) sin (kxi)− Sk

)2

(4.22)
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where Ck and Sk are the experimentally determined estimates of 〈cos (kx̂)〉 and 〈sin (kx̂)〉,
respectively.

Another experimental limitation is that the observable given in Eq. (4.21) is only

valid within the Lamb-Dicke approximation. For states with high phonon numbers, the

coupling strength of the sideband is modified which not only affects creation of these

states but also their analysis. Again, convex optimization is used to account for this

effect, as it allows us to include higher orders of the Lamb-Dicke parameter η.

If we take resonant terms up to third order into account, the Hamiltonian Hdisp be-

comes

Hdisp = ~ηΩσx ⊗
[(

a+ a†
)

− η2

4

((

a+ a†
)

n̂+ n̂
(

a+ a†
)

+ 1
)]

(4.23)

where n̂ = a†a is the number operator.

As this Hamiltonian no longer commutes with x̂, it is not suited for the reconstruc-

tion method. However, by neglecting the kinetic energy in Eq. (4.23) an approximate

Hamiltonian can be realized that commutes with x̂. From Eq. (2.29) and Eq. (2.33) we

have

p̂2

2m
+

1

2
mω2x̂2 = ~ω

(

a†a+
1

2

)

. (4.24)

Since we look at states with high phonon numbers, the 1/2 term on the right side can

be neglected, and as p̂ does not commute with x̂, we also neglect the kinetic energy term

on the left side and get

1

2
mω2x̂2 = ~ωa†a (4.25)

⇔ 1

4

(

a+ a†
)2

= a†a = n̂, (4.26)

where x̂ =
(
a+ a†

)
·
√

~/2mω was used in the last step. Using this approximation, the

Hamiltonian Hdisp in Eq. (4.23) becomes

Hdisp = ~ηΩσx ⊗
[(

a+ a†
)(

1− η2

8

((

a+ a†
)2

+ 1

))]

. (4.27)

All reconstructed probability densities presented in this thesis are based on this Hamil-

tonian.

4.5.1 Accessing single parameters of the wave function

The experimental procedure described above can also be used to extract certain param-

eters of the wave function without the need to perform the full measurement. From
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Eq. (4.21) we have

d

dk
〈O(k)〉|t=0 ∝ 〈x̂σy〉 and (4.28)

d2

d2k
〈O(k)〉|t=0 ∝ 〈x̂2σz〉. (4.29)

The first expression states that by setting the internal state of the ion to |+〉y and

recording the fluorescence for short probe times, the expectation value of the position

operator 〈x̂〉 can be obtained. The measured slope is divided by 2ηΩpt to give 〈x̂〉 in

units of ∆.

With the second expression, it is possible to calculate the spread of the wave packet

by simply measuring the curvature of the fluorescence signal for the even Fourier com-

ponents. The width of the wave packet along x is given by

wx =
√

〈x̂2〉 (4.30)

and is obtained (in units of ∆) by taking the square root of the curvature divided by

2ηΩpt.

By setting φ− = π/2, the same procedure can be carried out to measure 〈p̂〉, 〈p̂2〉 and
wp. As it is convenient to express these quantities in units of the ground state size, we

define ∆x ≡ ∆ and ∆p ≡ ~/2∆x as the unit for them, where x and p indicate along

which axis in phase space the quantity was measured.
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5 Experimental setup

The following chapter describes the experimental setup that was used to carry out the

experiments presented in this thesis. This setup was built up for the most part by Jan

Benhelm and Gerhard Kirchmair and to a large extent has already been presented in

their respective theses [77–79].

Here, only the aspects that are needed to understand the experiments presented in

chapter 7 to 9 will be restated. One important feature of this setup, its capacity to

perform experiments with the isotope 43Ca, was not used in the experiments described

and details about this aspect are therefore omitted.

The chapter starts at the core of the setup, the ion trap, and moves outward, describing

the various mechanical, optical and electronic components that are needed to operate

the experiment.

5.1 Linear Paul trap

The ion trap used for the experiments in this thesis is a linear Paul trap of the standard

Innsbruck design [65]. It consists of four blades with one opposing pair driven with radio

frequency (RF) while the other pair is grounded. This configuration creates the radial

1.13

5.0

CA

B

C

A

A

(b)(a)

Fig. 5.1: (a) Photograph of the trap used in the experiments. (b) Schematic
drawing of the trap. The distance between the blades (A) and the tips (B) is given
in millimeters. Along with the compensation electrodes (C) the tips and the blades
are held in place by two pieces of Macor.
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confinement. Two tips supplied with a positive DC voltage complete the essential parts

of the trap that create a confining three-dimensional potential (see Fig. 5.1).

The blades are operated at about 24.5 MHz created by a signal generator1; this signal

is amplified2 to between 8 to 9 W and then coupled into a helical resonator. This

amplified RF signal results in a voltage of around 1200 V at the blades, creating a

harmonic potential of about 3 MHz in the radial direction. The two radial modes are not

perfectly degenerate due to the presence of the tips and error tolerances of the machining

process. The splitting of the radial modes was measured to be around 50 kHz.

The tip voltages are typically set to 1000 to 1200 V. This creates an axial potential

with trapping frequencies of 1.23 to 1.36 MHz for a single 40Ca+ ion.

For such settings a linear string of ions will form along the axial direction of the trap,

as it has the weakest confinement. The spacing between two ions is around 4 µm.

The ion trap also has two pairs of compensation electrodes positioned between the

blades. These electrodes are necessary to cancel stray electric fields that shift the ions’

equilibrium position out of the RF null. A mismatch of RF null and DC null due to such

stray fields would lead to an increase in amplitude of the ions’ motion with the same

frequency as the driving frequency. By applying typically -150 V to +150 V to the com-

pensation electrodes, this excess micromotion can be minimized, suppressing unwanted

coupling to the micromotional sidebands [80]. With optimal values, the ratio of the

coupling strength (measured in Rabi frequency) of the carrier to the first micromotional

sideband is on the order of 100:1 for a single ion.

5.2 Vacuum vessel

The trap is situated in a custom-made vacuum chamber consisting of a round main

part with eight CF63 connections and two CF200 connections for the top and bottom.

A schematic drawing of the setup is shown seen in Fig. 5.2. Three of the eight CF63

connections hold inverted viewports3, four normal viewports4, and one connects a six-

way cross that holds the ion getter pump, the titanium sublimation pump, the Bayard-

Alpert gauge and the valve. The rearport of the six-way cross is also sealed with a

normal viewport. The inverted viewports allow objectives be placed close to the ions for

a larger solid angle to collect fluorescence light, good imaging resolution and the ability

to tightly focus on a single ion within a string of ions.

1Rhode & Schwarz SML01
2Mini-Circuits LZY-1
3UKAEA, fused silica, one sided anti-reflection coating X/UIMCP/43 from Tafelmaier GmbH
4Caburn, fused silica, anti-reflection coating X/UIMCP/43 from Tafelmaier GmbH
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(a) Top view (b) Side view

Fig. 5.2: Schematic drawing of the vacuum vessel and optical access. (a) Top view
showing the orientation of the inverted viewports, the two pairs of magnetic field
coils with respect to the trap, and the laser beams used in the equatorial plane.
The larger pair of coils (SW-NE) defines the quantization axis, while the second
pair is used to compensate external magnetic stray fields. The inverted viewports
are shown with the custom-made objectives that each of them holds. (b) Side view
showing the optical access from beneath the chamber to the ion through viewports
that have an angle of 60° with respect to the equatorial plane. The beams for the
fluorescence light and (optional) the repump lasers are guided through one bottom
viewport. The other bottom viewport is used for another beam for coherent state
manipulation that is focused with a normal fiber coupler instead of the custom-made
objectives. The picture also shows the fifth magnetic field coil which is also used to
compensate stray magnetic fields.

The top and the bottom lid are also custom-made to hold two CF40 viewports each

for additional optical access at an angle of 60° relative to the equatorial plane. The

bottom lid has additional electrical feedthroughs (CF16) for current to heat the oven,

while the top lid possesses two feedthroughs to power the trap and supply voltages to

the tips as well as the compensation electrodes.

To ensure a constant low pressure, the ion getter pump runs continuously, and the

titanium sublimation pump is fired once a week. The measured pressure is below the

range of the Bayard-Alpert gauge (2 · 10−11 mbar).

5.3 Magnetic field coils

Five magnetic coils are installed to provide full control of the quantization axis. One

pair of coils at the SW and NE port is used to generate the primary magnetic field
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that defines the quantization axis, while another pair on the NW and SE port and a

large coil mounted to the top CF200 flange are used to compensate external magnetic

fields, i.e., the earth’s magnetic field (see Fig. 5.2). The pair for the quantization axis,

with a separation of 300 mm and an inner diameter of 115 mm, does not constitute a

perfect Helmholtz configuration. However, the resulting field gradient was measured to

be smaller than 0.2 G/m, which is more than sufficient for our experiments.

All coils are driven by a home-built current stabilizer that has a relative current drift

of less than 2 · 10−5 over 24 hours. The coil pair for the quantization axis is usually

operated with 1 A, which corresponds to a magnetic field of about 3.4 G at the location

of the ions.

5.4 Optical access

The layout of the vacuum chamber allows for optical access to the ions from ten different

directions. In three cases the optical access is through inverted viewports that allow

getting closer to the center of the trap. Each inverted viewport holds a custom-made

objective5 consisting of five lenses. These objectives are not only antireflection coated

for 397 nm and 729 nm but also correct for the aberrations of the inverted viewport.

They are used to collect fluorescence light (see Sec. 6.2) and to focus light tightly at

729 nm onto the ions. A beam waist of 2.6 µm (FWHM) at the position of the ion has

been achieved with telescope lenses in front of the objective to widen the incident beam

prior to focusing.

This tight focus is used for the beam from the S viewport as it is perpendicular to the

ion string and used for single ion addressing. The setup including the detection is shown

in Fig. 5.3(a). By careful alignment, a difference in coupling strength between two ions

between 10:1 to 15:1 can be achieved. As a consequence an operation on the addressed

ion will cause the same operation to be carried out on the neighbouring ion with a much

smaller coupling. This unwanted effect is usually refered to as addressing error. If used

for an AC-Stark pulse (z-rotation) the addressing error is cubed and hence between 1

and 0.4%.

The beam coming from the NE viewport is focused to about 20 µm. This provides a

decent compromise between intensity on one hand and stability and equal illumination

of all ions on the other. In addition, the beam is σ+-polarized for maximum coupling of

the S1/2,m = 1/2 to D5/2,m = 3/2 transition.

Beams going through normal viewports are focused directly with fiber couplers onto

5Sill Optics GmbH
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Fig. 5.3: (a) Schematic setup for the single ion addressing. The custom-made
objective corrects for the aberrations of the inverted viewport and is antireflection
coated for 397 nm and 729 nm. A telescope in front widens the beam before it gets
focused down by the objective. A dichroic mirror placed between the two reflects
fluorescence light from the ions to the camera and PMT. (b) Scan of two ions moving
across the addressed beam. The intensity was set to perform a 3π rotation when
centered on the ion. The laser intensity was calculated using the recorded excitation.
From this scan the width of the beam as well as the addressing error can be deduced.
Figure taken from Ref. [79].

the ions. These foci have a typical beam waist of 100 to 200 µm,which ensures stability

and equal illumination of all ions. The same beam waist is set for the beam with light

at 729 nm incident from the bottom, which is used for tasks that do not need high

intensities but stability. All other beams are used to drive dipole transitions, for which

intensity stability is not as critical.

The beam for optical pumping with σ+-polarized light at 397 nm is sent along the

magnetic field axis from the SW direction. The light at 397 nm and from all three

infrared lasers (850 nm, 854 nm and 866 nm) is sent to the ions via the W bottom

viewport.

The fluorescence light from the ion is collected with an electron-multiplying charge

coupled device (EMCCD) camera6and/or a photomultiplier tube (PMT)7 that collect

light from the custom-made objective in the inverted viewport at S. A second PMT uses

the NW viewport. As the photoionization beam is incident from the opposing direction

(SE) the second PMT is mechanically blocked during loading to avoid damage.

6Andor iXon DV885JCs-VP, 8 × 8 µm pixel size, quantum efficiency at 397 nm 37%
7electron tubes, P25C, quantum efficiency 28% at 400 nm
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5.5 Laser system

One advantage of calcium ions is that all necessary transitions for the use in QIP can be

driven with commercially available lasers. In our experiment all dipole transitions are

driven by Toptica diode lasers. In case of the lasers for the S1/2 → P1/2 (397 nm) and the

S1/2 → P3/2 (393 nm), transitions the light is generated by laser diodes at 794 nm and

786 nm respectively and then frequency doubled by a second harmonic generation (SHG)

stage. All diode lasers are referenced to medium-finesse cavities (F = 300) using the

Pound-Drever-Hall method [81] (for details on the setup see Jan Benhelm’s thesis [77]).

With this setup, a linewidth of roughly 100 kHz for these lasers is achieved, limited by

acoustic vibrations of the cavity mirrors. All lasers are also monitored with a wavelength

meter8.

Due to higher requirements on linewidth and frequency stability, the light at 729 nm

is generated by a narrowband titanium-sapphire (Ti:Sa) laser. With a sophisticated

locking scheme to a high-finesse cavity, a linewidth below 10 Hz is achieved.

The setup of all laser sources used in our experiment is described in the following

sections.

5.5.1 Diode lasers

All laser wavelengths discussed here are also given in Fig. 3.1. The setup is shown in

Fig. 5.4.

397 nm This laser excites the ions on the S1/2 to P1/2 transition. The output power

is between 5 and 10 mW and split by a polarizing beam splitter (PBS) into two

polarization-maintaining fibers, which are used for the π- and the σ-beam. The

π-beam is used for Doppler cooling and state detection and enters the vacuum

vessel from a bottom viewport. Before going through the magnetic field coils (NW

to SE) the σ-beam is sent through a PBS and a λ/4 plate to generate the right

polarization needed for optical pumping. Both beams are switched by AOMs at

80 MHz.

866 nm During operation of the 397 nm laser, population from the P1/2 level can decay

to the D3/2 level, where it gets trapped. The 866 nm laser is used to transfer

any population from D3/2 back to P1/2. Again, switching is done via an AOM at

80 MHz.

8Toptica, HighFiness-Ångstrom WS/7
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Fig. 5.4: Laser setup of the lasers for the dipole transitions. All lasers are locked
to medium finesse cavities and monitored with a wavelength meter. The light at
397 nm is distributed with a PBS and a λ/2-plate between the weak σ+ beam which
is used for optical pumping and the π-beam used for Doppler cooling and state
detection. The repump lasers at 850 nm, 854 nm and 866 nm are overlapped on a
50:50 beamsplitter and coupled into two fibers that enter the vacuum vessel from
different directions.

854 nm Light at 854 nm is used to repump populations from the D5/2 level to P3/2 from

which it can decay back to the S1/2 ground state. As D5/2 is a qubit level, switching

is done with an AOM in double-pass configuration to suppress light leakage while

the beam is switched off.

850 nm Another repump laser at 850 nm is available to pump population from the D5/2

to the P3/2 level. This option was needed for the experiment presented in chapter 7

but is not used in any standard operation scheme we employ.

393/397 nm Another frequency-doubled diode laser can be tuned between 393 nm and

397 nm. The light at 393 nm was used in the experiment described in chapter 7

to pump from the S1/2 to the P3/2 level. For experiments with two ions, this laser

was used at a wavelength of 397 nm and red detuned by 400 MHz from the S1/2 ↔
P1/2 transition. This allowes for an improved recrystallisation rate after occasional

melting of the ion crystal caused by background gas collisions.
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5 Experimental setup

Fig. 5.5: Setup of the Ti:Sa laser at 729 nm. The laser intensity is stabilized via
PD1 and AO1. AO2 controls the frequency, intensity and phase of the light that
is sent to the ions. AO3 to 5 are used to switch between different fibers that go to
different viewports. Another branch of light is sent to the high-finesse cavity for the
Pound-Drever-Hall lock. The error signal is fed back to the tweeter and Brewster
plate for low frequencies and to an intracavity EOM for mid- and high- frequency
feedback.

5.5.2 Ultra-stable laser at 729 nm

The laser at 729 nm is used to coherently couple two states in the S1/2 and the D5/2

manifold.

In combination with the sideband transitions, this laser can be used for coherent

manipulation of the ion’s internal and motional state. This allows for several applica-

tions such as spectroscopy, sideband cooling, frequency-resolved optical pumping, optical

shelving for state detection, state transfer and state initialisation.

Keeping in mind the small linewidth of the quadrupole transition, it is evident that the

laser has to fulfill high demands regarding its linewidth, frequency and intensity stability.

The setup also has to be capable of switching the frequency by several 100 MHz within

a microsecond. The laser’s setup and performance are described in Ref. [78]. Here, the

optical setup and locking scheme as shown in Fig. 5.5 will be recapitulated.
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5.5 Laser system

This laser is locked in the same manner as the diode lasers, that is, using a cavity with

the Pound-Drever-Hall method. However, given the requirements a high-finesse cavity

is used in combination with a more sophisticated locking scheme.

The vertically mounted cavity9 (F = 412,000, linewidth 4.7 kHz, FSR = 2 GHz) is

made out of ultra-low-expansion material (ULE). It is mounted on Teflon feet inside a

temperature stabilized (±1 mK) vacuum vessel (10−8 mbar). The vacuum vessel is placed

in a wooden box to shield it from acoustical noise; the box itself is also temperature-

stabilized. At the chosen temperature of 30 °C, the cavity’s sensitivity to changes in

temperature was measured to be 20 MHz/K. The value given here is valid for the cavity

that was used in all measurements presented in this thesis. Recently, the cavity has

been exchanged with a new one that can be operated at the temperature Tc at which

the expansion coefficient is zero to first order. For this new cavity Tc was measured to

be 21.2 °C. When the cavity is operated at this temperature, it shows a reduction of

more than two orders of magnitude in temperature sensitivity.

The mirrors of the cavity are optically contacted to the spacer and therefore the

resonance of the cavity cannot be tuned. The desired output frequency is generated

instead by a 1.5 GHz AOM10 (AO6) in double pass configuration. With a tuning range

of 1 GHz, the AOM is capable of covering the free spectral range of the high-finesse

cavity, allowing the output frequency to be set at any value. This AOM is also used to

cancel the drift of the cavity by comparing the laser frequency to the transition frequency

of the ions (see Sec. 6.4) and feeding it back to the AOM.

The sidebands for the locking signal are generated by an EOM11 operating at 17.8 MHz.

The error signal is detected by a photodiode (PD4) and fed back to the laser. The servo

loop consist of three branches in order to correct fluctuations on different time-scales.

Slow fluctuations are compensated by feeding the error signal through a PI-servo that

controls the tweeter, which consists of a piezo that moves one of the laser cavity mirrors

and the scanning Brewster plate. The bandwidth of this branch is limited to 10 kHz by

the mechanical resonance frequency of the piezo. Faster fluctuations are addressed by

inserting an EOM into the laser cavity. A change in the refractive index of the EOM

allows the effective length of the cavity to be changed with a very high bandwidth.

This is done with the other two branches of the servo loop. One electrode of the EOM

is connected to a fast proportional amplifier12. The other electrode of the EOM is

connected to a high-voltage amplifier that is controlled by another PI-servo. Since the

9Advanced Thin Films, CO, USA
10Brimrose GPF-1500-1000
11Linos/Gsänger, PM25
12Femto HVA-10M-60-F
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two grounds of the amplifiers are connected, the EOM is floating. This configuration

achieves servo bandwidth of 300 kHz for the high-voltage part and 1.6 MHz for the fast

amplifier.

The light from the laser to the cavity is directed via a polarization-maintaining single-

mode fiber. To prevent frequency broadening caused by acoustic noise, active noise

cancellation was installed [78, 82]. The light from the laser first impinges on a 50:50

beam splitter; one beam splitter output path is directly coupled into an AOM (AO7)

while the other arm is retroreflected by a mirror. Opposite to the mirror is a photodiode

(PD2) where the incoming light is overlapped with the light that gets reflected back from

the fiber’s end facet at the cavity. For this purpose, the facet of the fiber is perpendicular

to the light direction, causing 4% of the light to be reflected back through the fiber. Since

the AOM operates at 80 MHz, this causes a beat note at 160 MHz on the photodiode

containing the phase fluctuation of the light caused by acoustic noise in the fiber. The

error signal is generated from a stable reference frequency. The phase of the beat signal

is kept constant by a phase-locked loop using the voltage-controlled oscillator that drives

the AOM.

Additionally, the AOM is used for intensity stabilization. The intensity is monitored

by a photodiode (PD3) that monitors at the transmission of the cavity. This intensity

stabilization improves the frequency stability of the cavity further.

The resulting linewidth of the laser light was measured in comparison with a similar

laser located at another laboratory via a 500 m fiber. The fiber has fiber-noise cancella-

tion implemented as well, and the measured FWHM linewidth was 1.8 Hz [55, 83] for 4 s

acquisition time. Assuming the same spectrum for both lasers, the resulting linewidth

for each laser is 0.9 Hz.

The output of the laser intensity is stabilized with a photodiode (PD1) and an acousto-

optic modulator (AO1). A second AOM (AO2) operated at 270 MHz is used to control

the frequency, intensity and phase of the light sent to the ions. A switching network

of AOMs (AO3-5) then directs the light to the various viewports. Optionally, AO3

can be driven with two frequencies simultaneously to create the bichromatic light field

described in Sec. 4.4. As the two beams differ in frequency by twice the trap frequency,

the resulting deviation in the diffraction is very small (0.025°) and allows both beams to

be coupled into one fiber with sufficient intensity.
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Fig. 5.6: Overview how the various hardware components controlling the experi-
ment are connected. The experiment PC controls the VFS via a python server as
well as the second computer that controls the camera and additionally performs
automated data evaluation.

5.6 Computer control and radio frequency generation

All electronic aspects of the experiments are controlled by a computer. Almost all devices

used in the experiment are managed by a software program written in LabView13.

The experiment PC is equipped with three data acquisition cards. One fast counter

input card14 is used for readout the PMT data and for analog output together with a

second card15. The second and the third card16 are also used for analog and digital

outputs. However, all output channels are only used for the controls that do not have to

be switched during an experiment run, e.g., the frequencies or intensities of the dipole

lasers.

For these switching tasks, a versatile frequencies source (VFS) was developed [72, 84]

as experiments with trapped ions require switching and modulation of light fields on

short time scales. In our experiment, the switching is achieved with AOMs that offer

switching times in the range of microseconds with the ability of frequency tuning and

amplitude modulation. This level of control is sufficient for the repump and fluorescence

13graphical programming language by National Instruments
14National Instruments, PCI 6711
15National Instruments, PCI 6703
16United Electronic Industries, DIO 64
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lasers. In the case of the 729 nm laser, for the quadrupole transition, phase coherence

of the frequencies is also needed.

The design of the VFS is based on a field-programmable gate array (FPGA) that

controls a direct digital synthesis (DDS) board. This device can phase-coherently switch

between up to 16 different frequencies. For experiments with ions, these frequencies are

usually used for laser pulses of typically a few microseconds to several milliseconds. The

frequency range is between 0 and 300 MHz, with a frequency resolution of 0.1 Hz. To

allow for pulse shaping, the amplitude of the radio frequency is varied by a variable-gain

amplifier that is also controlled by the FPGA. In addition, the VFS has 16 transistor

transistor logic (TTL) channels that can switch with a time resolution of 10 ns.

The VFS is controlled via a server program written in python17. This server runs on

the experiment control PC and programs the VFS through a TCP/IP connection before

each experimental run. A trigger signal from the experiment PC starts the experimental

run, which can be synchronized to the AC power line’s phase.

A second PC with a PCI card connected to the EMCCD camera is also controlled by

the experiment PC via TCP/IP and triggered with the VFS. The software to manage

the communication and the camera settings is also written in LabView.

The high voltage source18 for the tips is also controlled by the experiment PC with

software supplied by the manufacturer. The signal generators are controlled by a GPI-

Bus19.

All signal generators as well as the VFS are referenced to a 10 MHz GPS-assisted

quartz oscillator20.

The data that the PMT and the camera measure are evaluated on-line and written

to a network drive. Usually the recorded data is analyzed with a versatile evaluation

tool. This tool is written in Ruby21 and uses gnuplot22 to perform simple data fitting

and parameter extraction as well as automatic documentation in the form of html files.

In combination with the ability of the experiment control software to process simple

scripts, several standard tasks can be automated.

17high level programming language, www.python.org
18ISEG, EHQ F020p
19IEEE-488
20Menlo Systems GPS 6-12
21high level programming language, www.ruby-lang.org
22plotting tool, www.gnuplot.info
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This chapter explains experimental procedures that are commonly used in our experi-

ments. It covers the loading of ions and a description of a normal experimental sequence.

This section is followed by a section about quantum state detection using the recorded

fluorescence light of the ions. Also described is the process of referencing the 729 nm

laser to the ions, which is essential in order to perform coherent operations with high

fidelity.

6.1 Loading ions by photoionization

The elemental step of loading ions into the trap is done via a two-stage photoionization

process. An oven is used to send a flux of neutral calcium atoms through the trap, where

they are hit by the photoionization beam, become charged and hence are confined by

the trap’s electric potential.

The oven consists of a 8-cm-long steel tube with a 2-mm diameter that is aimed at

the center of the trap. Only the lower part of the tube, where the calcium is stored, is

heated electrically, while the rest of the tube is designed to collimate the beam in order

to avoid excessive contamination of the trap.

peak

~2 GHz

423 nm

375 nm

continuum

4p P1

1

4s S
1

0

(a) (b)

Fig. 6.1: (a) Two-step photoionization of calcium. (b) Scan of the saturation
spectroscopy cell. The small peak in the middle corresponds to the Doppler-free
resonance of the 4s1S0 to 4p1P1 transition [77].
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The two light fields necessary to ionize calcium are 423 nm and a second laser with a

wavelength below 389 nm (see Fig. 6.1(a)). The first laser resonantly excites the 4s1S0

state to 4p1P1 transition. The wavelength of this laser is checked with the wavemeter

and by saturation spectroscopy on a calcium vapor cell. The laser is set to sweep

continuously around the Doppler-free resonance peak. A spectroscopy scan of the cell is

shown in Fig. 6.1(b).

The second laser is a free-running diode laser at 375 nm. Both beams are overlapped

on a beam cube and coupled into a single-mode fiber leading to the SE viewport of the

experiment. Typically 50 to 100 µW for the laser at 423 nm and 500 µW for the laser

at 375 nm are used.

By setting the oven to a temperature of about 300 °C, loading rates of one to two

ions every minute are typically observed. The number of ions loaded is checked with the

PMT and the camera, and the loading process is stopped once the desired number of

ions is in the trap. Since we cannot remove individual ions from the trap, all ions have

to be ejected if too many ions are loaded. In this case, the loading starts again.

One side effect of loading in our setup is heating and a resulting expansion of the

trap. This slightly shifts the trapping frequencies, which is a problem for experiments

that make use of motional sidebands. For these experiments, the trapping frequencies

are usually monitored after loading and data acquisition is only started if the frequencies

no longer drift. This waiting interval can last up to 15 minutes.

6.2 Quantum state detection

The fluorescence light for state detection at 397 nm is collected by the custom-made

objective introduced in the previous chapter. The inverted viewport allows us to get

close to the ions. With a distance from the first lens to the ions of r = 58 mm and a

diameter of d = 38 mm, the solid angle covered by the objective is

dΩ

4π
=

1

2

(√

1− 1

1 +
(
2r
d

)2

)

≈ 1

40
. (6.1)

Additional losses in detection efficiency are caused by absorption of the objective of

about 4 % and a narrow band-width filter1 of about 6 %, which is needed to suppress

all light outside the wavelength range from 393 nm to 397 nm.

In the current setup two of the three inverted viewports are used to collect fluorescence

light: At the NW port the light is directed to a PMT and at the S port a dichroic mirror

1Semrock FF01-390/18-25 or FF01-377/50-23.7-D
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is used to direct the light to an optical switching box that allows directing all light to

another PMT, 90% to the PMT and the rest to the EMCCD camera or all to the camera

by sliding either no mirror, a 90:10 beamsplitter or a fully reflective mirror in the beam

path.

Both detection setups are placed in the imaging plane, 1.5 m after the objective. This

configuration results in a magnification of 24.5. Additionally, a variable slit aperture2 is

installed before both setups to suppress stray light.

6.2.1 Quantum state detection with a PMT

For state discrimination of a single ion with the PMT, the lasers at 397 nm and 866 nm

are switched on, typically for 3 to 5 ms (see Fig. 6.2(a)). Fluorescence is detected if the

ion is in either the S1/2 or the D3/2 state. If the ion is in the D5/2 level, only background

light is detected.

During this time period, a certain number of counts is recorded by the counter attached

to the PMT. A histogram of those counts is depicted in Fig. 6.2(b) and clearly shows

the two Poissonian peaks that can be associated with the ‘bright’ and the ‘dark’ state of

the ion. A logarithmic scale was chosen as it more clearly shows the small tail acquired

by the dark peak. This tail is caused by the finite lifetime of the metastable D5/2 state,

as a small fraction of the state decays during the state detection period.

There are various ways of evaluating the measured count rates of the PMT, and the

three different methods we employed in the experiment are as follows:

Threshold This method is used in most of our experiments, as it is straight forward to

implement. A threshold is set, and we assign the D5/2 state (‘dark’) if the count

number is below it and the S1/2 state (‘bright’) if it is above. As an example, in

Fig. 6.2 (b) the threshold would be around 35 counts. This scheme can be directly

expanded to multiple ions by just setting the same number of thresholds as ions.

Naturally the overlap of the peaks increases for more ions, if the detection time is

kept constant.

Maximum likelihood The probability of observing the detected number of photon counts

for each state is computed by fitting a suitable function to the PMT histogram.

These probabilities are multiplied with each other to obtain an overall proba-

bility Π. The probability determined by the maximum likelihood estimate then

corresponds to the probability of being in the quantum state that maximizes the

2Owis, Spalt 40
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Fig. 6.2: Quantum state detection in Ca+. (a) The ion is excited by laser light
on the S1/2 ↔ P1/2 and D3/2 ↔ P1/2 transitions for a few milliseconds. (b) Photon
count distribution constructed from 105 experiments. In the bright state to the
right, the ion scatters on average 70 photons detected by the photomultiplier within
the detection time of 3 ms. In the dark state to the left, on average 1.4 background
photons are detected due to scattering of laser light from the trap electrodes. The
lines drawn in the plot show a fit, from which the probability for the state can be
inferred given a certain number of counts. The data presented show a probability
of 0.803(1) for the ion to be in the D5/2 state. Figure taken from Ref. [61].

probability Π. This method was used in Ref. [61] to post-process measured data

but was never implemented for on-line evaluation during measurements.

Bayesian detection scheme The third method tested in our setup is based on Bayes’

theorem. In this scheme, the detection time is binned and a probability assigned

to the possible states for each count number [85]. By accounting for the possible

decay of the meta-stable state, this method does not produce larger errors for longer

detection times. The state is then again chosen by maximum likelihood. While this

approach offers slightly lower error rates, it comes with a significant technological

overhead, i.e., amount of data stored per measurement. The other advantage of

this method is a detection time that is on average shorter. However, this advantage

requires a dynamic stop of the state detection in order to be beneficial. Given the

fact that all measurement sequences were carried out using a line trigger at 50 Hz,

the overhead of this method did not justify its implementation.

As already mentioned, the state detection process has several marginal error sources:

As the photon counts follow a Poisson distribution, there is always a finite overlap

between both states. Another error source is the spontaneous decay of the D5/2 level.
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With typical count rates and detection time, the overall detection error for a single

ion is in the range of 0.2%. The methods presented differ in how they handle these

imperfections. With this low read-out infidelity in our experiments, the statistical error

in the determination of the state (quantum projection noise) is the dominant error source

for a typical measurement of 100 repetitions per data point.

It should also be pointed out that in the case of multiple ions, the PMT is not able

to determine which ion is in the D5/2 state but only how many.

6.2.2 Quantum state detection with an EMCCD camera

The other device in our setup to detect the quantum state of the ions is an EMCCD

camera. While it has more technological overhead compared to the PMT, it offers the

significant advantage that it can read out the quantum state of each individual ion as it

also resolves the ions spatially.

The camera is placed in the focal plane of the imaging system such that the ions are

imaged on the chip with the ion string’s axis parallel with the orientation of the pixels.

The ions’ image is placed in the center of the chip and a region of interest (ROI) is

defined. This area is usually 6 × 40 pixel wide and thus considerably smaller than the

entire 1024 × 1024 pixel chip.

The current procedure for state discrimination with the camera is carried out using

the following steps. For a reference measurement two pictures are taken: one with all

ions fluorescing, and a background picture with the laser at 866 nm switched off. The

pictures are subtracted from one another and all pixels are summed up perpendicular

to the ion string. Next, a Gaussian is fitted to each peak. These peaks are used to

construct all 2N possible states, where N is the number of ions in the trap.

During data recording, the picture is taken and the background again subtracted,

before the pixels are summed up. The data obtained are then compared to each of the

constructed states and the one with the least square sum deviation is selected. With a

detection time of 5 ms for a single ion this method achieves infidelities smaller than 1%.

Inspired by the Bayesian detection scheme for the PMT, we investigated its possibil-

ities for the camera. Here, instead of the temporal information the spatial information

is used to obtain a maximum likelihood for the measured quantum state [86].

A probability is assigned to each pixel for each state and for a given count number

detected by that pixel. After multiplying all probabilities for each state over all pixels,

the state with the biggest probability is selected.

Even from this general description, it becomes apparent that calibration is a crucial

step in this scheme. It is necessary to gather enough statistics for each possible state to
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produce a meaningful probability table for each pixel. As the number of states grows with

2N taking reference pictures for eight or more ions will become very time consuming. The

number of reference pictures needed could be reduced by grouping pictures, such that all

pictures are used that have the same state for the ion in question and its nearest neighbor.

This is justified since cross-talk spanning more than one ion position is negligible with

the usual magnification and imaging quality [77].

Another aspect of this scheme is the creation of the desired states for the reference

pictures. Infidelities for state creation are usually higher than for the targeted read-

out. In Ref. [86], this was solved by performing a global π/2-pulse on all ions and

sandwiching the reference picture between two pictures with longer exposure times.

Reference pictures are discarded, where the two other detection steps disagree.

As this procedure was technically not possible for our setup, we took a slightly different

approach. The reference pictures were also taken by imaging ions after a π/2-pulse.

Afterwards they were processed using the “k-means” data clustering algorithm [87].

Using this procedure we could demonstrate a read-out infidelity of about 0.1% for two

ions under normal experimental conditions using a detection time of only 2 ms. For

shorter detection times, the clustering algorithm failed to produce reliable probability

tables.

Despite its superiority compared to the current evaluation method, this method has

not yet been implemented due to its high demands on computational power. This should

change once the camera control setup currently running with LabView and Matlab is

exchanged with a program written in C++.

6.3 Experimental sequence

All experiments are conducted using a pulsed mode of operation. Here, a typical sequence

used to acquire data is listed step by step. Before going into pulsed mode certain

parameters must first be set properly. Especially the settings for the Doppler cooling

beam have to be set with care. The 397 nm laser is slightly red-detuned from the S1/2

→ P1/2 resonance by half a linewidth and the power is set to be half the saturation

intensity [66]. The beam of the 397 nm laser overlaps with all modes cooling all of them.

The 866 nm laser has to be set as well since it is used in combination with the 397 nm

laser to avoid trapping populations in the D3/2 level. The frequency is set to give almost

maximum fluorescence with a slight blue detuning to avoid coherent population trapping.

The intensity is set just below saturation.

(1) Doppler cooling At this stage, the lasers at 397 nm and 866 nm are switched on for
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Fig. 6.3: Graphic representation showing when the lasers are used during the execu-
tion of a typical sequence. Triggered by the line cycle at 50 Hz, the sequence consists
of (1) Doppler cooling, (2) optical pumping, (3) sideband cooling, (4) frequency-
resolved optical pumping, (5) quantum-state manipulation and (6) state discrimi-
nation. As a typical sequence is shorter than 20 ms, the experiment is idle until the
next line trigger.

typically 3 ms with the settings described above. During the same time, the PMT

is switched on to check if the ions are still crystallized. If the fluorescence rate is

below a certain threshold, the data point is discarded and the same experiment

executed again. Various measurements of the ions motional state after this step

yielded an average phonon number between 15 and 20.

(2) Optical pumping A weak pulse for 80 µs at 397 nm with σ+ polarization combined

with the 866 nm laser transfers 99% of the population to the S1/2,mj = 1/2 state.

(3) Sideband cooling This step is used to cool the ions to the motional ground state.

The laser at 729 nm is set to the red sideband of the stretched state S1/2,mj = 1/2

→ D5/2,mj = 5/2. A successful transfer reduces the mean phonon number by one.

The laser at 854 nm is also switched on all the time to transfer the population

in D5/2 to P3/2 from which it can decay back to S1/2. The other decay channel

from P3/2 to D3/2 is prevented from trapping population in D3/2 by also switching

on the laser at 866 nm. As this procedure does not guarantee a decay back to

S1/2,mj = 1/2, several pulses with the 397 laser with σ+ polarization are used to

avoid leaking into S1/2,mj = −1/2. This step typically takes 7 ms and reaches a

mean phonon number of 〈n〉 = 0.05(5).

(4) Frequency resolved optical pumping The 729 nm laser is then used to increase the

optical pumping efficiency further. By coupling the S1/2,mj = −1/2 level to

D5/2,mj = 3/2, the undesired Zeeman state is depleted. Again, both repump
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lasers at 866 nm and 854 nm are switched on. This step is usually performed for

500 µs and reaches an efficiency of more than 99.8% for a single ion.

(5) Quantum state manipulation After the ions are cooled to the ground state and ini-

tialized in the lower qubit state, the protocol for the specific experiment in question

is run. Most of the time, only the quadrupole laser for coherent manipulation of

the ion is used during this step. However, this part of the sequence can also include

pulses with lasers acting on dipole transitions.

(6) State discrimination The outcome of the experiment is measured by switching on

the lasers at 397 nm and 866 nm. The intensity of the former is increased to get

a high fluorescence rate, allowing state discrimination within a few milliseconds.

The PMT is used to determine, how many ions are in the D5/2 level as this is

usually sufficient for experiments with few ions. If it is necessary to know the

quantum state of each individual ion, the camera is used instead, which requires

slightly longer detection times and more technical overhead.

One sequence is usually run between 50 and 200 times to ensure enough statistical

significance, and depending on the tolerable quantum projection noise of that data set.

6.4 Referencing the 729 nm laser to the ions

Given the narrow linewidth of the S1/2 ↔ D5/2 transition and the correspondingly narrow

linewidth of the laser at 729 nm used to drive it, a precise knowledge of the actual

transition frequency is mandatory in order to carry out high-fidelity operations. These

transition frequencies between the two manifolds are set by the external magnetic field,

and the frequency of the laser is determined by the reference cavity. Both frequencies are

determined by measuring two of the transitions that depend differently on the magnetic

field. This measurement is done in the following way:

After Doppler cooling and optical pumping, the ions are initialized. Next, a Ramsey

experiment is carried out. To this end, a π/2 pulse on the probed transition creates a

superposition, followed by a waiting time τR, followed by another π/2 pulse. While the

applied pulse has a phase of φ1 = π/2 in the first measurement, it is set to φ2 = 3π/2

for a second pulse.

The pulse sequence is finished by state discrimination, and the entire procedure is

usually repeated 100 times for both phase settings. The extracted excitation probabilities

pφ1
and pφ2

can then be used to infer the frequency difference between the laser and the
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probed transition:

∆ν/ (2π) =
1

2π (τR + 2τπ/π) arcsin
pφ1−pφ2
pφ1+pφ2

. (6.2)

Here, τπ denotes the length of the π/2-pulse. Typical values for τR are between 100 and

250 µs, while τπ is between 10 and 15 times shorter.

Once two transitions have been measured, the difference in the two measurements is

used to determine the magnetic field. With that knowledge, the transition frequency at

zero magnetic field is deduced to serve as a reference for all transitions.

The entire procedure is fully automated and usually runs every minute. The mea-

surements are recorded over time and a polynomial fit is applied to the data. For the

cavity-drift a first order linear fit is used most of the time to extrapolate the cavity drift

and feed it back to the AOM (AO6 in Fig. 5.5) between the cavity and the laser.

With this feedback scheme in place, the frequency of the laser is kept close to the

transition frequency, deviating by less than 200 Hz (rms-deviation).

The magnetic field is set by the magnetic field coils and should not change. In addition

to the small fluctuations (≈ 50 µG) that one expects from a lab environment with

various electric devices, the magnetic fields exhibits certain erratic jumps (100-300 µG)

of unknown origin. To account for this behaviour, the fit for the magnetic field is just

an average over the previous five minutes, while older data points are discarded.

A more significant change in the magnetic field is caused by the line cycle of 50 Hz [77].

Fortunately, the effect can be greatly reduced by triggering the experiment on the line

cycle and running the part of the sequence in which the coherent state manipulation is

carried out at the maximum of the line cycle. In this region the magnetic field does not

change in first order.

Recently, a magnetic shielding for the new setup was installed. This reduces the

magnetic field noise further, resulting in longer coherence times of the ionic qubit [88].
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7 Precision measurement of the branching

fractions of the 4p 2P3/2 decay

In this chapter a precision measurement of the branching fractions of the 4p 2P3/2 of

Ca II is presented [61]. A novel technique based on a repeated optical pumping scheme

is demonstrated, yielding a forty-fold improvement in accuracy compared to the best

previous measurement [89].

7.1 Introduction

A precise knowledge of the radiative properties of stellar matter [90] is crucial for match-

ing theoretical models to observations in many domains of astrophysical research [91].

Modelling isotopic abundances or the energy transport by photons in a star or a gas,

in turn, requires a precise knowledge of atomic transition frequencies and oscillator

strengths based on atomic structure calculations and experiments with a wide variety

of neutral atoms and ions. Singly charged calcium ions have been used in various astro-

physical observations [92, 93]. In particular, monitoring of emission and absorption lines

of dipole transitions between low-lying states has provided information about systems

like galaxies [94, 95], interstellar gas clouds [96], gas disks surrounding stars [97, 98], and

stars [99].

Theoretical physicists have devoted a considerable effort to improve calculations of ma-

trix elements of transition rates and polarizabilities [100–104] in 40Ca+. Singly charged

calcium is a quasi-hydrogenic system that constitutes an interesting model system for

testing atomic structure calculations of other singly charged alkali-earth ions with higher

nuclear charge. An improved knowledge of their atomic structure would also be of inter-

est for parity non-conservation experiments [105] in Ba+ or Ra+ that require precise val-

ues of transition matrix elements for a determination of the strength of parity-violating

interactions. For a comparison of theoretical predictions with experimental observations,

theorists often turn to precision measurements of excited state lifetimes [62, 63, 89, 106–

108]. Alternatively, precise measurements of branching fractions [109] of the decay of an

excited state into lower-lying states could be used.
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7 Precision measurement of the branching fractions of the 4p 2P3/2 decay

Measurements of branching ratios or oscillator strengths in ions often date back quite

a long time [89] and are usually performed on ensembles of ions in discharges, ion beams

[110] or trapped clouds of ions. A notable exception is a recent experiment [111] mea-

suring the branching fractions of the P3/2 state decay with a single trapped Ba+. Single

trapped and laser-cooled ions form an attractive system to perform such precision mea-

surements, as state preparation and quantum state detection can be carried out with

very high fidelity. In addition, the use of single ions eliminates errors due to depolarizing

collisions.

For the precision measurements reported here, a single 40Ca+ ion is employed for

determining the branching fractions of the decay of the excited state 4p 2P3/2 into the

states 4s 2S1/2, 3d
2D5/2 and 3d 2D3/2 (see Fig. 3.1). We introduce a novel technique

based on repetitive optical pumping to shuffle populations between two of the lower-lying

states. The shuffling steps are followed by detection of the population transferred to the

third state. This technique surpasses the branching ratio measurement of Gallagher [89]

by a factor of forty in precision and provides branching fractions with a precision of better

than 1%. In combination with precision measurements of the excited P3/2 state lifetime,

our measurements lead to a more precise determination of the transition probabilities

on the S1/2–P3/2, D3/2-P3/2, and D5/2-P3/2 transitions.

7.2 Measurement method

A partial level scheme of 40Ca+ showing its five lowest energy levels is depicted in

Fig. 3.1. The P3/2 state decays into the three states S1/2, D3/2, and D5/2, the D-states

being metastable with a lifetime of about 1.2 s [62, 108]. The branching fractions pj,

i. e. the relative strengths of the decay processes, will be labelled by j, j being the angular

momentum quantum number of the state into which the ion decays (j ∈ {1
2 ,

3
2 ,

5
2}). By

definition, pj fulfil the normalization condition p1/2 + p3/2 + p5/2 = 1. In this situation,

a branching ratio is conveniently measured by (i) preparing the ion in one of the lower

states, (ii) optically pumping it via the P3/2 to the other two states, and (iii) detecting

the state populations in these states [111]. This scheme is illustrated by Fig. 7.1(a). An

ion, initially in S1/2, is prepared in D3/2 by optical pumping with light at 397 nm (step 1).

Then, the state is completely emptied by a pulse of light at 850 nm exciting the ion to

the P3/2 state so that the ion decays into either of the states S1/2 and D5/2 (step 2).

Finally, a quantum state measurement reveals the state into which the ion decayed.

By repeating this elementary sequence M times and averaging over the measurement
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Fig. 7.1: Scheme for measuring the branching fractions of the P3/2 state’s decay.
(a) To determine the branching ratio r between decay to the S1/2 and D5/2 states,
we first shelve the population in the D3/2 state by a 397 nm laser pulse (step 1).
Next we empty the population in this state by a pulse of 850 nm light (step 2). After
N of these cycles we measure the population in the D5/2 state by fluorescence detec-
tion. (b) To measure another branching ratio, we first apply a pulse of 393 nm light,
to populate the D-manifold via the P3/2 state (step 1). Next we perform N cycles
consisting of a pulse of 854 nm light to empty the population in the D5/2 (step 2),
followed again by a pulse of 393 nm light (step 1). Again, after N such cycles, a
fluorescence measurements detects the population in the D5/2 state. The combina-
tion of measurements (a) and (b) provides enough information to unambiguously
determine the branching fractions pj.

outcomes, an estimate r̂ of the decay probability into D5/2

r = p5/2/(p1/2 + p5/2) (7.1)

is obtained with a statistical error σr̂ =
√

r(1− r)/M set by quantum projection noise.

Note that in this measurement the branching fraction p5/2 is normalized by the factor

p1/2+p5/2 to account for the fact that population decaying back into D3/2 is immediately

pumped back by the 850 nm laser pulse. In 40Ca+, earlier experiments [89] had shown

that the likelihood of a decay into D5/2 was rather small (r ≈ 0.05). For r ≪ 1, the

accuracy of the measurement is improved by repeating steps 1 and 2 many times before

performing the state measurement. In this way, population is shuffled back and forth

between S1/2 and D3/2, with a growing fraction accumulating in D5/2. The population

in this state after applying N cycles is given by

rN = 1− (1− r)N . (7.2)
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7 Precision measurement of the branching fractions of the 4p 2P3/2 decay

Resolving this equation for r yields an estimate r̂ = 1− N
√
1− r̂N for the decay proba-

bility. A short calculation shows that the uncertainty of r̂ can be expressed as

σr̂(N) =
1− r̂√
MN

√

(1− r̂)−N − 1, (7.3)

where it was assumed that the measurement of rN is quantum-limited in precision.

Minimization of σr̂ as a function of N results in the optimum number of cycles given by

N∗ =
x∗

− log (1− r)
, (7.4)

with the constant x∗ ≈ 1.594 minimizing the function f(x) =
√
ex − 1/x. For the

optimum number of measurements N∗, we have rN (N∗) = 1 − e−x∗ ≈ 0.8 and the

measurement uncertainty is reduced compared to the single-cycle experiment by

σr̂(N
∗)

σr̂(N = 1)
= −

√

1− r

r
log(1− r)f(x∗) ≈ 1.24

√
r, (7.5)

the approximation being valid in the case r ≪ 1. For r = 0.05, the optimum cycle number

is given by N∗ = 31. The reduction in the number of measurements needed to reach a

certain level of precision directly translates into a reduction of overall measurement time

as the duration of a single experiment is dominated by the time required for cooling the

ion and measuring its quantum state.

A second type of experiment detecting another branching ratio is needed for deter-

mining the branching fractions pj. Towards this end, the scheme shown in Fig. 7.1(b) is

employed: An ion in state S1/2 is excited to the P3/2 state and subsequently decays into

states D3/2 and D5/2 (step 1). Afterwards, measurement of the D5/2 state population

reveals the probability

s = p3/2/(p5/2 + p3/2) (7.6)

of a decay into D3/2.

Again, the measurement accuracy can be increased by shuffling population between

the states S1/2 and D5/2. For this, in a second step, the D5/2 state is emptied by light

at 854 nm. In this step the probability of decay into D3/2 is given by

q = p3/2/(p1/2 + p3/2). (7.7)

Now, the measurement prescription is to perform step 1, followed by N cycles consisting

of step 2 and step 1, and to measure the D5/2 state population given by

sN = (1− s) {(1− q)(1− s)}N . (7.8)

In combination with the normalization condition
∑

k pk = 1, the two measurements

are sufficient for unambiguously determining the branching fractions pj.
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7.3 Setup

For this experiment the ion trap was operated at trapping frequencies of 1.24 and 3 MHz

in the axial and radial direction, respectively.

All lasers described in Sec. 5.5 are used for this experiment. The second laser with a

second harmonic generation stage is run at 393 nm and used to excite the S1/2 to P3/2

transition.

The quantum state detection is carried out as described in Sec. 6.2.1. For a detection

time of 3-5 ms an average photon count rate of 23 kcounts/s is recorded when the ion

is in either of the ‘bright’ S1/2 and D3/2 states. If the ion is in the ‘dark’ D5/2 state,

an average of 0.5 kcounts/s is detected, caused by scattering of the laser off the trap

electrodes. The experiment is repeated M times and the recorded photon counts are

evaluated using the maximum likelihood method also described in Sec. 6.2.1.

In order to discriminate between the S1/2 and the D3/2 state, the S1/2 state population

is coherently transferred to the D5/2 state prior to state detection by a laser exciting

the S1/2 ↔ D5/2 quadrupole transition. For this, either resonant laser π-pulses or rapid

adiabatic passages [75] are used connecting pairs of Zeeman states in the ground and

the metastable state. This way, we achieve a transfer probability of better than 99.5%.

7.4 Results

For the experimental determination of the P3/2 state’s branching fractions, a single

ion is loaded into the trap. The first experiment implements the scheme depicted in

Fig. 7.1(a). We start by measuring the time it takes to completely empty the S1/2

state by light at 397 nm. For this, a laser pulse of variable length is applied to an ion

prepared in state S1/2, and subsequently the population transferred to the D3/2 state

is detected by shelving the remaining S1/2 state population in the D5/2 level. Fitting

an exponentially decaying function to the S1/2 state population, we find a 1/e time of

1 µs. In a similar measurement, we determined the decay time of population in D3/2 to

be 16 µs when emptying the state by light at 850 nm. In a next step, we implement a

population shuffling cycle by switching on the laser at 397 nm for 20 µs before turning

on the laser at 850 nm for a duration of 100 µs. We repeat this cycle N times to

slowly accumulate all the population in the D5/2 state. Fig. 7.2 (a) shows the D5/2 state

population for cycle numbers ranging from 5 to 200 by repeating the experiment for

each value of N between 20000 and 23000 times. The experimental results are fitted by
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7 Precision measurement of the branching fractions of the 4p 2P3/2 decay

slightly modifying Eq. (7.2) to

rN,exp = A(1− (1− r)N ) (7.9)

by introducing a scaling factor A to account for the fact that even after 200 pumping

cycles the measurement finds 0.3% of the population to be outside the D5/2 state. This

effect is caused by the finite lifetime of the metastable states as will be discussed in

Sec. 7.5.2. A similar procedure is applied for implementing the scheme depicted in

Fig. 7.1(b). The 1/e pumping times for emptying the states S1/2 and D5/2 by light at

393 nm and 854 nm are determined to be 2 µs each. Based on this measurement, a

pumping cycle - transferring population from D5/2 to S1/2 and back again- was chosen

that consisted of a laser pulse at 854 nm of 20 µs duration, followed by another 20 µs

pulse at 393 nm. Again, we measure the population remaining in the D5/2 state after

N pumping cycles, N varying between 0 and 69. Fig. 7.2 (b) shows the experimental

results obtained by repeating the experiment 20000 times for each value of N . We fit

the results by modifying Eq. (7.8) to

sN,exp = (1− s) {(1− q)(1− s)}N +B. (7.10)

Here, the offset B accounts for 0.03% of the population seemingly remaining in the D5/2

state. The error bars appearing in Fig. 7.9 and Fig. 7.10 are of statistical nature due to

the finite number N of experiments.

The parameters r, s, q appearing in equations (7.9) and (7.10) can be expressed by

p3/2 and p5/2. To determine the branching fractions pj, we use a weighted least-square

fit to jointly fit both decay curves by the set of parameter {p3/2, p5/2, A,B}, assuming

that the measurement error is given by quantum projection noise. With this procedure,

we find p1/2 = 0.9347(3), p3/2 = 0.00661(4), p5/2 = 0.0587(2), and A = 0.9971(3),

B = 0.0013(2). The error bars are obtained from a Monte-Carlo bootstrapping technique

[112]. We randomly vary the experimentally observed D5/2 populations p by shifting their

values assuming a Gaussian distribution with variance p(1− p)/M and fit the resulting

data set. Repeating this procedure 1000 times, the spread of the simulated fit parameters

provides us with an error estimate for the branching fractions.

7.5 Discussion

7.5.1 Statistical errors

In the regression analysis used for determining the branching fractions, we assume the

errors to be quantum-noise limited. This means that we consider the outcome of an
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Fig. 7.2: (a) Population in the D5/2 state as a function of the number of cycles N
as depicted in Fig. 7.1(a). Every data point consists of at least 2×104 measurements
to determine the average population in D5/2. The data points are jointly fitted with
the measurement results presented in Fig. 7.2(b) to obtain the branching fractions
pj as described in the main text. The fitted curve is given by Eq. (7.9). The lower
plot shows the residuals with errors bars given by the statistical uncertainty due to
the finite number of measurements. (b) Population in the D5/2 state as a function
of the number of cycles N as depicted in Fig. 7.1(b). The lower plot shows the
residuals after fitting the data. The fitted curve is given by Eq. (7.10).

individual experiment to be given by a random variable Xi, i = 1, . . . ,M , yielding the

outcome ‘1’ with probability p and the outcome ‘0’ with probability 1− p. For a set of

M experiments, we then assume the standard deviation of X = 1
M

∑M
i=1Xi to be given

by σp =
√

p(1− p)/M . If, however, due to experimental imperfections the probability p

slightly changes over the course of time needed for carrying out the M experiments, this

assumption would be violated. We therefore checked the validity of our hypothesis by

subdividing our data into K sets Sk, k = 1, . . . ,K, each containing M/K consecutively

taken experiments described by the random variables {Xjk+1, . . . ,Xjk+M/K}. For each

set Sk, we compute its mean value p(k) = K
M

∑

i∈Sk
〈Xi〉 and its deviation p(k)−p from the

average probability. We repeat this procedure for different values of K ranging from 2 to

1000. A comparison of the distribution of p(k)−p with the one expected for truly random

variable all having the same probability p leads us to conclude that the assumption of

quantum-limited errors is well-justified.
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7 Precision measurement of the branching fractions of the 4p 2P3/2 decay

Tab. 7.1: Branching fractions of the decay of the P3/2 state as found in the present
work compared to various theoretical values from the literature. Ref. [102] gives the
relative decay strengths of the state 4p into 4s and 3d.

Transition Branching fractions
Present work Ref. [100] Ref. [101] Ref. [102] Ref. [103]

4P3/2 ↔ 4S1/2 0.9347(3) 0.9381 0.9354 0.9357 0.9340

4P3/2 ↔ 3D3/2 0.00661(4) 0.00628 0.00649 0.00667

4P3/2 ↔ 3D5/2 0.0587(2) 0.0556 0.0581
0.0643

0.0593

Tab. 7.2: Einstein coefficients Afi measured from the branching fractions in com-
bination with the lifetime measurement of Ref. [63] and the theoretical prediction
of Ref. [103].

Transition Afi × 106s−1

Present work+[63] Ref. [103]

4P3/2 ↔ 4S1/2 135.0(4) 139.7

4P3/2 ↔ 3D3/2 0.955(6) 0.997

4P3/2 ↔ 3D5/2 8.48(4) 8.877

7.5.2 Systematic errors

The method of measuring the branching fractions by repeated optical pumping assumes

that the optical pumping steps are perfect. If, however, a small fraction ǫ1,2 is not

pumped out in the two pumping steps of the cycle, the measured decay rates will be

smaller than for perfect optical pumping. This systematic effect is taken into account by

defining an effective cycle number Neff = N(1− ǫ1 − ǫ2) that replaces the cycle number

N in Eqs. (7.9) and (7.10). This correction was actually applied in the data evaluation

of the first experiment as it turned out that the laser pulse at 850 nm of 100 µs duration

was too short to completely empty the D3/2 state (ǫ2 = 0.3% of the population were left

behind).

The finite lifetime τD = 1.2 s of the metastable D-states also has a small effect on the

measured branching ratios. The quantum state detection method we use is not affected

by spontaneous decay processes occurring during the detection time. Spontaneous decay

during the pumping cycle, however, slightly modifies the results. This is best illustrated

by the pumping scheme shown in Fig. 7.1(a). Spontaneous decay of the D3/2 state is

negligible since the state is emptied by light at 850 nm in 16 µs, i.e. with a rate roughly

104 times bigger than the spontaneous decay rate. The situation is different for the D5/2
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state which is populated by a rate Ra = rτ−1
cycle where τcycle = 120µs is the duration of

a single pumping cycle. Here, spontaneous decay gives rise to a steady-state D5/2 state

population pD,∞ = 1 − RaτD ≈ 99.8% in the limit of an infinite number of pumping

cycles which is consistent with the measured value of the fit multiplier A. In addition to

changing the steady state solution, the additional decay process also decreases the time

required for reaching the equilibrium (see Eq. (7.9)). This effect was taken into account

in the analysis of the branching fractions stated in Tab. 7.1.

A similar argument can be made for spontaneous decay affecting the pumping scheme

of Fig. 7.1(b). Here, the D3/2 is populated with a rate Rb ≈sτ−1
cycle which needs to

be compared to the spontaneous decay rate 1/τD. Due to this effect, we expect to

find a steady-state population of about 0.04% that is not in D3/2. Here, the effect is

smaller since r < s and the duration of the pumping cycle was about five time shorter

than in the other experiment. The correction to the measured rate is also about 0.04%

and does not significantly alter our measurement. Before performing the branching

ratio measurements, we had checked that the lifetimes of the metastable states were

not significantly shortened by the lasers at 850 and 854 nm which could occur either

by a broad-band frequency background of the diode lasers producing the light or by

imperfectly switched off laser beams.

In general, any additional mechanism that leads to an exchange of population between

the atomic states will modify the steady-state population obtained in the limit of large

N and shorten the time scale required for reaching the steady-state. Spin-changing

collisions leading to transitions between the D3/2 and the D5/2 state are of no importance

in our measurements as they occur at a rate that is smaller than 10−2s−1.

7.5.3 Comparison with other measurements and calculations

The branching fractions obtained from fitting the two decay measurement can be com-

pared to previous measurements and theoretical calculations. By evaluating the ratio

p3/2/(p1/2 + p5/2), we find A(P3/2−S1/2)/
∑

J A(P3/2−DJ) = 14.31(5) for the branching ra-

tio of the decay into the S- and D-states. This is a bit lower than the value of 17.6(2.0)

measured by Gallagher [89] in a discharge experiment in 1967. A comparison with the-

oretical calculations [100–103] is given in Tab. 7.1, showing a good agreement between

experiment and theory.

When combining the branching ratio measurements with an experimental determina-

tion [63] of the P3/2 state’s lifetime, the relative decay strengths can be converted into

Einstein A coefficients which are also given in Tab. 7.1. We also list the theoretical

predictions of Ref. [103] which are all about 4% higher, a discrepancy much bigger than

65



7 Precision measurement of the branching fractions of the 4p 2P3/2 decay

for the relative decay strengths. From this point of view, it might be of interest to use

a single trapped ion for a measurement of its excited state lifetime [113] or its absolute

oscillator strengths.

7.5.4 Measuring Einstein coefficients in a single ion

A large variety of methods exists for measuring transition matrix elements in ensembles of

neutral atoms or ions [109]. In view of the discrepancy between the Einstein coefficients

calculated from experimental observations and predicted by theory, we would like to

propose yet another technique capable of directly measuring Einstein coefficients in a

single ion. We will discuss the technique for the case of the decay rate of the P1/2 ↔ D3/2

transition.

We start with an ion initially prepared in the S1/2 state. A narrow-band laser off-

resonantly exciting the S1/2 ↔ P1/2 transition pumps the ion into the D3/2 state. If the

detuning ∆ of the laser is much bigger than the inverse of the excited state lifetime, the

pumping rate is given by R = A(P1/2−D3/2)ρP1/2
where ρP1/2

= Ω2/(4∆2) is the excited

state population and Ω the Rabi frequency of the laser exciting the transition. The Rabi

frequency is related to the AC-Stark shift δAC = Ω2/(4|∆|) experienced by the S1/2 state

due to the presence of the off-resonant light. In this way, the Einstein coefficient can by

expressed by

A(P1/2−D3/2) = R
∆

δAC
.

A measurement of the pumping rate could be performed in a similar way as the experi-

ments presented in this chapter by shelving the S1/2 population in D5/2 prior to quantum

state detection. For the determination of the light shift δAC, a spin echo experiment could

be performed on the S1/2 ↔ D5/2 transition, measuring the shift of the transition fre-

quency by the light pumping the ion. Measurements of this type have recently been

shown [114] to be able to resolve level shifts as small as 1 Hz. To give an example, we

assume ∆ = (2π) 1010 s−1 and adjust the Rabi frequency to get R = 102 s−1. Because

of A(P1/2 − D3/2) ≈ 107 s−1, the light shift will be δAC = (2π) 105 s−1. To measure

the Einstein coefficient to better than 1% would require a measurement of the light shift

with a precision of better than 1 kHz within a measurement time somewhat shorter than

1/R = 10 ms which appears to be feasible.

For a proper treatment, the Zeeman sublevels of the atomic levels need to be taken into

account. Fortunately, in the case of the S1/2 ↔ P1/2 transition, the pumping rate and the

induced light shift are independent of the polarization of the exciting laser as long as it is

linearly polarized. In this way, the Einstein coefficient could be independently measured

66



7.5 Discussion

with high precision to complement the branching ratio measurements presented in this

chapter.

7.5.5 Conclusion

Our experiments demonstrate that single trapped ions are perfectly suited for a preci-

sion measurement of branching fractions. As compared to experiments based on a single

pumping step, the technique of repeated optical pumping offers two important advan-

tages. Firstly, it reduces the number of measurements required for obtaining a given

level of accuracy in the case where the transition probabilities to the lower-lying states

are very different. Secondly, monitoring the population transfer as a function of the

number of the pumping cycle provides a means to detect possible sources of errors like

atomic state changes induced by sources other than the lasers used for optical pumping.

The pumping technique used in this chapter requires an atom with a tripod level struc-

ture, i.e., an upper state decaying into three lower-lying states. As this level structure

exists not only in 40Ca+ but also in many other isotopes, the method should be widely

applicable.
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8 Experimental realisation of a quantum

walk

The random walk on a line was first introduced more than a century ago [115, 116].

Since then it has become a well known concept in many fields such as physics [117],

biology [118], computer science [119] and economics [120].

In 1993 Aharonov et al. [121] introduced the quantum walk as the quantum me-

chanical analogue to the classical random walk. Due to the wave nature of quantum

mechanics, interference of the walker with himself is possible, giving rise to striking new

features [122]. Similar to its classical counterpart the quantum walk is expected to find

applications in various fields, e.g., quantum computation [123] or biology [49].

In the last decade, several experimental realizations of one-dimensional quantum walks

have been proposed in various systems, including atoms in an optical lattice [124],

trapped ions [125] or cavity QED [126].

In recent years, improved experimental control over single particle systems has allowed

realizations of quantum walks performed by a trapped atom in an optical lattice [127],

a single trapped ion [128] and photons [129].

In this chapter, a quantum walk on a line in phase space using one and two trapped ions

is presented [130]. Several properties of the final state are measured, with the probability

distributions visualized by means of the wave function reconstruction method introduced

in Sec. 4.5.

The chapter is structured as follows: first, the concept of the quantum walk is intro-

duced and its features are discussed. Next, the experimental realization is presented,

followed by the results measured. The chapter concludes with a discussion of these

results.

8.1 Concept of the discrete quantum walk on a line

Let us consider a spin-12 quantum particle described by the wave function |Ψ0〉 centered
around the initial position x0. The particle is then state-dependently displaced by the

unitary operation Ud = exp
(
− i

~
σj p̂d

)
of length d, where p̂ is the momentum operator

69



8 Experimental realisation of a quantum walk

co
in

 fl
ip

d
is

p
la

ce
m

e
n

t
co

in
 fl

ip
d

is
p

la
ce

m
e
n

t

initial state

x

x

x

x

x

p

p

p

p

p

x

p

x

p

x

p

d
is

p
la

ce
m

e
n

t x

p

p
re

p
a
re

 
in

te
rn

a
l s

ta
te

(a) (b)

fl
u
o
re

sc
e
n
ce

m
e
a
su

re
m

e
n

t

final step of 
the quantum walk

Fig. 8.1: (a) Schematic representation of a quantum walk with two steps. The
initial state is put into a superposition state, followed by a state-dependent displace-
ment along x that coherently splits the wave function into two parts. Repetition
of these two operations leads to interference effects, as depicted schematically in
the last stage. (b) Schematic representation of the measurement procedure that
follows the quantum walk. The internal state is prepared in the required state, and
then a state-dependent displacement in the p-direction is performed. This gives rise
to interference effects, which can be measured by varying the displacement length
and recording the excitation of the internal state. A Fourier transformation of the
data obtained allows a reconstruction of the probability distribution in phase space
along x.

and σj is one of the three Pauli spin matrices (see Eq. (2.24)). This operation coherently

splits the wave packet along a line in phase space according to the internal state of

the particle. The first step of the quantum walk is completed by a so-called coin-flip

operation Uc = exp
(
−iπ4σk

)
, with Tr(σjσk) = 0, which places the internal state into a

superposition of the eigenstates of σj .

Applying these two unitary operations N times will result in a quantum walk of N

steps (see Fig. 8.1(a)), and the initial wave function will have evolved into

|ΨN 〉 = (UcUd)
N |Ψ0〉 =

(

e−i(π/4)σke−(i/~)σj p̂d
)N

|Ψ0〉. (8.1)

From the procedure described it becomes clear that the walker interferes with himself

during each step after the first one. This quantum interference causes the second mo-
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8.1 Concept of the discrete quantum walk on a line

mentum of the wave packet to grow linearly with the number of steps: 〈x̂2〉 ∝ N2. As

the interference does not happen at the outermost positions, the final probability distri-

bution of the quantum walk is peaked on the outer edge. This behaviour differs strongly

from the classical case, where the diffusion follows the binomial probability distribution,

which grows with the square root of the number of steps performed: 〈x2〉 ∝ N .

Another property of the quantum walk is its reversibility, as it is composed out of

unitary operations that can be undone by applying their inverse. Obviously, this is not

possible in the case of the random walk.

These general features apply to all quantum walks, yet the specific shape of the prob-

ability distribution is governed by the initial internal state of the walker and the type of

coin operation that is used. The most general unitary coin can be written as

Uc =

( √
ρ

√
1− ρeiθ

√
1− ρeiϕ −√

ρei(θ+φ)

)

(8.2)

where 0 ≤ θ, φ ≤ 2π are arbitrary angles and 0 ≤ ρ ≤ 1. An irrelevant global phase has

been removed leaving the leading diagonal element real. Any input state can be written

as

|Ψ〉input = (
√
η|+〉z +

√

1− ηeiα|−〉z)|x0〉. (8.3)

A straightforward approach to get a symmetric probability distribution is to use a

balanced coin operator (ρ = 1/2) and input state (η = 1/2). In this case, α + θ has to

be π(m+ 1/2) with integer m [131].

From these requirements, we can see that for an implementation in our experiment, the

Rx(π/2) and Ry(π/2) single-ion operations described in Sec. 2.1.5 are possible balanced

coin operations, where |±〉x and |±〉y are suitable respective input states for a symmetric

quantum walk. In contrast to the displacement operator in the theoretical description

in Ref. [131], the state-dependent displacement operator employed in our experiment

does not act in the z-basis. This can be taken into account by substitution of the

experimental displacement operator by a displacement operator acting on the z-basis

that is sandwiched between two rotation operations that rotate from the basis of the

displacement operator to the z-basis and back. The criteria given above then have to be

applied to the resulting input state and coin-flip operations.

Fig. 8.2 shows simulations of a symmetric and an asymmetric quantum walk of 20 steps

assuming the validity of the Lamb-Dicke approximation. While the coin flip operation

was used to set the symmetry of the walk (Rx(π/2) or Ry(π/2)), the displacement

operation was set to a step size of twice the width of the ground state (d = 2∆x). The

resulting overlap of the first two wave packets is about 2% but, as can be seen in both

71



8 Experimental realisation of a quantum walk

Fig. 8.2: Simulation of a symmetric (α + θ = π/2, right plot) and an asymmet-
ric (α + θ = 0, left plot) probability distribution for a quantum walk of 20 steps
(ρ = η = 1/2 in both cases). The displacement step size is twice the width of the
ground state wave packet (d = 2∆x) resulting in an overlap of the two wave packets
of only 2% after the first step. This corresponds to the unitary operation used in
the experimental realization.

plots, after 20 steps the local minima around the center are less pronounced than at the

positions further away from the center. The reason for this is that more interference

events happen in the center, where the overlap results in a mixing of the wave packets.

8.2 Experimental realisation

For the experimental implementation a single 40Ca+ ion is trapped with radial and axial

trap frequencies of ωrad ≈ (2π) 3 MHz and ωax = (2π) 1.356 MHz, respectively.

Doppler cooling, resolved sideband cooling on the S1/2 ↔ D5/2 transition in a magnetic

field of 4 G prepare the ion in the axial motional ground state and in the internal state

|S1/2,m = 1/2〉 ≡ |−〉z. The narrow linewidth laser at 729 nm coherently couples the

states |−〉z and |D5/2,m = 3/2〉 ≡ |+〉z.
The coin-flip operation is performed by a π/2-pulse on the carrier transition.

A bichromatic light field resonant with the upper and lower axial motional sidebands

of the |−〉z ↔ |+〉z transition performs the state-dependent displacement described in

Sec. 4.4. By setting φ− = π/2 and φ+ = 0 in Eq. (4.19) the Hamiltonian

Hd = −2ηΩ∆xσxp̂ (8.4)

is realized. Applying the two light fields for a fixed time τ generates the wanted propa-

gator Ud with d = 2ηΩτ∆x where ∆x =
√

~/2mωax is the size of the harmonic oscillator

ground state. In our experiment we use a pulse of 40 µs with a Rabi frequency of
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Fig. 8.3: Measurement of the Fourier components 〈cos (kx)〉 and 〈sin (kx)〉 for a
seven-step quantum walk. The data are obtained by varying the duration of the
probe pulse for the ion prepared in the internal state |+〉z (left) or |+〉y (right) after
completing the walk. The probability distribution is obtained by Fourier transform-
ing a fit to the data (solid line). The data displayed in the right plot deviates slightly
from the expected flat line of a symmetric quantum walk. We attribute this to slow
drifts of experimental parameters. The reconstructed probability distribution is
shown in Fig. 8.4 in the fifth graph.

Ω = (2π)68 kHz to achieve a step size of d = 2∆x. This is a good compromise as it

creates two nearly orthogonal wave packets with an overlap of approximately 2% but

still allows for a large number of steps.

By repeating these two basic building blocks of a step we can perform the quantum

walk and reconstruct its wave function afterwards with the method described in Sec. 4.5.

The approximation for the displacement Hamiltonian in Eq. (4.27) that ignores the

kinetic energy of the state is well justified in the case of our quantum walk, as the states

produced show a much bigger spread along x than along p.

A schematic representation of the measurement procedure can be seen in Fig. 8.1(b).

For the reconstruction we set Ωp = (2π) 26 kHz and measure 〈σz〉 for probe times

between 0 and 300 µs. The displacement along p is realized by routing the RF signal

to the AOM through a slightly longer BNC cable that causes the signal to be phase-

shifted by π/2. The desired cable length is selected with an accuracy of ±1 cm using

standard connectors. For a signal at 80 MHz the resulting error in the phase shift is less

than a percent. Fig. 8.3 shows the even and uneven Fourier components of a seven-step

quantum walk.

The reconstructed probability distribution 〈δ(x̂− x)〉 based on the even Fourier com-

ponents for up to 13 steps can be seen in Fig. 8.4. This is in principle sufficient since the

performed walk is symmetric. Additionally, the uneven terms were checked to be close
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Fig. 8.4: (a) Reconstruction of the symmetric part of the probability distribution
〈δ(x̂− x)〉 for up to 13 steps in the quantum walk. The blue dashed curve is a
numerical calculation for the expected distribution within the Lamb-Dicke regime.
The blue solid curve takes into account corrections to the Lamb-Dicke regime. In
step 7, the dotted curve represents the full reconstruction using also the 〈sin(kx)〉
shown to the right in Fig. 8.3. (b) Probability distribution of a five-step quantum
walk after application of five additional steps which invert the walk and bring it
back to the ground state.

to zero for all N . The dashed lines in the plots are numerical simulations based on the

Lamb-Dicke approximation. These lines deviate from the reconstructed distribution for

N > 7 due to higher order terms in η that are not taken into account. The solid lines

are based on a numerical simulation using resonant terms up to the third order.

To get smoother distributions additional constraints were invoked by the reconstruc-

tion algorithm. The maximal kinetic energy is a physical constraint that can be estimated

by the measured momentum distribution.
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For a wave function ψ = A(x)eiφ(x), a lower bound on the kinetic energy is given by

〈 p̂
2

2m
〉 =

~
2

2m

∫ ∞

−∞
dx
((
A(x)φ′(x)

)2 −A(x)A′′(x)
)

(8.5)

− ~
2

2m

∫ ∞

−∞
dx

d

dx

(
A(x)2φ′(x)

)

︸ ︷︷ ︸

=0

(8.6)

=
~
2

2m

∫ ∞

−∞
dx((A(x)φ′(x))2 +A′(x)2) (8.7)

≥ ~
2

2m

∫ ∞

−∞
dxA′(x)2 (8.8)

where differentiation with respect to x is indicated by primes. For p(x) = |ψ(x)|2, we
then have because of A(x) = p(x)

1
2 and A′(x) = 1

2p
′(x)p(x)−

1
2 that

〈 p̂
2

2m
〉 ≥ ~

2

8m

∫ ∞

−∞
dx
p′(x)2

p(x)
. (8.9)

This constraint is also valid for mixed quantum states (see Appendix B for details).

Eq. (8.9) can be implemented in our optimization algorithm as an additional convex con-

straint. The kinetic energy of the analyzed state is provided as an input to the algorithm

so that it excludes distributions p(x) that are not compatible with this constraint, i.e.,

that have excess kinetic energy. As the kinetic energy is linked to the derivative of p(x),

the probability distributions obtained show less steep gradients, resulting in smoother

distributions p(x). Adding the constraint works particularly well for the states produced

by the quantum walk. These states ideally do not have any phase gradients φ′(x), in

which case inequality (8.9) becomes an equality.

The measurement for the width of the wave packet along the x- and p-axis can be

seen in Fig. 8.5(a). The data for wx =
√

〈x̂2〉 was directly taken from the reconstructed

probability distributions and shows both the linear dependence of 〈x〉 and N and that

the momentum distribution is not seriously affected during the walk. The measurement

of wp =
√

〈p̂2〉 was obtained using quadratic fitting for short probe times (see Sec. 4.5.1).

The third (red) line in Fig. 8.5(a) is the width of a classical walk we also realized in

our setup. To this end, the phase is randomized between each step while keeping the

coin flip-displacement operator pair coherent for each individual step. The phase for

each step was generated by a random noise generator. This mimics a completely mixed

ensemble of measurement outcomes that behaves classically. By reducing the amplitude

in the noise signal, we were able to set the results to any point between the classical and

the quantum regime. A good way of quantifying the difference between the quantum
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Fig. 8.5: (a) Width wx of the probability distribution in units of the ground
state size ∆x as a function of the number of steps for a quantum (�) walk. The
solid curve represents a full numerical simulation of the quantum walk as realized
in the experiment. The width of the x-distribution for a classical random walk (•)
increases more slowly and is described (solid red line) by Eq. (8.10). The data points
(�) show the measured width wp of the marginal distribution along the p-direction
with ∆p = ~/2∆x. (b) Average number of vibrational quanta after N steps in
the quantum walk measured by driving oscillations on the carrier transition. The
solid line is based on a full simulation, the dashed line assumes the validity of the
Lamb-Dicke approximation.

and classical walks is by measuring the average width of the probability distributions.

For a classical walk with a step size d = s∆x we have

wx = ∆x

√

2s2N

π
+ 1, (8.10)

where the second term takes into account the initial width ∆x of the probability distribu-

tion. To measure wx for the random walk, the curvature of 〈σz〉 at short probe-time was

analyzed. Quadratic fitting gives direct access to the width wx as presented in Sec. 4.5.1.

To avoid problems in the measurement of the motional state due to leaving the Lamb-

Dicke limit for large numbers of steps, we implemented a method suggested in Ref. [132].

Outside the Lamb-Dicke regime the coupling strength Ωn,n on the carrier depends on

the phonon number n as Ωn,n = Ω0Ln(η
2). Here, Ln(η

2) is the n-th order Laguerre

polynomial. The mean phonon number 〈n〉 is determined by a constrained least-square

fit of the carrier Rabi flops with the number state distribution as a fit parameter. In

Fig. 8.5(b), the resulting average vibrational quantum numbers are shown. As expected

for the quantum walk, we observe a quadratic dependence 〈n〉 ∝ N2 on the number of

steps.

To demonstrate the reversibility of the quantum walk we performed a quantum walk

of five steps and refocused it afterwards. This was done by switching the phase of the
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Fig. 8.6: Reconstructed probability distribution 〈δ(x̂ − x)〉 for a two-ion quantum
walk with up to five steps with a step size of 4∆x.

subsequent five displacement and coin flipping pulses by π. In this way the quantum

walk is exactly reversed and the ion returns to the ground state. The corresponding

reconstructed probability distribution shown in Fig. 8.4 (b) closely resembles the one of

the initial state and demonstrates once more the coherence of the quantum walk.

8.2.1 Extension with two ions

In the case of trapped ions the extension to two walkers is straight forward by simply

adding another ion to the system. In our case we make use of the lowest common

vibrational mode, the center-of-mass mode. To account for the second ion, all Pauli

matrices σi in Eq. (8.1) are replaced by σ
(1)
i +σ

(2)
i . This changes the coin from two sided

to four sided, with three possible operations. The “side” belonging to the state |++〉x
(| −−〉x) corresponds to a step to the right (left) while the sides belonging to the states

| + −〉x and | − +〉x correspond to no step at all. The ions are prepared in the state

| + +〉y with a π/2-pulse leading to a symmetric walk. For the two ion quantum walk

all pulses are applied to both ions simultaneously. The probability distribution of the

center of mass mode is obtained in the same way as for a single ion. The results for a

walk of up to five steps are shown in Fig. 8.6. Again, the distribution deviates strongly

from the classical version and shows a faster spreading.
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8.3 Discussion

The experiments presented in this chapter could be further extended in two dimensions

by using two ions and second vibrational mode, allowing the walk to be performed with

entangled walkers. A two-dimensional quantum walk with photons has been demon-

strated in the meantime [133]. With the use of squeezed states [58] it might be possible

to increase the number of possible steps even further, but this approach also has limits,

as the squeezing would affect the reconstruction measurement that would be performed

along the perpendicular axis in phase space. However, all possible realizations within

reach at the moment cannot reproduce the number of steps in theoretical investigations

,e.g., Ref. [134]. These investigations also look into modifications of the walk, such as

sites that can absorb the walker [135, 136], which are not possible to implement in our

current setup. Still, the quantum walk is a good way to benchmark the control over

a quantum system, in our case, the system is the the harmonic oscillator coupled to a

qubit.

From the results it is possible to identify experimental imperfections and error sources

in our implementation of the quantum walk. The most dominant deviation from the ideal

quantum walk is visible in the failure of the Lamb-Dicke approximation. Strictly speak-

ing, this is not an error but a modification that can be accounted for in the evaluation.

Yet the dependence of the coupling strength gives rise to other errors. The quantum

states produced during the quantum walk spread out over many phonon modes. As a

result, the coupling strength for the displacement operator and the coin flip operations

differ over the wave function, reducing the fidelity of these operations.

Decoherence is another contributing error source. Typical coherence times of our

qubit in the setup we used are two to three milliseconds. Each step takes 40 µs for the

displacement and about 10 µs for the coin flip operation. As the pulse sequence for the

state measurement take up to 300 µs, it can be seen that quantum walks of 20 steps are

on the same time scale as the qubit coherence time. However, the largest error source for

the presented experiments is motional decoherence. Even small fluctuations in the trap

frequency heavily affect large wave functions but could be addressed by technological

improvements.

The motional coherence time can be prolonged by simple technological improvement,

by a voltage supply with higher stability. The internal state coherence can be prolonged

with magnetic shielding, which is already installed in the new setup. In the case of the

failure of the Lamb-Dicke approximation, more substantial changes would be necessary

to improve the situation. The use of higher trap frequencies and higher laser power would
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be one way to reduce the Lamb-Dicke parameter without sacrificing coupling strength.

Another option would be the use of an ion trap with a magnetic field gradient at

the position of the ion [137]. In these traps the magnetic field gradient changes the

Coulomb interaction of the ion depending on its internal state. Given suitable internal

levels of the ion separated by a few gigahertz, the internal states can be coupled to the

motional state, while microwave radiation is used to drive the transitions between these

levels. This technology has the advantage that the wavelength used is several orders of

magnitude larger than the spatial extension of the ion’s wave packet in the trap. For

these wavelengths, in contrast to optical wavelengths, the Lamb-Dicke approximation is

still a good one. However, the implementation of such a magnetic field gradient increases

the technical overhead.
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9 Quantum simulation of the Klein paradox

One motivation for analogue quantum simulations is the use of a controllable laboratory

system to investigate a quantum system that is not as easily accessed or cannot efficiently

be simulated on a classical computer [1]. The laboratory system has to allow for a

controlled state initialisation, a mapping of the observables between both systems, and it

has to have the same underlying mathematical model as the system under investigation.

Recently, we investigated the one dimensional Dirac equation using a single ion [45, 79].

Zitterbewegung, a peculiar quivering motion of the free Dirac particle, was studied, as

well as the cross-over from relativistic to non-relativistic dynamics.

This chapter is based on Ref. [138], in which we used a second ion to extend the

previous work by simulating external potentials for the Dirac particle. The simulated

state of the scattered particle is encoded both in the electronic and vibrational state of an

ion, representing the discrete and continuous components of relativistic wave functions.

The high level of control over our system and the reconstruction of the particle wave

packet are used to demonstrate textbook examples of relativistic scattering “frame-by-

frame”.

9.1 The Dirac equation

The Dirac equation successfully merges quantum mechanics and special relativity and

provides a natural description of the spin. Additionally, it accurately reproduces the

spectrum of the hydrogen atom, and it predicted the existence of anti-matter [139]. How-

ever, several properties of the Dirac equation are, due to technical difficulties, not directly

observable, suggesting quantum simulation as a way to provide new insights. Different

physical setups have been proposed to investigate relativistic quantum effects [140–146].

Experimental realizations have been shown with photonic lattices [147] and trapped

ions [45].

The following text gives a short introduction to the Dirac equation and how to sim-

ulate it with ions. The introduction to the 1+1 dimensional Dirac equation follows

closely Ref. [148] and further details on our experimental implementation can be found
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in Ref. [45, 79].

The equation for a spin-1/2 particle with mass m is given by

i~
∂ψ

∂t
=
(
cα · p̂+ βmc2

)
ψ, (9.1)

where c is the speed of light, p̂ is the momentum operator, and α and β are the Dirac

matrices:

αi =

(

0 σi

σi 0

)

, β =

(

I2 0

0 I2

)

, (9.2)

where σi are the Pauli matrices and I2 is the identity in two dimensions (see Eq. (2.24)).

As the entries in the Dirac matrices are 2-by-2 matrices, the wave function ψ is a 4-

component spinor related to the spin and the positive or negative energy solutions.

By going to 1+1 dimensions, the equation simplifies to [140, 148]

i~
∂ψ

∂t
=
(
cp̂σx +mc2σz

)
ψ = HDψ (9.3)

but still shows effects such as Zitterbewegung [149] or the Klein paradox [150].

The two components of the spinor in 1+1 dimensions do not represent the spin, as all

magnetic fields in one dimensions are pure gauge fields [148]. Here, they are associated

with the appearance of positive and negative energy states

ψ(x, t) =

(

ψ1(x, t)

ψ2(x, t)

)

. (9.4)

The matrix HD in Eq. (9.3) has two eigenvalues E(p) = ±
√

p2c2 +m2c4. We write the

two types of plane wave solutions to the Dirac equation u±(p;x, t) as

u±(p;x, t) =
1√
2π
u±(p)e

ipx/~∓iE(p)/~t (9.5)

with u± the eigenvectors corresponding to the respective eigenvalues E(p). These plane

waves are solutions to the Dirac equation with positive and negative energy

HD u±(p;x, t) = ±E(p) u±(p;x, t). (9.6)

The probability of finding the particle between x = +∞ and x = −∞ has to be one,

hence we demand that the integral
∫ +∞
−∞ (|ψ1(x, t)|2 + |ψ2(x, t)|2)dx is equal to one. Of

course, the same argument holds for the momentum distribution given by the Fourier

transformed spinors ψ̂1,2(p, t) = F(ψ1,2(x, t)). The normalization of the Dirac spinor is

time-independent due to the unitary time evolution of the Dirac equation. This remains

true for arbitrary external fields. As a result, the Dirac equation cannot describe particle
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9.1 The Dirac equation

creation or annihilation; quantum field theory is needed to describe these processes. In

the Dirac equation it is always the case that if there is a particle at the beginning, there

will be a particle in the end. Of equal importance for the experiments presented in this

chapter is the notion that the individual components ψ1,2 are not normalized.

Square-integrable wave packets can be obtained by the superposition of plane waves

ψ(x, t) =

∫ +∞

−∞
(ψ̂+(p) u+(p;x, t) + ψ̂−(p) u−(p;x, t))dp. (9.7)

The coefficient functions ψ̂±(p) can be obtained by a projection of ψ(p, 0) onto the

positive and negative energy subspace

ψ̂±(p) = P±(p)ψ(p, 0). (9.8)

ψ(p, 0) is obtained by Fourier transforming the initial wave function ψ(x, 0). In momen-

tum space, the projection operators are given by

P±(p) =
1

2

(

I2 ±
HD(p)

E(p)

)

=
1

2

(

I2 ±
cp̂σx +mc2σz
√

c2p̂2 +m2c4

)

. (9.9)

From this expression it can be seen that in the general case the positive and negative

energy states are not encoded in the spinor; this only holds for p = 0.

The positive and negative energy parts of the spinor are important for the occurrence

of Zitterbewegung. The velocity of a particle described by the 1+1 dimensional Dirac

equation is

dx̂/dt = [x̂,HD]/i~ = cσx (9.10)

in the Heisenberg picture. In the case of a massless particle σx is a constant of motion

because [σx,HD] = 0 holds. For a massive particle, on the other hand, x̂ and HD no

longer commute, and the evolution of the particle is described by [149]

x̂(t) = x̂(0) + p̂c2H−1
D t+ i ξ̂(e2iHDt/~ − 1), (9.11)

with ξ̂ = 1
2~c(σx − p̂cH−1

D )H−1
D . The last term deviates from the description of a free

particle and may cause Zitterbewegung. For Zitterbewegung to appear, both energy

parts have to be present with a significant overlap in position and momentum space. It

does not occur for spinors that consist entirely of positive or negative energy.

Eq. (9.3) can be realized with an ion by using a bichromatic beam resonant with

the sidebands of a vibrational mode and an additional beam that causes an AC-Stark

shift [140]. Applying all three light fields simultaneously realizes the Hamiltonian

HD = 2η∆Ω̃σxp̂+ ~Ωσz (9.12)
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Fig. 9.1: Klein tunneling in position (a) and momentum space (b), for a relativistic
particle scattering from a linear potential φ(x) = gx. A wave packet initially in the
positive energy branch and with positive momentum (I) moves up a slope where it
can reflect (II) while remaining in the positive energy branch or tunnel (III) while
switching energy branch.

where η is the Lamb-Dicke parameter, Ω̃ is the bichromatic Rabi frequency (see Eq. (4.19))

and 2Ω is the overall detuning of the AC light field from resonance of the carrier tran-

sition. The momentum operator is p̂ = i~(a†−a)/2∆ with ∆ =
√

~/4m̃ωax, the size

of the ion’s ground state wave function, m̃ the ion’s mass (not to be confused with the

mass of the simulated particle) and a† (a) the creation (annihilation) operator on the

vibrational mode used.

The first term is obtained by setting the proper phases in Eq. (4.19) and the second

term is caused by the AC-Stark shift. Instead of using the second beam it is also possible

to detune both bichromatic beams from resonance in the same direction. By making the

identifications c := 2ηΩ̃∆ and mc2 := ~Ω, this becomes equivalent to Eq. (9.3).

The time evolution of an arbitrary input state can then be studied by applying the

detuned bichromatic laser field for a certain time, followed by either a full wave recon-

struction or by looking at a certain parameter of interest, such as 〈x̂〉.

9.2 The Klein paradox

In its original form [150] the Klein paradox considers a relativistic electron described by

the Dirac equation, with total energy E and rest mass energy mc2, hitting a step-shaped

potential barrier of height V . For barrier heights smaller than the kinetic energy of the

electron, V < E−mc2, the particle is predicted to partially transmit. For a slightly larger

barrier, E+mc2 > V > E−mc2, the particle should completely reflect. These situations

agree with the predictions of the (non-relativistic) Schrödinger equation. However, for
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V > E +mc2 the particle can propagate undamped in the potential barrier, by turning

into its anti-particle. This effect is known as the Klein paradox. Klein’s results have

been extended to other types of potentials [151–153] and the physics of Klein tunneling

emerges for electrons in graphene [154–156]. In quantum field theory, the paradox is

resolved by the notion of pair creation by the external potential [157, 158].

In one dimension, the Dirac equation for a particle in an electrostatic potential φ(x)

is given by Ref. [159]

i~
∂ψ

∂t
=
(
c p̂ σx +mc2σz + eφ(x)I2

)
ψ = HD,lpψ. (9.13)

Here c is the speed of light, p̂ the momentum operator, m the particle mass and e its

charge. In one dimension there is no spin (no magnetic fields) and therefore the wave

functions ψ are 2-component spinors, reflecting that there are positive and negative

energy solutions E± = ±
√

c2p2 +m2c4. A spinor allows for arbitrary superpositions of

these components. Free particles (φ(x) = 0) in one of the two energy branches remain

there indefinitely, but for φ(x) 6= 0 the spinor can switch energy branch and Klein

tunneling can occur.

For linear potentials eφ(x) = gx the situation is conceptually equivalent to Landau-

Zener tunneling [151, 159, 160], as shown in Fig. 9.1. Depending on the size of the

splitting of the two energy branches (2mc2) and the acceleration (g/m), the particle

can either adiabatically follow the positive energy branch and reflect, or make a non-

adiabatic transition to the negative energy branch and tunnel. For ultra-relativistic

particles (c2p2 ≫ m2c4), the energy branches are linear and have the slope E± = ±c.
The other important parameter in this process is the change in momentum of the particle

dp̂/dt = [p̂,HD,lp]/i~ = g (9.14)

given by the linear potential gx. Both parameters, together with the mass, enter the

probability for tunneling, which is given by [160]

Ptunnel = e−2πm2c3

2~g = e−2πΓ. (9.15)

With the mass of the particlem given and all other factors being constants, the tunneling

probability depends only on the slope g. In Fig. 9.1(b) this can be interpreted as the

speed with which the initial wave packet is moved to the other branches. As the states

created in our experiment are only approximately ultra-relativistic, the Landau-Zener

formula (Eq. 9.15) should be considered an ideal case for the tunneling rate.
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9 Quantum simulation of the Klein paradox

Fig. 9.2: Phase space representation of the scattering event with a steep slope.
The wave packet is prepared in a state with high momentum and evolves under the
influence of the slope. At the turning point a fraction of the wave packet switches
energy branches and Klein tunneling occurs, while the remainder of the wave packet
is reflected. Positive energy states are colored in green, while negative ones are red.

9.3 Experimental realization

For the purpose of an experimental realization it is necessary to create a potential which

depends on the position of the wave packet in phase space. As the implementation of a

step-shaped potential is not possible in our setup, we decided on a linear and a quadratic

potential, since these are feasible and still show Klein tunneling [159]. For the case of a

linear potential, the resulting dynamics in phase space are represented in Fig. 9.2. The

wave packet is initialized as a purely positive energy state with high momentum. During

its time evolution, it will slow down because of the slope. At the turning point, one part

of the wave packet gets reflected while, depending on the slope, a fraction of the wave

packet turns into a negative energy state. While moving in opposite directions, both

wave packets get accelerated by the slope.

There are at least two possible ways to implement such a potential in our experiment.

The following section will briefly discuss both of them.

9.3.1 Possible implementations

As presented in Sec. 2.2.1, a resonant, oscillating force applied to the ion in the trapping

potential results in a displacement operation. This displacement acts as a slope, while
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the other terms of the Hamiltonian in Eq. (9.13) are realized with a bichromatic beam as

in Ref. [45]. The technical realization is straightforward by applying a radio frequency

(RF) signal to the tips of the trap. This option is not state-dependent on the internal

state of the ion and can only realize linear potentials.

Another option, which was used in the experiments presented here, is to use a second

bichromatic light field driving a different transition on a second ion. Of course, both

bichromatic light fields have to couple to the same vibrational mode. By performing

a displacement operation on the second ion, the slope is directly realized for the other

ion. Similar to the Hamiltonian in Eq. (9.12) the Hamiltonian for two ions with two

bichromatic light fields, one acting on each ion can be written as

HKP = 2η∆Ω̃1σ
(1)
x p̂+ ~Ω1σ

(1)
z + ηΩ̃2σ

(2)
x x̂/∆+ ~Ω2σ

(2)
z (9.16)

where the brackets denote the ion to which the spin operation is applied. From this

expression it can be easily seen that the slope proportional to x̂ is realized by using the

second bichromatic light field with no detuning on the second ion (Ω2 = 0).

Additionally, the second bichromatic light field can be used to implement a quadratic

potential. If the center frequency is far detuned from the resonance (Ω2 ≫ ηΩ̃2),

Eq. (9.16) can be approximated as [159]

HKP ≈ 2η∆Ω̃1σ
(1)
x p̂+ ~Ω1σ

(1)
z +

~η2Ω̃2
2x̂

2

2∆2Ω2
σ(2)z . (9.17)

Here, the AC-Stark effect has the same behaviour as described in Sec. 4.3.1. The σ
(2)
z

operation is realized with an effective coupling strength given by the resonant coupling

strength squared, divided by twice the detuning.

Another way of looking at this is that this case corresponds to the classical limit of

a particle with a large mass. As the classical Hamiltonian for a free particle is given

by Hcl = p2/2m, the resulting Dirac Hamiltonian is proportional to p̂2, which can be

exchanged for x̂2 in the harmonic oscillator by a simple phase shift.

9.3.2 Experimental setup

The laser setup presented in Sec. 5.5.2 and Fig. 5.5 was modified to realize the second

bichromatic light field with perpendicular polarization. The modification can be seen

in Fig. 9.3. The initial beam is split into two arms by a λ/2 plate and a polarizing

beam splitter (PBS). Both arms consist of an AOM in double pass configuration making

it possible to set the center frequency of both bichromatic beams. The two frequency

modulated beams leave the PBS in the forth direction with orthogonal polarization.
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9 Quantum simulation of the Klein paradox

Fig. 9.3: Modification to the laser setup shown in Fig. 5.5. The optical paths that
have been added are highlighted by a grey background. Two AOMs were added
to the setup. While AO8 is used to set the new center frequency for the second
bichromatic beam, AO9 is driven by the same RF signal as AO3 but the signal
can be independently phase-shifted. The two driving frequencies differ by exactly
twice the trap frequency. A convenient feature of this setup is that both bichro-
matic light fields are perpendicular in polarization. As the light passes through
a λ/4 wave plate after the fiber, the polarization of both light fields (σ− and
σ+) is optimized for their respective transition (|S1/2,m = 1/2〉↔|D5/2,m = 3/2〉
and |S1/2,m = −1/2〉↔|D5/2,m = −3/2〉). In this way, each bichromatic light field
causes very little light shifts on the other transition.

This beam is then split again by another PBS, sending both light fields through their

respective AOM that create the bichromatic light field. Afterwards, the beams are

overlapped on a third PBS. The resulting laser beam consists of two bichromatic light

fields with perpendicular polarisation that are then coupled into the fiber leading to the

experiment.

The discrete components of the spinor are encoded in the first ion using our nor-

mal qubit transition |S1/2,m = 1/2〉 ↔ |D5/2,m = 3/2〉, while the |S1/2,m = −1/2〉 ↔
|D5/2,m = −3/2〉 transition is used for the second ion (see Fig. 9.4). We will denote

the upper (lower) state of the ions
(
1
0

)

j

((
0
1

)

j

)

, where j is the number of the ion. As

both bichromatic fields have perpendicular polarization (σ+ and σ− when entering the

vacuum vessel), they are optimized for their respective transition, particularly reducing
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9.3 Experimental realization

Fig. 9.4: The Dirac spinor is encoded in an internal state of ion 1 and a collective
motional state of both ions. The Hamiltonian for a free Dirac particle (HD) is
implemented by bichromatic laser 1 which couples ion 1 to the collective motional
mode. A second bichromatic laser couples ion 2 to the same motional mode and in
this way creates the potential φ(x).

AC-Stark shifts on the other ion. The continuous position and momentum components

are mapped to the quadratures of the COM mode. The two 40Ca+ ions are trapped with

trapping frequencies ωax = (2π) 1.36 MHz axially and ωrad = (2π) 3 MHz radially.

9.3.3 Measurements

With appropriately set phases the interaction Hamiltonian is given by eφ1 = gσ
(2)
x x̂ with

g = ~ηΩ̃2/∆ [159]. Here, Ω̃2 is the Rabi frequency of the second bichromatic light field

and x̂ = (a† + a)∆ is the position operator. When ion 2 is prepared in an eigenstate

of σ
(2)
x this operator can be replaced by its +1 eigenvalue, reducing the interaction to a

linear potential and Γ = Ω2
1/(4η

2Ω̃1Ω̃2).

Again, the spatial probability distribution is reconstructed with the wave function

reconstruction method described in Sec. 4.5 and the previous chapter. As in the quantum

walk, the reconstruction axis is along x. In contrast to the quantum walk, the measured

states generally posses kinetic energy. Although it does not account for the kinetic

energy, the approximate Hamiltonian Hdisp of Eq. (4.27) was used in the reconstruction

method. This is justifiable as the produced states usually show a larger spread along

x than p. As the Hamiltonian allows us to account at least partially for higher order

effects, it is still better suited than a Hamiltonian using the Lamb-Dicke approximation.

For spinors with high momentum, it is also possible to obtain the wave packets asso-

ciated with positive and negative energy separately. In these cases the internal spinor

states are not entangled with the motional state, and are given by the states
( 1
±1

)

1
. A

π/2-pulse can be used to map either of these energy states to
(
1
0

)

1
after which a short

(200 µs) projective fluorescence measurement is done. Since the state
(1
0

)

1
scatters no

photons during fluorescence detection, the motional state of the ions remains intact and
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9 Quantum simulation of the Klein paradox

Tab. 9.1: Tunneling probability for different slopes shown in Fig. 9.5. The ideal
column is obtained by the Landau-Zener formula. The numerical simulations are
closer to the measured tunnel rates as they account for the input state.

subfigure Ω̃2/2π Ptunnel

(kHz) ideal numerical simulation measured

a 0 0.00 0.00 0.017(7)
b 22 0.03 0.07 0.10(1)
c 50 0.21 0.22 0.32(2)
d 76 0.36 0.39 0.45(3)

can be analyzed afterwards. The cases where ion 1 is found in
(0
1

)

1
are discarded.

At the start of each experiment, laser cooling, optical pumping and coherent laser

pulses, in a magnetic field of 6 G, prepare the ions in the axial center-of-mass mode

ground state and internal states 1√
2

(
1
1

)

1
and 1√

2

(
1
1

)

2
(see Fig. 9.4.). We create an initial

spinor state corresponding to a particle with 〈x̂〉 = 0 and p0 = 〈p̂〉 = 3.5~/∆ by a

displacement along the momentum quadrature. The generated spinor,

ψ(x; t = 0) ∝ eip0x/~e−
x2

4∆2

(
1

1

)

1

, (9.18)

is comprised largely of positive energy: |〈ψ(x; t = 0)|P+|ψ(x; t = 0)〉|2 > 0.98, where

P+ is the projector onto the positive energy state (see Eq. (9.9)). The rest mass energy

is set to ~Ω1 = ~ (2π) 1.3 kHz and Ω̃1 = (2π) 17.5 kHz corresponding to an equivalent

speed of light of c ∼ 0.01∆/µs. Fig. 9.5 shows the scattering for different slope gradients

(g). The corresponding numerical values are listed in Tab. 9.1.

The expectation values 〈x̂〉 for the four slopes are shown in Fig. 9.6. In the case of

no slope, the particle moves with constant velocity. For the other cases, the steepness

of the slope determines the fraction of the inital wave packet that will tunnel through

the potential. As can be seen in the figure, not only does the movement of 〈x̂〉 change
sign in the presence of the potential, but the speed is modified depending on how big

the tunneling fraction is.

We are also able to create approximately quadratic electric potentials which, due to

Klein tunneling, are non-confining in the relativistic limit [153]. The quadratic potential

is implemented experimentally by detuning the bichromatic beam on ion 2 by 2Ω2, so

that the coupling between this ion and the vibrational mode becomes ~ηΩ̃2σ
(2)
x x̂/∆ +

~Ω2σ
(2)
z . In the limit of a large detuning, Ω2 ≫ ηΩ̃2 the effective interaction Hamiltonian

becomes eφ2 = qσ
(2)
z x̂2 with q = ~η2Ω̃2

2/(2∆
2Ω2) [159]. Preparing ion 2 in the +1

eigenstate of σz this reduces to a quadratic electric potential.
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Fig. 9.5: Quantum simulation of relativistic scattering for linear potentials. Mea-
sured particle wave packets (filled curves) are compared with ideal predictions (solid
black lines) and predictions taking corrections to the Lamb-Dicke approximation
into account (dashed black lines). In the first and last frames of each sequence the
positive (green) and negative (red) energy components are reconstructed separately.
The blue color scale of these panels represents the measured expectation value of
momentum. The axis on the right shows the potential energy in units of initial
kinetic energy. Without a potential, the particle moves to the right with constant
velocity (a). For a shallow potential gradient, the particle is almost completely re-
flected (b) and for steeper gradients (c,d) part of the wave packet propagates into
the repulsive potential via Klein tunneling.

Fig. 9.7 shows results from our investigation of quadratic potentials. The first sequence

(a) shows a particle, with initially positive energy, 〈x̂〉 = 0 and 〈p̂〉 = 0, evolving as a

free particle (Ω̃2 = 0). As expected, the wave packet simply disperses. Sequence (b)

shows the same initial state evolving under a quadratic potential generated by setting

Ω2 = (2π) 33 kHz and Ω̃2 = (2π) 50 kHz, such that ηΩ̃2/Ω2 = 0.067 ≪ 1 and q =

(2π) 73 Hz ~/∆2. The dynamic is clearly different in this case: the wave packet is

still unconfined, due to Klein tunneling, but it spreads more slowly. Sequence (c) shows

results for the same potential, but for a positive energy particle with an initial momentum

〈p̂〉 = 0.23 ~/∆. The scattering dynamics in this case correspond to that of a quantum

relativistic mass on a spring that is given a small initial kick and show Klein tunneling

at each turning point.

The state used for the simulations in Fig. 9.7 (a) & (b) was created by applying a
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t (µs)

a
b

x
x

c
d

Fig. 9.6: 〈x̂〉 for the four different slopes. The solid lines are obtained from simu-
lations. The legend indicates the corresponding cases in Tab. 9.1 and Fig. 9.5. The
blue data shows the simple translation of the wave packet without any slope. In the
case of the red data set, the wave packet is almost perfectly reflected, which can be
seen from the fact that the positive and the negative gradient of the curve are the
same. The last two cases (green and black) show a partial transmission. This is
best visible in the last case (black) where the curve not only differs in sign but also
shows a different gradient after the turning/scattering point.

bichromatic displacement operation to ion 1 of the form Uprep2 = e−iHprep2
t/~ with

Hprep2 = ~ηΩprep2 x̂σ
(1)
x /∆ (9.19)

and ion 1 prepared in the internal state
(
1
0

)

2
. A 16 µs pulse with Ωprep2 = (2π) 83 kHz

produces a spinor with 〈p̂〉 = 0 and |〈ψ(x; t = 0)|P+|ψ(x; t = 0)〉|2 > 0.98. The state

used in Fig. 9.7 (c) was created in a similar way, but an additional pulse was used to

give the state a momentum of 〈p̂〉 = 0.23 ~/∆.

During setup of the experiments, various measures were taken to determine exper-

imental parameters such as phase settings between the laser pulses. For example, all

pulses were set up at a fixed position in the line cycle to ensure the same magnetic field

for different experiments. Also both bichromatic light fields were switched on, even if

only one of them was scanned for a particular parameter, to account for possible AC-

Stark shifts caused by the other bichromatic light field. Looking for a maximum in the

simulation, such as momentum at the end of the simulation, generally worked well as

a method to find experimental parameters as in these cases errors can only reduce the

signal.

There are a number of errors that reduce the quality of our quantum simulations.

The internal state coherence time for the ions is about 3 ms, limited by magnetic field
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fluctuations, while the whole simulation takes up to 1.5 ms. The motional coherence

is limited by slow drifts, which can change the trap frequency by about about 25 Hz.

Both effects cause broadening of the wave packets, whereas systematic errors in state

preparation due to slowly varying experimental settings can cause additional structure

in the reconstructed data. For the steepest slope, states of more than 150 phonons

on average were created, for which the Lamb-Dicke approximation starts to fail. This

changes the simulated Hamiltonian somewhat, while also affecting the reconstruction

(see Sec. 4.5).

These error sources can be addressed by the same technical improvements that have

been presented in the last two paragraphs of the previous chapter.
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9 Quantum simulation of the Klein paradox

Fig. 9.7: Quantum simulation of scattering for quadratic potentials. Measured
particle wave packets (filled curves) are compared with theoretical predictions (black
lines) for quadratic potentials. The particle’s rest mass energy is set to ~Ω1 =
~ (2π) 0.65 kHz. In (a) & (b) the initial state has almost purely positive energy,
and momentum 〈p̂〉 = 0~/∆. Without a potential (a) the wave packet diffuses.
With the potential switched on (b) the spreading is significantly restricted, but can
continue through Klein tunneling. In (c) the initial state has a small momentum
〈p̂〉 = 0.23~/∆ and the wave packet oscillates. The red dots represent 〈x̂〉. The
lower three figures show larger versions of some of the wave packets. The axis on
the right is in the same units as in Fig. 9.5.
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The main results of this thesis show three different aspects of quantum optics with

trapped ions: spectroscopy, quantum information processing and quantum simulation.

The experiments presented demonstrate the versatile use of procedures that are devel-

oped and used for quantum information processing with ions—in this case with 40Ca+.

A new spectroscopic method of repetitive laser pulses was employed to measure the

branching ratio of the 4s2P3/2 level with high precision. After the ion is prepared in

the electronic ground state, the population is pumped to the target state, and the ratio

between the decay channels is measured by observing the population that ends up in the

lower-lying energy levels. Because the electronic population is pumped to the excited

state several times, the precision of this measurement is further enhanced. The branching

fractions into the 4s2S1/2, 3d
2D5/2 and 3d2D3/2 levels are found to be 0.9347(3), 0.0587(2)

and 0.00661(4), respectively. For the branching ratio A(P3/2−S1/2)/
∑

J A(P3/2−DJ) =

14.31(5) the results are a forty-fold improvement in accuracy, as compared to the best

previous measurement [89]. The method is also applicable to other ion species that share

a similar level structure.

In addition to fluorescence and repump lasers, our experimental setup includes a ultra-

stable narrow linewidth laser used to realize a qubit between the S1/2 ground state and

the meta-stable D5/2 level. Previously, a high-fidelity gate operation was demonstrated

with this laser [37, 55]. To this end, the light is used in a bichromatic, co-propagating

configuration, where the frequency is detuned slightly in opposite directions from the

motional sidebands of the ion in the harmonic trap potential [53, 54].

On the other hand, if the detuning is set in the same direction, the resulting Hamilto-

nian resembles that of the Dirac equation in 1+1 dimensions. This quantum simulation

was also previously demonstrated in our experiment [45].

Another possibility is to set both frequencies on resonance with the motional side-

bands. Applying these two light fields to a trapped ion realizes a state-dependent dis-

placement operator [74]. This operation is used for a quantum walk on a line in phase

space with one and two ions. In contrast to its classical counterpart, the random walk,

the quantum walk is performed by a two-level quantum system that is shifted in posi-
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tion by a state-dependent displacement operator. The equivalent to the coin-flip is a

unitary operation that puts the internal state into a superposition. Performing both

operations in an alternating fashion realizes the quantum walk, in the course of which

the walker will interfere with himself. This interference gives rise to features that are

quite different compared to the classical random walk. These features can be used for

certain algorithms in quantum information processing.

In our experiment, the quantum walk with up to 23 steps was performed and the re-

sulting possibility distribution of the wave function was visualized with a measurement

procedure also involving the state-dependent displacement operator. Various measure-

ments are presented to highlight the differences of the quantum walk to the classical

random walk.

The quantum simulation of the Dirac equation was extended by adding a second ion

and an additional bichromatic light field in order to simulate potentials. The second light

field was coupled to a different transition in the second ion but to the same vibrational

mode as the first one. By choosing suitable parameters for the second light field, a linear

and a quadratic potential were realized.

In its original version, the Klein-Paradox was presented for a step-shaped potential

barrier [150]. If the barrier has a certain height, the relativistic particle can tunnel

into the classically forbidden region by turning into its own anti-particle. A similar

effect can be observed for the potentials that can be realized with a second ion. The

reconstruction of the wave function in phase space was used to visualize the scattering

processes “frame-by-frame”.

These last two experiments, the quantum walk and the quantum simulation of a

relativistic particle, demonstrate how the bichromatic light field can achieve a high

level of control over the ion’s motional state. Employed in the presented reconstruction

method, the bichromatic light field also allows one to read out the motional state of

the ion with high fidelity. This application is very attractive in the context of quantum

information processing and quantum simulation, as the motional state of the ion can be

utilized to hold information or represent observables.

Spectroscopy can also benefit from this versatile tool, as it allows the creation of non-

classical states which find application in quantum metrology [161]. With their greater

sensitivity, these states enhance spectroscopic measurements, making this is a possible

direction of future research.

For the new trap with its improved vacuum conditions that will be presented in the

next chapter, certain quantum simulations are within reach in the near future. Among

these are the Dirac equation in 2+1 dimensions [143], the simulation of the Majorana
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equation [162] or even quantum field theory [163]. Further quantum simulations have

been proposed for trapped ions [164]. Some examples are spin models [165], spin boson

models [166], the Unruh effect [167, 168], cosmological particle creation [169] and the

Frenkel-Kontorova model [170].

Broadly speaking, for the field of experimental quantum simulation, the next big step

is the demonstration of a quantum simulation that is challenging for a classical com-

puter. In order to achieve this goal, two major aspects need to be addressed. The first is

that the performed simulation has to be able to estimate the experimental errors. This

information is essential in order to assess the results. The other aspect is improvement

in experimental control. The already impressive control over quantum systems has to

increase further, which in many cases can be achieved through technological develop-

ment.

In the case of trapped ions, improvements in trap parameters and laser stability, both

in frequency and in intensity, are necessary. Another important step that has proven

challenging is scaling up to several tens of ions. Toward this purpose, micro-fabricated

traps [171–176] and quantum networks [177, 178] are currently under investigation, but

additionally the number of available laser beams has to be scaled up without compro-

mising their performance.

Once accomplished, these steps will advance not only quantum simulations but also

quantum information processing as well as spectroscopy with trapped ions.
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A New trap setup with high vacuum

demands

In parallel to the experiments presented in this thesis, a new vacuum vessel with a new

trap was set up. Although the vacuum vessel described in chapter 5 served us well in the

past, vacuum conditions are a limiting factor. Especially experiments with ion strings on

the order of ten ions demand very high vacuum quality. Simple background gas collisions

alone can render experimenting challenging or even impossible if they happen too often.

With better vacuum quality and a slightly improved trap design the new setup offers

new experimental options.

The first part of this chapter describes the new trap design that was chosen as a

successor to the previous one. The second part deals with the investigation of the

achieved vacuum.

A.1 The new trap design

As the ion-trap design described in chapter 5 showed very good properties in general, it

was only slightly modified. The first modification affects the overall size. The heating

rate of ion traps increases as the distance between electrodes and ions becomes smaller.

Conversely, smaller traps allow for higher trapping frequencies. Since the heating rate

has a power law dependence on the distance [179], the size was reduced by only a factor

of
√
2.

A second modification concerns the tips: the new design has holes that allow beams

to be directed along the trap axis. In this way, light can be shone on the ions without

laser power limitations due to widening of the beam.

The new trap can be seen in Fig. A.1. The smaller design made changes to the

mounting of the blades and the tips necessary. The redesign required us to manufacture

the trap more precisely. It also necessitated a sturdier mounting in order to keep the

blades aligned, especially during bakeout. As an additional feature, the DC blades of the

trap are not grounded, but connected to the outside of the vacuum vessel to apply an
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(a) (b) (c)

A

B

A

Fig. A.1: (a) Photograph of the new trap. All electrical connections go through the
Macor blocks holding the blades and tips. (b) Schematic drawing of the trap. The
distance between two opposing blades (A) is 1.13 mm. The tips (B) are separated
by 4.5 mm, which is not exactly a factor of

√
2 smaller than the separation of the

predecessor in order to account for the holes. The compensation electrodes have
been omitted in this figure. (c) Three dimensional drawing of a sliced trap. The
ring structure of the blade mounting allows for a precise alignment. The tip has a
tapered hole with a diameter of 0.5 mm. The left tip and left Macor piece have been
omitted for better visualization.

offset voltage to the DC blades. In this way, the splitting of the radial trap frequencies

can be adjusted.

During the course of our investigation of the vacuum quality, several traps of this

type were tested. The measured properties varied only slightly, demonstrating the re-

producibility of the design regarding the assembly and alignment process.

For the axial trap frequencies a value of around 1.2 MHz was found if both tips are

set to 1000 V. The helical resonator is designed to drive the trap at 30 MHz. Driven

with 5 W the resulting radial trap frequencies are around 3.2 MHz. If the DC blades are

set to ground, the two radial trap frequencies are degenerate preventing Doppler cooling

from working properly. To overcome this problem, typically 3 V are applied to the

DC blades, resulting in a splitting of about 180 kHz. After Doppler cooling an average

phonon number of n̄ = 12(2) was found. However, once the splitting is big enough for

Doppler cooling to work properly, the reached average phonon number does not depend

noticeably on the voltage applied to the DC blades.

The heating rate was also investigated and measured to be around 16 phonons per

second. This number is almost a factor of four higher than for the predecessor, but still

offers good working conditions.

The trap has two pairs of electrodes to compensate for excess micromotion [80]. A
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A.2 Investigating vacuum quality

good supression of excess micromotion is desirable. The stronger the micromotional

sideband is, the easier it is for the fluorescence laser to excite a motional sideband of

that micromotional sideband. If the motional sideband is a blue sideband, this has a

negative effect on Doppler cooling. The coupling of the quadrupole laser is also negatively

affected by excess micromotion, as this reduces the coupling strength on the carrier

transition [77].

Typical voltages used with these electrodes are between -80 to +80 V. Usually, the

achieved micromotion compensation is given by comparison of the Rabi frequencies of the

carrier and the first micromotional sideband. For the first tested traps the achievable

suppression in the radial directions was between 30:1 and 70:1. However, inspection,

after they had been removed from the vacuum vessel, revealed damaged Macor holders.

This damage can explain why the supression rates were not as good as in the old trap.

Excess micromotion can also be caused by tilting of the trap electrodes with respect to

the other electrodes and this cannot be canceled by the compensation electrodes. As

the trap is designed for an assembly with very high accuracy, damaged Macor holders

indicate a deviation from this accurate alignment. By looking at the best achievable

suppression rate of excess micromotion, conclusions about the actual alignment of the

trap can be drawn.

The damage was probably caused by too small manufacturing tolerances for the Macor

pieces that led to damages during bake out, since Macor has a considerably smaller

expansion coefficient than steel. The axial micromotion was measured to be 190:1 and,

in the case of a severely damaged trap, 13:1. The currently installed trap has Macor

holders with slightly higher tolerances, and here the suppression was measured to be

better than 100:1 in all directions. From this we conclude that the slightly higher

manufacturing tolerances avoid damage to trap parts during bake out, resulting in a

better alignment of the trap electrodes.

Altogether, the trap design performed very close to the properties predicted by calcu-

lations and computer simulations.

A.2 Investigating vacuum quality

Achieving a very low pressure (< 10−11 mbar) at the location of the ions can be difficult.

The new setup consists of the same vacuum vessel and components as the old setup, and

only the trap has been replaced.

After an airbake of most components, the setup was baked under vacuum at 300 °C

without windows and the trap. As these parts cannot withstand temperatures over
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A New trap setup with high vacuum demands

200 °C, they were built in later, and then baked with the entire chamber under vacuum

at 180 °C for several days. All parts were cleaned with several solvents before the entire

assembly was integrated.

Unfortunately, the new setup also had vacuum conditions that were not suitable for

measurements with long ion strings.

A.2.1 Types of vacuum problems

The vacuum problems observed in the new setup can be divided in three categories.

Background gas collisions Collisions with background gas disturb measurements, as

they can change the internal state of the ion or melt the ion crystal. The collision

rate depends on the local pressure at the position of the ions. In cases when the

crystal melts, the measurement has to be repeated, which can be automated. As

these collisions will always be present, the important parameter is, how often they

occur. For our purposes, the string should not melt more often than every ten

minutes, as the automated refreezing feature requires the RF power into the trap

to be reduced. This change of the drive power requires a rethermalization of the

trap until measurements can continue. For a ten-ion crystal this translates into a

local pressure requirement of ≈ 10−11 mbar.

Chemical reactions Another more problematic condition is the possibility for chemical

reactions of the ions with background gas. In this case, the ions form molecules

with the background gas that can no longer be excited by the lasers and appear as

“dark” ions on the camera, meaning that the position in the ion string appearss

unoccupied. Several mass spectroscopic measurements of these “dark” ions were

always consistent with a mass of 57 u. This mass points to the laser-assisted

reaction with water

Ca+∗(DJ ) + H2O → Ca+(H2O
∗) → HCaOH+ → CaOH+ +H

investigated in Ref. [180].

Unwanted trapping of other ion species It was also observed that unwanted ion species

randomly enter the trap. These ions also appear as dark on the camera. Spec-

troscopy on these ions revealed the masses 41 u, 57 u and 71 u associated with

this phenomenon. While the first two have a high probability of being calcium

molecules, namely CaH+ and CaOH+, we can only speculate about the third

species. Generally this problem is not as severe as the one described above, since
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A.2 Investigating vacuum quality

these are extra ions and the measurement can continue once they are removed from

the trap. However, the removal requires a large enough mass difference and will

disrupt the running measurement.

The first two conditions are, to various extents, present in all ion trap setups using
40Ca+ in our group. However, the last phenomenon was only observed with traps that

had been heated to more than 400 °C under vacuum prior to assembly. This procedure

was introduced in order to further eliminate contamination from the trap, as it is closest

to the ions. Both a reduced background gas collision rate and fewer chemical reactions

were observed for these traps.

A.2.2 Characterization and investigation methods

In order to address the phenomena listed above, we characterized them using available

tools in the lab. These methods will be described in this section.

Observation with camera

All three types of vacuum problems can be investigated with an EMCCD camera:

A longer string of ten to twenty ions is loaded into the trap with weak confinement

(ωrad ≈ (2π) 2 MHz and ωaxial ≈ (2π) 210 kHz) and observed over a period of several

hours. The chosen trap parameters allow longer ion strings to recrystallize easily, but

dark ions are still stably trapped and show up in the string. Using many ions has several

advantages. Many ions can sympathetically cool present dark ions, allowing for longer

observation times with many dark ions. In this way, also more partners for the chemical

reaction with water or for normal collisions with background gas are provided.

The collision rate can be easily observed given that the string of ions contains at least

one dark ion. In this case collisions show up as position changes of the dark ion(s) within

the crystal.

Investigation of “dark” ions by mass spectroscopy

It is of interest to determine the “dark” ions’ masses in order to draw conclusions about

the origin of the problem.

This information can be obtained by applying a small perturbation RF of the form

Vtickle sinωt on one of the compensation electrodes. If ω is resonant with the transverse

trap frequency of one of the ions, this ion gets excited, resulting in a melting of the ion

crystal. This melting can be observed as a dip in the fluorescence seen by the PMT or

directly with the camera.
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Fig. A.2: Calculated mass dependency of the transverse and axial oscillation fre-
quencies of a four ion string with one ion of variable mass. The trap parameters
are the same as those used in the experiment. The inset in the left plot shows the
avoided crossing and the four different frequencies which are not visible in the main
plot. Comparing the left plot (transverse trap frequencies) to the right plot (ax-
ial trap frequencies), it can be seen that the transverse trap frequencies are better
suited to infer the mass of the other ion as the relative change of the frequencies is
much more pronounced for the transverse trap frequencies. The general pattern of
both plots does not change significantly if higher axial trap frequencies are used.

This method has little technical overhead and is well suited for our experimental

conditions: in case of a very weak axial and a strong radial confinement, the transversal

oscillation frequencies of the ion crystal are almost completely decoupled. Therefore, the

ions oscillate at a frequency very close to their bare resonance frequency, allowing for

a mass resolution of about 0.2 u. The mass dependency between axial and radial trap

frequencies is compared in Fig. A.2. The frequencies were calculated using the formulas

given in [181], which have been slightly modified for the case of different ion masses.

Applying UV light to the trap electrodes

By illuminating the electrodes of the trap with UV light, we were able to show that

the phenomenon of unwanted additional ion species in the trap was a surface effect

on the trap; probably caused by the bake out of the trap at 400 °C in combination

with calcium contamination of the trap surface by the oven. A photoelectric effect was

confirmed, indicating an acceleration of free electrons by the trap’s RF which in turn

caused molecules to be ejected from the surface.

The trapping of unwanted ion species stopped after a 20 mW laser at 375 nm was

applied to the electrodes overnight. However, from the subsequent observations it is not

clear if this procedure does not have unwanted side effects, i.e., forming additional water

close to the trap.

104



A.3 Summary

Heating separate parts of the vacuum vessel

It is also important to know whether the vacuum problems observed at the ions are local

or present in the entire chamber. A local problem was suspected as only the trap and

the oven are manufactured in-house and all other components are specified for ultra high

vacuum (UHV) by their respective manufacturer. This hypothesis was tested by shining

a 5 W laser1 onto the trap and then loading and observing ions. The same procedure

was then repeated, but this time the laser was aimed at the walls of the chamber with

a comparably large separation from the ions. In both cases, the rate of the chemical

reaction with water increased by a factor of more than 40, while the rate of background

collisions only slightly increased. This finding indicated a contamination of the entire

chamber with water.

A.3 Summary

As a result of these investigations, a complete reassembly of the vacuum vessel was

decided upon and has significantly reduced the problems with background collisions and

chemical reactions. This reassembly included several precautious procedures and changes

to the setup. Notable among these is that, the last cleaning step of the vacuum parts

was done with demineralized water, which was confirmed with a residual gas analyzer to

improve overall vacuum quality. Interestingly, the omission of a high temperature bake

at 300 °C prior to full assembly did not negatively affect the achieved vacuum quality.

Nevertheless, the lack of a systematic investigation makes it impossible to draw re-

silient conclusions. With the long manufacturing and bake-out times in mind such an

investigation would be justified if the problems described hinder other setups as well.

On the other hand, the new trap design was thoroughly investigated and performed as

expected. Except for the expected increase of the heating rate, the trap performed equal

or better than the “Innsbruck standard.” As the heating rate can still be considered

very low, the new design represents a good candidate for future setups.

1Verdi V-10, 532 nm
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B Lower bound on the kinetic energy of

mixed quantum states

The constraint for the kinetic energy of a pure state (as given in Eq. (8.9))

〈 p̂
2

2m
〉 ≥ ~

2

8m

∫ ∞

−∞
dx
p′(x)2

p(x)
(B.1)

is convex. Any function of the type f(x)2

g(x) with g(x) > 0 is convex and therefore the

integral above is also convex. Since p(x) is a probability distribution of a quantum

state, the condition p(x) > 0 is fulfilled.

In order to show that inequality (B.1) is also valid for mixed states, we treat the

probability distribution p(x) as being composed out of several probability distributions

p(x) =
∑

i λipi(x).

Analogue to a pure state the calculation for a mixed state ̺ =
∑

i λi|ψi〉〈ψi| should
give
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In order to proof this lower bound on the kinetic energy for mixed quantum states, it

is sufficient to show that

~
2

8m

∑

i

λi

∫ ∞

−∞
dx
p′i(x)

2

pi(x)
≥ ~

2

8m

∫ ∞

−∞
dx
p′(x)2

p(x)
. (B.4)

If inequality (B.4) is valid for any interval δx then it must also be valid in its integral

form.

For the proof we use the following inequality, which is true for any two probability

distributions pi(x) and pk(x) and their derivatives

(
p′i(x)pk(x)− p′k(x)pi(x)

)2 ≥ 0 (B.5)

p′i(x)
2pk(x)

2 + p′k(x)
2pi(x)

2 ≥ 2p′i(x)p
′
k(x)pi(x)pk(x). (B.6)
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Since we have 1 ≥ λj ≥ 0 (with
∑

j λj = 1) and 1 ≥ pj(x) > 0, we can rewrite the

last expression as

λiλk

(
p′i(x)

2

pi(x)
pk(x) +

p′k(x)
2

pk(x)
pi(x)

)

≥ 2λiλkp
′
i(x)p

′
k(x). (B.7)

This inequality still holds if we extent it to an arbitrary number of probability distri-

butions. Therefore we have

∑

ik

λiλk
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′
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With Eq. (B.4) proven, we have shown that the lower bound on the kinetic energy in

Eq. (8.9) is also valid for mixed quantum states.
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C Physical properties of 40Ca+

speed of light c 299 792 458 m/s (exact)

permeability of vacuum µ0 4 π · 107 (exact)

permittivity of vacuum ǫ0 1/(µ0c
2) (exact)

Planck’s constant h = 2π~ 6.626 069 57(29) · 10−34 J s

elementary charge e 1.602 176 565(35) · 10−19 C

Bohr magneton µB 927.400 968(20) · 10−26 J T−1

atomic mass unit u 1.660 538 921(73) · 10−27 kg

Tab. C.1: Fundamental physical constants relevant to the experiment (2010 CO-
DATA recommended values).

transition λair(nm) reference

4 S1/2 ↔ 3D5/2 411 042 129 776 393.3(1.0) Hz [77, 182, 183]

4 S1/2 ↔ 3D3/2 732.389 [184]

4 S1/2 ↔ 4P1/2 396.847 [184]

4 S1/2 ↔ 4P3/2 393.366 [184]

3 P1/2 ↔ 3D3/2 866.214 [185]

3 P3/2 ↔ 3D3/2 849.802 [185]

3 P3/2 ↔ 3D5/2 854.209 [185]

Tab. C.2: 40Ca+ wavelength in air (λair). The transition frequency for
4 S1/2 ↔ 3D5/2 is given in Hz.

quantity value reference

life time 3 D3/2 1.20(1) s [62]

life time 3 D5/2 1.168(7) s [62]

life time 4 P1/2 7.098(20) ns [63]

life time 4 P3/2 6.924(19) ns [63]

gj(4S1/2) 2.00225664(9) [186]

gj(3D5/2) 1.200 334 0(3) [182, 183]

Tab. C.3: Atomic properties of calcium.
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m′ -3/2 -1/2 1/2 3/2 5/2

coefficient
√

1/5
√

2/5
√

3/5
√

4/5 1

Tab. C.4: Clebsch-Gordan Coefficients for the 40Ca+ quadrupole transition
S1/2,m = 1/2 → D5/2,m

′. The coupling strengths for S1/2,m = −1/2 → D5/2,m
′

can be derived by exchanging m′
j → −m′

j.
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D Journal publications

The experiments presented in this thesis gave rise to the following publications:

1. ”Precision measurement of the branching fractions of the 4p 2P3/2 decay of Ca II.”
R. Gerritsma, G. Kirchmair, F. Zähringer, J. Benhelm, R. Blatt & C. F. Roos
Eur. Phys. J. D 50, 13–19 (2008).

2. ”Realization of a quantum walk with one and two trapped ions.”
F. Zähringer, G. Kirchmair, R. Gerritsma, E. Solano, R. Blatt & C. F. Roos
Phys. Rev. Lett. 104, 100503 (2010).

3. ”Quantum simulation of the Klein paradox”
R. Gerritsma, B. P. Lanyon, G. Kirchmair, F. Zähringer, C. Hempel, J. Casanova,
J. J. Garcia-Ripoll, E. Solano, R. Blatt & C. F. Roos
Phys. Rev. Lett. 106, 060503 (2011).

Further articles have been published in the framework of this thesis:

4. ”Deterministic entanglement of ions in thermal states of motion.”
G. Kirchmair, J. Benhelm, F. Zähringer, R. Gerritsma, C. F. Roos & R. Blatt
New J. Phys., 11, 023002 (2009).

5. ”High-fidelity entanglement of 43Ca+ hyperfine clock states.”
G. Kirchmair, J. Benhelm, F. Zähringer, R. Gerritsma, C. F. Roos & R. Blatt
Phys. Rev. A, 79, 020304 (2009).

6. ”State-independent experimental test of quantum contextuality”.
G. Kirchmair, F. Zähringer, R. Gerritsma, M. Kleinmann, O. Gühne, A. Cabello,
R. Blatt & C. F. Roos
Nature 460, 494-497 (2009).

7. ”Deterministic reordering of 40Ca+ ions in a linear segmented Paul trap”
F. Splatt, M. Harlander, M. Brownnutt, F. Zähringer, R. Blatt & W. Hänsel
New J. Phys., 11, 103008 (2009).

8. ”Quantum simulation of the Dirac equation.”
R. Gerritsma, G. Kirchmair, F. Zähringer, E. Solano, R. Blatt & C. F. Roos
Nature 463, 68-71 (2010).
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9. ”Compatibility and noncontextuality for sequential measurements.”
O. Gühne, M. Kleinmann, A. Cabello, J.-A. Larsson, G. Kirchmair, F. Zähringer,
R. Gerritsma & C. F. Roos
Phys. Rev. A 81, 022121 (2010).

10. ”Universal digital quantum simulation with trapped ions”
B. P. Lanyon, C. Hempel, D. Nigg, M. Müller, R. Gerritsma, F. Zähringer,
P. Schindler, J. T. Barreiro, M. Rambach, G. Kirchmair, M. Hennrich, P. Zoller,
R. Blatt & C. F. Roos
Science 334, 57-61 (2011).
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